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Abstract

Recently proposed adversarial self-supervised learning methods usually require big batches and long training epochs to extract
robust features, which will bring heavy computational overhead on platforms with limited resources. In order to help the network
learn more powerful feature representations in smaller batches and fewer epochs, this paper proposes a novel adversarial momen-
tum contrastive learning method, which introduces two memory banks corresponding to clean samples and adversarial samples,
respectively. These memory banks can be dynamically incorporated into the training process to track invariant features among his-
torical mini-batches. Compared with the previous adversarial pre-training model, our method achieves superior performance with
smaller batch size and less training epochs. In addition, the model outperforms some state-of-the-art supervised defensive methods
on multiple benchmark datasets after being fine-tuned on downstream classification tasks.
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1. Introduction

Although deep neural networks (DNNs) have achieved state-
of-the-art performance on many challenging computer vision
tasks, it was soon found that they are extremely vulnerable to
semantic invariant corruptions [9, 23, 29] or adversarial attacks

[ 10, 30], which means that very small perturbations on the orig-
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inal input could cause the network to make wrong prediction.

To remedy this deficiency, robust feature learning has at-
tracted the attention of researchers [7, 19]. Among them, su-
pervised adversarial training [10, 21, 31, 35], which guides the
learning of neural networks with additional adversarial sam-
ples, has become the most popular method. Recently, some
unsupervised robust learning methods [4, 15] have also been
developed. The main idea is to treat adversarial samples as a
special kind of data augmentations, and then adopt some self-
supervised learning framework to extract the robust features
contained in the data. However, unlike ordinary data augmenta-
tions, which are usually determined before training, adversarial
examples are dynamically generated through training iterations
and are greatly influenced by the current network parameters.
So in order to capture the invariant features among them, very
large batch sizes and long training epochs must be used [4, 15],
which will bring heavy computational overhead on platforms
with limited resources.

In this work, we aim to address the above problem by devel-
oping a novel Adversarial MOmentum-Contrastive (AMOC)
learning approach, which can leverage the historical informa-
tion of mini-batches to help extract robust feature representa-
tions in a more efficient manner. More specifically, we build
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two memory banks to track clean and adversarial feature rep-
resentations that are consistent across different mini-batches,
respectively. The clean memory bank provides negative keys
from clean data for contrastive learning, thus guaranteeing the
natural accuracy of the model, whereas the adversarial mem-
ory bank provides negative keys from historical adversarial ex-
amples, thereby avoiding the learning inconsistency problem
caused by the dynamic changes of the adversarial samples.

It is worthy to point out that in the original contrastive frame-
work [12] there is only one clean memory bank for standard
training. However, in adversarial training, we need not only
clean samples but also their adversarial counterparts, and the
distributions of clean and adversarial samples are quite dif-
ferent, so it is necessary to build separate memory banks for
clean and adversarial samples, respectively. With the aid of
the sperate memory banks, the network can better extract the
invariant features contained in the perturbed data. Our experi-
mental results demonstrate that using separate memory banks
does perform better than a single one. Moreover, extensive
experiments show that the proposed method even outperforms
some state-of-the-art supervised defensive methods on multiple
benchmark datasets after being fine-tuned on downstream clas-
sification tasks.

The main contributions of this work are summarized as fol-
lows:

e We give insights into why current adversarial contrastive
learning algorithms require large batch sizes and long
training epochs to reach convergence. Based on this,
we explain the necessity of introducing separate memory
banks to learn a better query encoder.

e We develop a novel contrastive learning framework named
AMOC, which integrates a standard clean memory bank
with an additional adversarial memory bank. And we also
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show how to train the framework efficiently in an end to
end manner.

e We analytically identify a good form of training loss for
AMOC and empirically discuss the deficiencies of other
loss forms, with particular emphasis on comparison with
the single memory bank mode.

e Through extensive empirical evaluation, we show that
AMOC is an effective defense strategy against a wide
range of recently proposed state-of-the-art attacks in the
literature. Compared with the existing contrastive pre-
training methods, the proposed approach exhibits supe-
rior robustness and better computational efficiency. Af-
ter fine-tuning on classification tasks, AMOC can success-
fully outperform many supervised adversarial defenses on
the widely used datasets.

The remainder of the paper is organized as follows. Sec-
tion 2 introduces the related works regarding adversarial robust-
ness and contrastive learning. Section 3 elaborates the research
motivation and introduces the framework of AMOC. Section 4
gives a comprehensive experimental results to demonstrate the
efficiency of the proposed method. Finally, the conclusion is
drawn in Section 5.

2. Related Works

2.1. Attack models

Since the discovery that neural networks are vulnerable to ar-
tificial perturbations, a series of attack methods have emerged
to test the robustness of networks [2, 5, 24, 21, 30, 31]. These
attack models craft small perturbations to clean samples to gen-
erate various adversarial examples. Fast gradient sign method
(FGSM) [10] is a simple yet effective attack method that uti-
lizes the sign of the gradients of the loss function to generate
adversarial samples. Projected gradient descent (PGD) [21] is
a more powerful iterative attack that starts from a random po-
sition in the neighborhood of a clean input and then applies
FGSM for several iterations. DeepFool [24] is a gradient-based
attack algorithm that iteratively linearizes the classifier to gen-
erate the smallest perturbation sufficient to change the classifi-
cation label. C&W [2] is one of the most powerful attack to de-
tect adversarial samples in ¢, norm. Sparse ¢; descent (SLIDE)
[31] is a more efficient model that overcomes the inefficiency
of PGD in searching for ¢, perturbations. Recently, Croce et
al. [5] combined four diverse attacks into a more aggressive
one, AutoAttack, as a new benchmark for empirical robustness
evaluation

2.2. Adversarial training

To enhance the robustness of neural networks against adver-
sarial attacks, numerous defense methods have been developed
from different perspectives [7, 14, 19, 26, 34]. Among them, ad-
versarial training [10, 21, 35], which minimizes the worst-case
loss in the perturbation region, is considered to be one of the
most powerful defenses. For example, given a distribution D

over samples x and labels y, standard adversarial training [21]
optimizes the following objective:

inE, +9,;0),
min B pep max L(x +6,y,6)
while tradeoff-inspired adversarial defense (TRADES) [35]
considers a trade-off between natural accuracy and adversarial
robustness:

min Eq, pep | L(x, y; 0) + l max L(x, x + &; 9)) .
0 A lloli<e
Nonetheless, adversarial training-based methods suffer from
heavy computational overhead and are not scalable. The gen-
erality and reusability of pre-trained models can alleviate this
problem to some extent, since robust models required for vari-
ous downstream tasks can be obtained after simple fine-tuning.

2.3. Contrastive learning

Contrastive learning [3, 12, 25] is a popular self-supervised
learning framework, which maximizes the similarity of a sam-
ple to its distinct views and minimizes its similarity with other
instances. Different contrastive learning approaches usually
adopt different strategies to generate various views and nega-
tive keys. One of the simple yet efficient framework is SimCLR
[3], which uses augmented views in the current mini-batch as
negative keys. On the other hand, MoCo [12] introduces an
additional memory bank to maintain negative representations
from neighboring mini-batches. It was found that contrastive
learning can resist to semantic invariant corruptions due to its
strong data augmentations [13].

Table 1: A short recapitulation of the related works.

Related works Major difference

[10,21,31] gradient-based attacks to yield feasible adversarial perturbations
Attack models I . - PR . .
[2,24] optimization algorithms to find the “minimal” perturbations
[7, 16,21, 35, 26] supervised learning using adversarial samples
Adversarial defenses [4,15,17,22] unsupervised learning using adversarial samples
[19, 34] defenses that do not use adversarial examples
astive learni [12] w/ memory banks
Contrastive learning 3. 25] wjo memory banks

2.4. Adversarial self-supervised pre-training

Several recent works [4, 15, 22] began to treat the adversar-
ial perturbation as a special data augmentation and adopt self-
supervised learning to obtain the robust feature representations
from data. The learned feature representations can further be
transferred to various downstream tasks. However, unlike or-
dinary data augmentations, which are usually determined be-
fore training, adversarial examples are dynamically generated
through training iterations and are greatly influenced by the cur-
rent network parameters. So in order to capture the invariant
features among them, very large batch sizes and long training
epochs must be used. Note that each adversarial sample re-
quires several rounds of forward propagation and backward gra-
dient calculations. At this point, large batches and long training
cycles will bring additional computational overhead far beyond
ordinary contrastive learning.



To address the above problem, inspired by the work of [12],
we develop a momentum-based adversarial pre-training frame-
work, which consists of a standard clean memory bank and an
additional adversarial memory bank. The newly proposed ad-
versarial bank aims to alleviate the inconsistency of adversarial
samples in each iteration, thereby reducing the learning diffi-
culty and speeding up the training convergence.

3. Adversarial Momentum-Contrastive Learning

3.1. Preliminaries

We first recall the MoCo framework [12] for learning on
clean data. Let C denote a set of data augmentation opera-
tions. For any augmentations c, ¢’ in C, (c(x),c’(x)) forms a
pair of positive augmented samples of x. The model includes a
query encoder f, and a key encoder f;. Denote by g = f,(c(x))
the query encoder representation, k, = fi(c’(x)) the positive
key, and k_ the negative key, which could be the representation
of any other sample from the key encoder. The MoCo builds
a memory bank M to keep the negative keys of recent mini-
batches. Its optimization objective is then to minimize the fol-
lowing InfoNCE loss:

Lnce(fy(e(x), fild’(x)), M)

exp(q - k+/T)
exp(q - k+/T) + Xk emexp(q - k—/T)’

where T is a temperature constant. During training, the mini-
batch from the key encoder is subsequently enqueued into the
memory bank M and at the same time the oldest ones are de-
queued.

From an intuitive point of view, (3.1) forces the feature rep-
resentation of each sample in the query encoder to be consistent
with its augmented sample, and different from all other samples
held in M, thereby helping the query encoder learn the invariant
feature representations among the data.

The query encoder f; can be learned by standard back prop-
agation, while the key encoder f; is updated by the following
rule [12]:

3.1)

=—log

O — my + (1 —m)8,, (3.2)

where m € (0, 1) is a momentum coefficient, and 6, and 6, are
parameters of query encoder and key encoder, respectively.

3.2. AMOC pre-training framework

Recent works [4, 15] considered adversarial perturbations
as a special kind of data augmentations, and used contrastive
learning technique to extract the robust feature representations
in the data. However, adversarial examples are dynamically
generated through training iterations and are greatly influenced
by the current network parameters. In order to capture the in-
variant features among them, very large batch sizes and long
training epochs must be used. Since the calculation of each
adversarial example requires heavy computational resources,
computational burden brought by large batches and long-term
training can far exceed that in ordinary contrastive learning.
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Figure 1: (a) MoCo [12] framework introduces the memory bank Mcjean for his-
torical information. (b) AMOC framework utilizes two memory banks Mcjean
and Mgy to maintain the historical clean and adversarial keys, respectively.
Here ¢, ¢’ denote distinct augmentations; ¢ is the perturbation injected into the
query; BNgjean, BNagy are independent batch normalization modules for clean
and adversarial samples; g, k. is a pair of encoded feature representations from
the same sample; k_ denotes the negative key from the memory banks.

Inspired by the work of [12], we are to address the above
problem by building two dynamic memory banks M., and
Mgy to maintain clean and adversarial feature representations
that are consistent across different mini-batches, respectively.
As in [12], the clean memory bank provides negative keys from
clean data for contrastive learning, thus guaranteeing the natural
accuracy of the model. Whereas the newly proposed adversarial
memory bank provides negative keys from historical adversar-
ial samples, thereby alleviating the inconsistency of adversarial
samples and ensuring a faster convergence.

Remark 1. Aside from the same clean memory bank M ean as
in MoCo, AMOC introduces an additional adversarial memory
bank Mgy to maintain adversarial keys. However, note that
there are only clean keys in the original key encoder In order
to update the adversarial memory bank, after each iteration,
we feed the perturbed inputs of the query encoder to the key
encoder (the dotted yellow lines in Figure 1), and then M,q,
is updated in a first-in and first-out fashion, that is, the new
adversarial keys are enqueued into Mg, while the oldest ones



are dequeued.

In addition, since the distributions of adversarial and clean
samples are different, we will utilize the dual Batch Normaliza-
tion (BN) suggested in [33], i.e., one BN for clean samples and
the other for adversarial ones. Then the corresponding encoder
network is denoted as f(-; BNciean) or f(+; BNagy), respectively.

Now we give the formulation of the optimization objective of
AMOC. Most of all, a robust neural network should guarantee
the feature representations of clean samples, so the first part in
our optimization objective is the standard MoCo loss [12]:

-ECCC = -LNCE (fq (c(x); BNciean), ﬁc (Cl (x); BN¢iean), Mclean),

where CCC means that Clean query encoder, Clean key en-
coder and Clean memory bank are used in this loss.
Furthermore, a robust neural network needs to be able to re-
sist perturbations and learn invariant features under adversarial
attacks. To this end, we formulate the second loss as follows

-[:ACA = LNCE(ﬁ](C(x) + 6; BNadv)v ﬁ((C, ()C); BNclean)’ Madv)~

where Adversarial query encoder, Clean key encoder and
Adversarial memory bank are used. Note that in the above loss,
we add adversarial perturbation to the input of the query en-
coder, while leaving the input of the key encoder as it is. In
this way, the query encoder is forced to learn common feature
representations contained in adversarial and clean samples, i.e.,
robust features invariant under perturbations.

Combining the standard MoCo loss and the proposed adver-
sarial loss, we arrive at our final optimization objective of the
pre-training:

L= ALcce + (1= D Laca, (3.3)

where the hyperparameter A € (0, 1) controls the effects of the
clean samples and adversarial samples.

To minimize the objective (3.3), the parameter 6, of the query
encoder could be learned via standard back propagation, while
the parameter 6, should be updated by using (3.2), otherwise the
key encoder will change rapidly and thus reduce the consistency
of memory banks [12]. The entire optimization procedure of
AMOC is summarized in Algorithm 1.

4. Experiment

4.1. Experimental setup

Datasets. In this section, we evaluate the performance of
our approach on three commonly used datasets, CIFAR10 [18],
CIFAR100 [18] and CIFAR10-C [13]. Both of CIFAR10 and
CIFAR100 contain 60000 32 x 32 color images, which are di-
vided into a training set of 50000 images and a test set of 10000
images, while CIFAR10-C consists of nineteen different types
of semantic invariant corruptions. We use CIFAR10 and CI-
FAR100 to evaluate the adversarial robustness and CIFAR10-C
to measure the persistence against common corruptions.

Algorithm 1 Training procedure of AMOC

Input: the image set {x}, augmentation operations C, the query
encoder f,(-; 6,) and the key encoder fi(-; ).
1: for each mini-batch do
2: Sample augmentations ¢ and ¢’ from C and craft adver-
sarial perturbations J;
3: Compute three encoded feature representations, respec-
tively:

f;](C()C); BNclean)’ fq(C()C) + 6; BNadv)v fk(C/(X); BNclean);

4: Calculate the loss (3.3) and update the query encoder f,
via back propagation;

Update the key encoder f; via (3.2);

Update the clean memory bank using fi(c’(x); BNciean)
and adversarial memory bank using fi(c(x) + &; BNuay);

AN

Output: the query encoder f;(-; BNagy).

Attacks. To reliably evaluate the adversarial robustness of
defense methods, several adversarial attacks including PGD
[21], DeepFool [24], C&W [2], SLIDE [31] and AutoAttack [5]
are adopted. All implementations of them are provided by Fool-
Box [27] except AutoAttack from the source code of [5]. The
default settings of these attacks are listed in Table 2, wherein
step size denotes the relative step size of PGD and SLIDE, the
learning rate of C&W, and the overshoot of DeepFool, respec-
tively. For brevity, denote by PGD20 the shorthand of PGD
with 20 iterations.

Table 2: The basic setup for adversarial attacks in {«, €1 and £, norms.

lw, € = 8/255 f,e=12 6,e=05
PGD PGD DeepFool AutoAttack ~ PGD SLIDE ~ PGD C&W

number of iterations 10 20 50 - 50 50 50 1000
step size 025 0.1 0.02 - 0.05  0.05 0.1 0.01

Baselines. The quality of learned feature representations is
of most interest to pre-training methods, which can be evalu-
ated by a linear classifier using the pre-trained feature repre-
sentations. We choose adversarial contrastive learning (ACL)
[15] as the baseline comparison, which is a state-of-the-art self-
supervised framework without memory banks.

We also compare AMOC with several benchmark supervised
defenses including PGD adversarial training (PGD-AT) [21],
adversarial logits pairing (ALP) [16] and TRADES [35]. These
defenses are implemented following the default settings of orig-
inal papers. The adversarial samples required in the procedure
of training are all crafted by PGD10 attack within € = 8/255.

Hyperparameters. There are three hyperparameters in our
framework, including the momentum of m, the temperature of
T and the length of K. We set m = 0.999 and T = 0.2 as
suggested in [12] but use a smaller K = 32768 instead. The
weight parameter in (3.3) is chosen as 4 = 0.5 to balance the
two loss terms (see Section 4.5 for sensitivity analysis).

Implementation details. We take the ResNet-18 [11] as the
backbone and apply 5-step and 10-step /., PGD attack [21] to
generate adversarial perturbations for adversarial pre-training



and fine-tuning, respectively.

In the pre-training stage, the augmentations and projection
head structure suggested in [3] are adopted. To optimize the
loss function, we apply SGD (stochastic gradient decent) with
weight decay of 5 x 1074, whose learning rate gradually climbs
up to 0.1 by linear warmup for the first 10 epochs and then is
decayed by the cosine decay schedule without restarts [20].

When it comes to fine-tuning on downstream classification
tasks, we take the augmentations popularized by Residual Net-
works [11]: 4 pixels are reflection padded on each side, and a
32 % 32 crop is randomly sampled from the padded image or its
horizontal flip. For full adversarial fine-tuning, we train the en-
tire network using TRADES [35] for 100 epochs, just like ACL
[15].

4.2. Pre-training performance

First, we evaluate the quality of the feature representations
learned in pre-training. To this end, we add a linear classifier
on top of the pre-trained query encoder network. The weights
of the classifier are then determined by two ways, one using
standard training and the other using adversarial training. These
two ways are denoted as StdEv and AdEv, respectively. We
compare AMOC with the recently proposed ACL [15].

ACL(200)

ACL(1000)

A

Figure 2: t-SNE [32] visualization of the feature representations of ACL [15]
and AMOC on CIFAR-10 dataset after 200 and 1000 training epochs. Here
ACL [15] takes a batch size of 512 while our method only uses a smaller batch
size of 256. The numbers in ( ) represent the training epochs. The plot clearly
shows that the feature distribution obtained by our approach has a better sep-
arability than that of ACL [15] under a smaller batch size and fewer training
epochs.

The clean and robust accuracy are reported in Table 3 using
different batch sizes and training epochs. As we can see that
AMOC consistently outperforms ACL under the same config-
urations. In particular, the results of AMOC with a batch size
of 64 have far outperformed those of ACL with a batch size of
512. Moreover, thanks to the constructed memory banks, our
approach converges much faster than ACL. The performance of
AMOC under AdEv using a batch size of 256 after 200 train-
ing epochs is comparable to that of ACL using a batch size of
512 after 1000 epochs. Moreover, it is obvious that MoCo has
the best natural accuracy, but hardly any robustness. Compared

to MoCo, our method achieves significant robustness improve-
ments with a small loss of natural accuracy.

Table 3: Comparison of MoCo [12], ACL [15] and AMOC with different batch
sizes and epochs on CIFAR10. StdEv: Train the classifier using clean sam-
ples through the frozen encoder. AdEv: Train the classifier using adversarial
examples through the frozen encoder.

StdEv AdEv
Batch Size  Epochs Clean PGD20 Clean PGD20
256 200 8044  0.17 7527 136
MoCo [12] 256 1000 9091 035 87.00 050
64 200 7053 2624 62.83 3576
128 200 7435 30.53 6646  39.04
ACL[15] 256 200 7714 3272 68.60  40.36
512 200 7717 33.19 69.13  40.42
512 1000 82.08  40.67 7418 44.99
64 200 7774 3756 7329 4339
128 200 7936  38.44 7479 44.01
AMOC 256 200 7900 37.12 7436  43.36
256 1000 86.12 4529 8191 5028

Furthermore, we conduct the paired t-tests [28] between
MoCo, AMOC and ACL based on 5 repetitive pre-training re-
sults after 200 epochs. We plot the p-values of statistical anal-
ysis under four measures in Figure 3. It is obvious that the per-
formance differences are statistically significant under p-value
< 0.05.

Next, we compare the running times of ACL and our ap-
proach in Table 4. It is observed that both methods take al-
most the same running time per epoch. But as reflected by the
previous experimental results, the performance of AMOC after
200 training epochs is comparable to that of ACL after 1000
epochs, so the total running time of AMOC could be much less
in practice.

Table 4: The running times of ACL [15] and AMOC with different batch sizes
and epochs on CIFAR10. The times are evaluated on an Intel Xeon CPU E5-
2680 v4 platform with 16 GB of memory and a single RTX 2080Ti GPU.

Batch Size  Epochs Total Time (hours) Time per epoch (seconds)

256 200 13.90 250.15
ACL[IS] 512 200 13.40 24115
512 1000 67.01 24115

o4 200 1535 27637

AMOC 256 200 13.33 239.94

Finally, we use the CIFAR10-C dataset [13] to further eval-
uate the robustness of the model against unseen semantic in-
variant corruptions. In Figure 4, we compare the classification
accuracy of ACL and AMOC for each type of corruption. It is
obvious that AMOC still outperforms ACL under different cor-
ruptions. Especially, under some corruptions like gaussian blur
and impulse noise, the advantages of AMOC are particularly
pronounced.

4.3. Comparison with supervised models after fine-tuning

In this section, we will demonstrate how the encoder net-
work pre-trained by AMOC can further improve the down-
stream classification tasks. To this end, we first pre-train the en-
coder by AMOC, and then add a linear classifier and fine-tune
the whole network using the adversarial loss of TRADES [35].
According to the results in the previous section, we choose a



StdEv(Clean) StdEv(PGD20)

RobEV (Clean) RobEv(PGD20)

1.0000 0.0000 0.0030 1.0000 0.0000 0.0000

MoCo

1.0000 0.0000 0.0157 1.0000 0.0000 0.0000

0.0000 1.0000 0.0001 0.0000 1.0000 0.0012

ACL

0.0000 1.0000 0.0000 0.0000 1.0000 0.0004

0.0030 0.0001 1.0000 0.0000 0.0012 1.0000

AMOC

0.0157 0.0000 1.0000 0.0000 0.0004 1.0000

MoCo ACL AMOC MoCo ACL AMOC

MoCo ACL AMOC MoCo ACL AMOC

Figure 3: P-values of paired t-tests [28] between MoCo [12], ACL [15] and AMOC using 5 repetitive pre-training results. A lower p-value means a more significant

difference in performance between the two methods.
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Figure 4: Comparision of ACL [15] and AMOC against unseen corruptions on CIFAR10-C. The numbers in () represent the training epochs.

batch size of 256 and run 200 epochs in AMOC pre-training.
We compared the fine-tuned results with several supervised de-
fenses, including PGD-AT [21], ALP [16] and TRADES [35],
on CIFAR10 and CIFAR100 datasets, respectively.

Table 5: Comparison of classification accuracy (%) between AT, ALP,
TRADES and AMOC under various adversarial attacks on CIFAR10. We take
bold type to indicate the best result, and underline type to indicate the second
best result. AMOC: pre-trained results; AMOCT: fine-tuned results.

le, € = 8/255 ,e=12 b6, e=05

Clean PGD20 DeepFool AutoAttack PGD50 SLIDE PGD50 C&W

Standard Training  95.28 0.00 0.03 0.00 6.60 321 0.34 0.03
PGD-AT [21] 8474 4550 50.30 41.57 54.93 21.33 54776 54.48
ALP [16] 85.07  49.09 54.59 44.13 57.55 23.03 57.19  56.32
TRADES [35] 8111 51.89 51.89 47.07 58.20 27.84 59.53  57.17
AMOC 7436 43.46 40.85 34.61 58.47 31.92 55.10  50.98
AMOC? 8276 53.51 54.45 48.75 59.85 27.82 60.57  58.41

Table 6: Comparison of classification accuracy (%) between PGD-AT, ALP,
TRADES and AMOC under various adversarial attacks on CIFAR100. We take
bold type to indicate the best result, and underline type to indicate the second
best result. AMOC: pre-trained results; AMOC: fine-tuned results.

(e, € = 8/255 bLe=12 6, e=0.5
Clean PGD20 DeepFool AutoAttack PGD50 SLIDE PGD50 C&W
Standard Training  76.34  0.03 0.02 0.00 1.92 1.20 0.23 0.64
PGD-AT [21] 56.48  20.98 22.65 18.83 29.62 9.06 2870  28.28
ALP [16] 5571 2597 25.32 22.02 32.93 13.18 3238 3021
TRADES [35] 5495 2672 24.39 21.70 35.47 15.84 3426 31.24
AMOC 42.11 20.50 14.95 11.90 31.27 14.78 28.57 22.87
AMOC' 57.64  28.90 26.88 24.08 36.66 15.64 3571 3278

It can be found in Table 5 that AMOC with fine-tuning
(AMOC) surpasses other defenses under most attacks. Al-
though PGD-AT and ALP can achieve better natural accuracy,
they perform poorly under AutoAttack, 7% and 4% less than

ours. Recall that AMOC employs the same adversarial loss as
TRADES for fine-tuning, but AMOC outperforms TRADES by
1.5% regardless of natural accuracy or robustness. It indicates
that the encoder pre-trained using AMOC is beneficial to im-
prove the robustness while preserving high natural accuracy.

Similar trends can also be observed on CIFAR100 as shown
in Table 6. AMOC is not only robust against most attacks,
but also outperforms other defense methods on natural accu-
racy. Therefore, adversarial training on top of the pre-trained
encoders is arguably a good choice for efficiency and robust-
ness purposes.

CIFAR10 CIFAR100
60
-6- PGD-AT) -6~ PGD-AT!
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/
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Figure 5: Comparison between PGD-AT, ALP, TRADES and AMOC under
PGD20 attacks with various perturbation budgets e.

Although all defense methods are adversarially trained
within € = 8/255, it would be better if they could extrapolate to
lager perturbations. Figure 5 depicts the relationship between
classification accuracy and increasing perturbation budgets un-
der PGD20 attack. Compared with PGD-AT and ALP, AMOC
maintains stable and extraordinary robustness, which demon-
strates the reliability and scalability of our approach.



4.4. Other variants

Note that in the second loss term Laca of (3.3), we in-
ject Adversarial perturbations into the query encoder, using the
key encoding of Clean augmented data to provide the posi-
tive key and the Adversarial memory bank to provide the neg-
ative keys. If we replace the loss term Laca with Lacc :=
LNCE(fq(C(x) + 0; BNuay), fi(¢"(%); BN¢lean), Mctean), then we
can derive another pre-training version whose optimization ob-
jective is ALccc + (1 — ) Lacce. For simplicity, we call this ver-
sion ACC. It differs from original AMOC (ACA) in that only
a single clean memory bank is used to provide negative keys.
However, as can be seen from the first part of Table 8, although
this version shows good robustness and natural accuracy, its
performance is worse than that of ACA, which demonstrates
that the newly proposed adversarial memory is indeed essential
to improve the performance of the model further.

Some people might consider feeding adversarial samples to
the key encoder. However, this is not a good choice because
it will yield vague positive keys, making the model difficult to
learn. We provide the corresponding verification in the second
part of Table 8. It is observed that injecting perturbations into
the key encoder can greatly deteriorate the performance of the
model.

Table 7: Configurations of different variants of AMOC. v/ means injecting the
adversarial perturbations to the corresponding encoder while X'means not in-
jecting the perturbations.

ACA ACC | AAA AAC CAA CAC

Query encoder v v v v X X
Key encoder X X v v v v
Memory bank | Musy  Meiean | Matv  Meatean Mgy Metean

Table 8: Comparison of classification accuracy (%) of possible variants on CI-
FAR10. StdEv: Train the classifier using clean samples with frozen encoder.
AdEyv: Train the classifier using adversarial examples with frozen encoder.

StdEv AdEv
Clean PGD20 Clean PGD20
ACA 79.10 37.12 7436  43.36
ACC 78.74  36.87 74.08 42.89
AAC 10.00  10.00 10.00 10.00
AAA 68.52 34.44 63.66  39.20
CAC 78.46 0.00 24.82 15.53
CAA 79.29 0.00 27.12 15.08

4.5. Sensitivity analysis

The length of the memory banks decides the amount of the
historical information used in each training epoch. We investi-
gate its influence by considering the robustness and natural ac-
curacy under various length choices. As shown in Figure 6, the
performance of the our approach is not sensitive to the length
of the memory banks, and both robustness and natural accuracy
are very stable as K changes.

The balance hyperparameter A in (3.3) controls the effects of
the adversarial samples and clean samples. We plot the natu-
ral accuracy and robustness with respect to different values of
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Figure 6: The performance of AMOC across different length of memory banks.
StdEv: Train the classifier using clean samples with frozen encoder. AdEv:
Train the classifier using adversarial examples with frozen encoder.

Ain Figure 7. It is observed that either too large or too small A
can deteriorate the performance of the model, which means that
the clean loss Lccc and adversarial loss Laca are equally im-
portant in our framework. Moreover, a too large A seems more
damaging to robustness, which implies that overemphasizing
clean samples can have a larger negative impact.
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Figure 7: The clean accuracy and PGD20 robustness of AMOC with respect
to different balance hyperparameter A. StdEv: Train the classifier using clean
samples with frozen encoder. AdEv: Train the classifier using adversarial ex-
amples with frozen encoder.

5. Conclusion

In this work, we incorporate adversarial perturbation into the
perspective of data augmentation, and propose a simple but effi-
cient momentum-based contrastive pre-training to improve the
robustness and natural accuracy of the neural networks. Thanks
to the designed memory banks, compared to the previous adver-
sarial self-supervised learning approach, the proposed model
can learn more discriminative feature representations using a
smaller batch size and far fewer epochs. However, since we
still rely on adversarial attacks to yield augmented samples in
the training, the approach still bears a heavy computational bur-
den. How to further accelerate the pre-training is a promising
direction in the future.
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