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Abstract

In this paper we identify a class of Quasi-Birth-and-Death (QBD) processes where the transitions

to higher (resp. lower) levels are restricted to occur only from (resp. to) a subset of the phase

space. These restrictions induce a specific structure in the R or G matrix of the QBD, which can

be exploited to reduce the time required to compute these matrices. We show how this reduction

can be achieved by first defining and solving a censored process, and then solving a Sylvester matrix

equation. To illustrate the applicability and computational gains obtained with this approach, we

consider several examples where the referred structures either arise naturally or can be induced by

adequately modeling the system at hand. The examples include the general MAP/PH/1 queue, a

priority queue with two customer classes, an overflow queueing system and a wireless relay node.

Keywords: Markov chains, Quasi-Birth-and-Death processes

1. Introduction

Quasi-Birth-and-Death (QBD) processes have played a central role in computational probability

for the last thirty years [1, 2]. A QBD Markov chain (MC) is a bi-dimensional process where

the first dimension is called the level and the second the phase [2]. The level behaves as in a

traditional birth-and-death process, increasing or decreasing its value at most by one at each

transition epoch. The phase, on the other hand, allows us to include other information about the

system under analysis, opening the way for more general models. In a queuing system the phase
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typically includes the state of the (Markov) processes underlying the service and inter-arrival time

distributions. Apart from its broader applicability, the appeal of QBD processes comes from the

matrix-geometric nature of its stationary probability vector, as it can be expressed as a function

of a boundary probability vector and a rate matrix R. This matrix is found by solving a quadratic

matrix equation, a problem that has received much attention and for which many algorithms have

been proposed [2, 3, 4].

However, as more information is included in the phase dimension, especially if it comes from

multiple variables, the size of the rate matrix increases and even the most efficient algorithms, such

as Cyclic Reduction [3] or Logarithmic Reduction [4], require long computation times to find R.

One way to deal with this limitation is by exploiting the specific structure in the blocks of the

QBD MC. For instance, when these blocks are triangular it is possible to compute R significantly

faster than in the general case, as has been shown in [5, 6]. Also, if the blocks are themselves block-

circulant, i.e., if each block-row is a right-shifted version of its predecessor [23], then the solution

of the matrix equation can also be accelerated [7]. A different block structure arises by restricting

the upward or downward transitions, namely the upward (resp. downward) transitions are assumed

to only occur in (resp. lead to) a certain subset of the phase space. In this case, Grassmann and

Tavakoli [8] have demonstrated how to reduce the time per iteration of the linearly-convergent

U-based method [9] by means of an UL decomposition. It is precisely this structure which will be

the focus of this paper, although our approach is significantly different from that of [8]. To briefly

describe the methodology, consider the case of restricted downward transitions and let S+ be the

subset of the phase space toward which these transitions lead. To determine G, we first define a

new process by observing the QBD process when the phase variable is in S+. The new process is

of the M/G/1 type but the size of its blocks is equal to the cardinality of S+. Therefore, we can

use Cyclic Reduction [3] to find its associated matrix G+, which will be shown to be a sub-matrix

of the matrix G of the QBD. After finding G+ we obtain the remaining entries of G by solving a

Sylvester matrix equation. If the QBD has restricted upward transitions, the steps to find R are

similar, but in this case the censored process is of the GI/M/1-type. Sections 3 and 4 provide a

detailed explanation of our approach for the case of restricted downward and upward transitions,

respectively. Section 3 also includes some special cases where additional structure can be exploited

to further reduce the computation times.
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A QBD MC with restricted transitions is not only computationally appealing, but there are

many applications where this property arises naturally or can be induced by adequate modeling.

For instance, a preemptive priority queue priority queue [10, 11] with two customer classes can be

modeled as a QBD MC with restricted downward transitions. If the level is chosen as the number

of low-priority customers, the downward transitions are associated to the service completion of a

customer of this class. This only occurs in, and take the chain to, a state where there are no high-

priority customers. Another example is an overflow queuing system [12] where the second queue

only receives new arrivals when the first queue is full. If the level keeps track of the number of

customers in the second queue and the phase holds the number of customers in the first, the upward

transitions are restricted to take place in those states with a phase that corresponds to a full first

queue. This is similar to the case where the inter-arrival times follow an Erlang distribution, since

the arrivals can only happen in the states related to the last phase of this distribution. Another

example is the QBD MC used in [13] to compute the waiting time distribution of a type-k customer

in an MMAP[K]/PH[K]/c (c = 1, 2) queue, where the downward transitions can only lead to a

small subset of the phase space. To illustrate our approach, we consider four different examples in

Section 5, including a priority queue with two customer classes and an overflow queueing system.

In addition, we show how the restricted-downward-transitions structure can be induced in the QBD

MC that describes a general MAP/PH/1 queue. This is achieved by defining a (slightly larger)

representation of the service-time distribution, forcing the state of its underlying process to re-start

in a specific phase, which occurs whenever there is a service completion (downward transition).

Our last example is based on the model introduced in [14] to evaluate the packet delay in a wireless

relay node, which actually is a QBD MC with restricted downward transitions. These examples

are also used to illustrate the computational gains obtained by using the approach introduced here,

compared to the traditional methods and to the methods in [8] and [14]. Our method has been

implemented in MATLAB and will be made available online as part of the SMCSolver tool [15]. We

now turn to Section 2, where we provide a brief review of QBD processes and show the structures

under analysis.
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2. QBDs with restricted transitions

A discrete-time QBD MC can be defined as a two-dimensional process {(Nt, Xt), t ≥ 0}, where

Nt is called the level variable and takes values on N. The phase variable Xt takes values on the

set {1, 2, . . . , m0} or {1, 2, . . . , m} depending on whether the level is equal to or greater than 0.

The level variable can only increase or decrease its value by one at each time epoch, and these

transition probabilities are level-independent. Therefore the QBD MC has a transition matrix P

of the form

P =



















B1 B2 0 0 . . .

B0 A1 A2 0 . . .

0 A0 A1 A2 . . .
...

. . .
. . .

. . .
. . .



















,

where B1 and A1 are square matrices of size m0 and m, respectively. The matrices B1 and B2 hold

the transition probabilities from level 0 to levels 0 and 1, respectively, and the matrix B0 contains

the transition probabilities from level 1 to level 0. Similarly, the matrices A0, A1 and A2 carry the

transition probabilities from level i to levels i−1, i and i+1, respectively, for i > 0. The key when

computing the steady state probability vector π = [π0, π1, π2, . . . ] of P , if it exists, is to find the

minimal nonnegative solution R of the matrix equation

R = A2 + RA1 + R2A0. (1)

The vectors πi can then be computed as πi = π1R
i, for i > 1, where [π0, π1] is the solution of the

boundary equation

[π0, π1]







B1 B2

B0 A1 + RA0






= [π0, π1].

Another way to find the matrix R is from R = A1(I − A0 − A1G)−1, where G is the minimal

nonnegative solution of the matrix equation

G = A0 + A1G + A0G
2. (2)

The method introduced in this paper aims at computing either the matrix R or G, from which the

stationary probability vector can be obtained. Although in the presentation above we have assumed

a specific boundary behavior, our approach can also be applied under more general boundary
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conditions, as long as the QBD shows a repeating structure (matrices A0, A1 and A2) from a given

level onward.

Many iterative algorithms have been developed to solve equations (1) and (2), including Cyclic

Reduction (CR) [3] and Logarithmic Reduction [4], which are quadratically convergent. However,

a large block size m may turn the solution of these equations into a lengthy task, as each iteration

requires O(m3) time. In this paper we consider two special cases where the structure of the matrices

A0 and A2 can be exploited to speed up the computation of the matrix G or R. In both cases we

consider a partition of the set {1, . . . , m} into two sets: S+ containing the first r phases, and S−

containing the remaining m− r phases. Using this partition, the matrices Ai, for i = {0, 1, 2}, can

be written as

Ai =







A++
i A+−

i

A−+
i A−−

i






, (3)

where A++
i and A−−

i are square matrices of size r and m−r, respectively. In Section 3 we consider

the case where downward transitions can only occur to a state with phase in S+, hence the matrix

A0 has only r ≪ m nonzero columns such that it can be written as

A0 =







A++
0 0

A−+
0 0






. (4)

When the set S+ contains only one phase the matrix G can be computed explicitly without the need

of resorting to iterative algorithms [16]. Furthermore, this particular case has also been exploited

to compute performance measures in an efficient manner without computing all the terms of the

vector π [17]. In this paper we consider the more general case where the cardinality of S+ is greater

than one, meaning that the matrix G is not known explicitly from the parameters of the QBD.

The analogous case where upward transitions only occur in a state with phase in S+ is treated

in Section 4. In this case the matrix A2 has only r ≪ m nonzero rows, i.e.,

A2 =







A++
2 A+−

2

0 0






. (5)

This structure was analyzed by Grassmann and Tavakoli in [8], where it was exploited to reduce

the computation time per iteration in the so-called U-algorithm [9], which computes a matrix

U such that R = A2(I − U)−1. The algorithm starts with U0 = A1 and iteratively computes
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Uk+1 = A1 + A2(I −Uk)
−1A0, such that the iterates converge to the actual value of the matrix U .

Even though the approach proposed in [8] provides an important computational gain per iteration,

the number of iterations required may be large since this is a linearly-convergent algorithm [18]. In

Section 5 we consider an example with the structure described by (5) and compare the performance

of our approach with the one proposed in [8]. The Grassmann and Tavakoli method can also be

adapted to the case where the matrix A0 has the form in (4).

2.1. Markov chains of the M/G/1 and GI/M/1 type

An M/G/1-type MC [19] can be seen as a generalization of a QBD MC, where the level is

allowed to increase its value by more than one in a single transition. Therefore, the transition

matrix P̄ of an M/G/1-type MC is of the form

P̄ =



























B̄0 B̄1 B̄2 B̄3 · · ·

Ā0 Ā1 Ā2 Ā3 · · ·

Ā0 Ā1 Ā2 · · ·

Ā0 Ā1 · · ·

0
. . .

. . .



























,

where Āi, for i ≥ 0, and B̄i, for i ≥ 0, are nonnegative matrices in R
b×b such that

∑+∞
i=0 Āi and

∑+∞
i=0 B̄i are stochastic. A numerically stable method to find the stationary probability vector

of this MC is Ramaswami’s formula [20], which depends on the matrix Ḡ, that is the minimal

non-negative solution of

Ḡ =
∞
∑

i=0

ĀiḠ
i. (6)

The quadratically-convergent Cyclic Reduction algorithm can also be applied to solve this equation.

On the other hand, a GI/M/1-type MC [2] can be seen as a QBD where the chain is allowed to

decrease several levels in a single transition. The transition matrix for this MC is therefore given

by

P̂ =



























B̂0 Â0 0

B̂1 Â1 Â0

B̂2 Â2 Â1 Â0

B̂3 Â3 Â2 Â1 . . .
...

...
. . .

. . .
. . .



























,
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where Âi, i ≥ 0, and B̂i, i ≥ 0 are nonnegative matrices in R
b×b such that

∑n
i=0 Âi+B̂n is stochastic

for all n ≥ 0. In this case the stationary probability vector can be computed as πi = π0R̂
i, where

R̂ is the minimal non-negative solution to

R̂ =
∞
∑

i=0

R̂iÂi. (7)

To solve this equation we first compute the dual process, which is of the M/G/1 type, allowing the

use of the quadratically-convergent CR algorithm. There are two different duals that can be used

for this purpose. A brief description of both is included in Appendix A. Here we have assumed that

the boundary level has the same size as all the other levels in both the M/G/1- and GI/M/1-type

MCs. A more general boundary can be assumed since our results are related to the behavior of

the MCs away from the boundary, which is described by the (Āi)i≥0 or the (Âi)i≥0 matrices.

3. QBDs with restricted downward transitions

In this section we describe how the special structure of the matrix A0 can be exploited to

compute the matrix G. Consider the case where the matrix A0 has only r ≪ m nonzero columns

as shown in Equation (4). The (i, j)-th entry of the matrix G holds the probability that the first

visit to level k− 1 occurs by visiting state (k− 1, j), starting from state (k, i), for k > 1 [16]. Since

the downward transitions can only occur to the first r states of any level, the G matrix has the

structure

G =







G+ 0

G0 0






,

where G+ (resp. G0) is an r× r (resp. (m− r)× r) matrix. The computation of G+ and G0 will be

split in two steps such that, for r ≪ m, the total computation time can be significantly reduced.

3.1. Computing G+

To compute G+ we define a new process by observing the QBD MC only when the phase

variable is in the set S+. In the original process any transition to a lower level triggers the phase

to a state in S+, therefore the new process can only move one level down at each transition. On

the other hand, the original process can move several levels upward while the phase is in S−, i.e.,

between two visits to S+. Therefore the new process can move several levels up in one transition,

but only one level down. Hence, the new process is of the M/G/1 type and its behavior away
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from the boundary is characterized by a set of r × r matrices (Āi)i≥0. The minimal nonnegative

solution Ḡ of Equation (6) is actually equal to the matrix G+. This follows from the definition of

the matrix Ḡ as the first passage probability to the state (k − 1, j), starting from state (k, i), in

the new process, and the fact that in the original process the downward transitions can only lead

to S+. Hence, to compute the matrix G+ we first need to determine the r × r blocks (Āi)i≥0 and

then solve Equation (6).

To specify the blocks (Āi)i≥0, let the (i, j)-th entry of the (m − r) × r matrix Kl hold the

probability that, given that the original process starts in state (k, i), with i ∈ S−, its first transition

to a state with phase in S+ occurs to the state (k + l, j), for j ∈ S+, k > 1 and l ∈ {−1, 0, 1, ...}.

Hence, the matrices (Ki)i≥−1 are given by

K−1 = (I − A−−
1 )−1A−+

0 ,

K0 = (I − A−−
1 )−1(A−+

1 + A−−
2 K−1),

K1 = (I − A−−
1 )−1(A−+

2 + A−−
2 K0),

Ki = (I − A−−
1 )−1A−−

2 Ki−1, i ≥ 2.

(8)

To define K−1 we observe that the chain starts in level k and spends some time in the states of

this level with phase in S−. Afterward the chain has to move to a state (k − 1, j), with j ∈ S+.

The only other possible state that the chain could visit after its sojourn in level k, avoiding states

with phase in S+, is to move to a state in level k + 1 and phase in S−. However, for the chain to

visit level k−1 it first has to go back from level k +1 to level k, and this can only be done through

a state with phase in S+. Therefore, this path is not possible if the first state with phase in S+

to be visited must be in level k − 1. The definition of the other matrices can be understood in a

similar manner. Now we can define the blocks (Āi)i≥0 in terms of the matrices (Ki)i≥−1 as

Ā0 = A++
0 + A+−

1 K−1,

Ā1 = A++
1 + A+−

1 K0 + A+−
2 K−1,

Ā2 = A++
2 + A+−

1 K1 + A+−
2 K0,

Āi = A+−
1 Ki−1 + A+−

2 Ki−2, i ≥ 3.

(9)

To define Ā0 we see that the transition from a state (k, i) to a state (k − 1, j), with i, j ∈ S+, can

only occur in two ways: either the chain goes directly to (k − 1, j) with transition matrix A++
0 ; or

it moves first to a state in level k with phase in S− and, after a sojourn in these states, it moves

downward avoiding other states in S+ (with transition matrix A+−
1 K−1). A transition to level
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k + 1 is not allowed since the chain cannot return to k− 1 without passing through a state in level

k with phase in S+. The other matrices can be defined similarly. Notice, to compute the matrices

Āi it suffices to store two Ki matrices at a time. The r × r matrices Āi are sequentially computed

from i = 0 to c, where c is the smallest positive integer such that
∑c

i=0 Āie > (1 − ǫ)e, with e a

column vector of ones and ǫ = 10−14. These blocks can then be used to compute the matrix G+

using the CR algorithm [3].

3.2. Computing G0

Given the structure of the matrices A0 and G we can rewrite Equation (2) as







G+ 0

G0 0






=







A++
0 0

A−+
0 0






+







A++
1 A+−

1

A−+
1 A−−

1













G+ 0

G0 0






+







A++
2 A+−

2

A−+
2 A−−

2













G2
+ 0

G0G+ 0






. (10)

Extracting the lower-left block we find

G0 − (I − A−−
1 )−1A−−

2 G0G+ = (I − A−−
1 )−1(A−+

0 + A−+
1 G+ + A−+

2 G2
+), (11)

which is a Sylvester matrix equation [21, 22] of the type AXB + X = E, that can be solved in

O((m − r)3) time with the Hessenberg-Schur method proposed in [21]. A brief description of this

method is included in Appendix B together with a discussion on some additional considerations

that influence the computation time of G0. Next, we consider two special cases where additional

restrictions on the transition probabilities allow us to limit the number of blocks of the reduced

process, further reducing the computation times.

3.3. Restricted downward transitions and A−−
2 = 0

Let the matrix A0 have the structure shown in Equation (4). Additionally, assume that upward

transitions from states with phase in S− take the process to a state with phase in S+, i.e., the

matrix A2 has the form

A2 =







A++
2 A+−

2

A−+
2 0






.

With this additional structure, the maximum number of upward transitions between two visits to

S+ is two, since an upward transition from S− must end in S+. Therefore the reduced process of
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the M/G/1 type, constructed by observing the original process when the phase is in S+, has only

four nonzero blocks defined as

Ā0 = A++
0 + A+−

1 (I − A−−
1 )−1A−+

0 ,

Ā1 = A++
1 + A+−

1 (I − A−−
1 )−1A−+

1 + A+−
2 (I − A−−

1 )−1A−+
0 ,

Ā2 = A++
2 + A+−

1 (I − A−−
1 )−1A−+

2 + A+−
2 (I − A−−

1 )−1A−+
1 ,

Ā3 = A+−
2 (I − A−−

1 )−1A−+
2 .

The definition of these blocks can be obtained directly from equations (8) and (9) as follows:

A−−
2 = 0 implies that Ki = 0 for i ≥ 2, which therefore means that Āi = 0 for i > 3. Additionally,

the fact that A−−
2 = 0 also simplifies the expressions for K0 and K1, which are used in the definition

of the matrices Ā1, Ā2 and Ā3. This additional structure reduces both the time to compute the

blocks and the time to find G+ using CR. Additionally, to find G0 we consider again Equation (10)

and, by extracting its lower-left block, we find

G0 = (I − A−−
1 )−1

(

A−+
0 + A−+

1 G+ + A−+
2 G2

+

)

.

Therefore, there is no need for solving a Sylvester matrix equation, as was done before, as G0

can be determined directly from G+ and other already computed matrices. With this additional

constraint the problem of finding the m×m matrix G is replaced by the determination of just four

r × r matrices and the solution of Equation (6) using these smaller matrices.

3.4. Restricted downward and upward transitions

Now we assume that the matrices A0 and A2 of the QBD have the structure described in

equations (4) and (5), respectively. In this case, the process obtained by observing the QBD when

the phase is in the set S+ is again a QBD with parameters

Ā0 = A++
0 + A+−

1 (I − A−−
1 )−1A−+

0 ,

Ā1 = A++
1 + A+−

1 (I − A−−
1 )−1A−+

1 + A+−
2 (I − A−−

1 )−1A−+
0 ,

Ā2 = A++
2 + A+−

2 (I − A−−
1 )−1A−+

1 .

To obtain these expressions, in addition to the simplifications due to A−−
2 = 0 explained above, we

notice that K1 becomes zero since both A−+
2 and A−−

2 are equal to zero. Hence Ā3 also becomes

10



zero and the resulting process is again a QBD (of a smaller block size). Moreover, the matrix G0

is given by

G0 = (I − A−−
1 )−1

(

A−+
0 + A−+

1 G+

)

.

The reduction in computation time is evident since now it is enough to find the solution to Equation

(2) with matrices of size r instead of m. The number of matrix multiplications required to compute

the blocks of the new QBD process and the matrix G0 is fixed and small compared to the solution

of Equation (2).

4. QBDs with restricted upward transitions

We now turn to the case where the matrix A2 has only r ≪ m nonzero rows as in Equation

(5), restricting the upward transitions to occur only when the phase variable is in S+, while A0 is

no longer in the form (4). In a QBD the (i, j)-th entry of the rate matrix R from Equation (1) can

be interpreted as the expected number of visits to the state (k + 1, j), starting from state (k, i),

before visiting any other state at level k [2]. To visit a state in level k + 1 starting from level k,

while avoiding level k, the first transition must take the chain from level k to level k +1. However,

due to the structure of A2, no upward transition can be made if the phase variable is in S−. Hence

the last m − r rows of the matrix R are equal to zero, and R can be written as

R =







R+ R0

0 0






,

where R+ and R0 are matrices of size r× r and r× (m− r), respectively. In a similar way as in the

previous case, we define a new process by observing the original QBD MC when the phase variable

is in S+. In this case the level cannot increase in the phases outside S+, but it can decrease several

levels between two visits to S+. Therefore, the new process is a Markov chain of the GI/M/1 type.

Using this process we can find the matrices R+ and R0 separately, as shown next.

4.1. Computing R+

The behavior of the censored process, obtained by observing the original QBD MC when the

phase is in S+, is characterized away from the boundary by the set of r × r matrices (Âi)i≥0. Let

R̂ be the minimal nonnegative solution of the Equation (7). Then the (i, j)-th entry of the matrix

11



R̂ can be interpreted as the expected number of visits to state (k + 1, j), starting from state (k, i),

before the first return to level k [2], for (i, j) ∈ S+ and k > 1. This is the same interpretation as

the (i, j)-th entry of R+; therefore R+ = R̂. To find R̂ we first need to specify the blocks (Âi)i≥0,

which is done in terms of the matrices (W−i)i≥0.

Let the entry (i, j) of the (m−r)×r matrix W−l be the probability that, given that the original

process starts in state (k, i) with i ∈ S−, its first transition to a state with phase in the set S+

occurs in the state (k − l, j), for j ∈ S+, k > l ≥ 0. Hence, the matrices (W−i)i≥0 are given by

W0 = (I − A−−
1 )−1A−+

1 ,

W−1 = (I − A−−
1 )−1(A−+

0 + A−−
0 W0),

W−i = (I − A−−
1 )−1A−−

0 W−(i−1), i ≥ 2.

The blocks (Âi)i≥0 can be defined in terms of the matrices (W−i)i≥0 as

Â0 = A++
2 + A+−

2 W0,

Â1 = A++
1 + A+−

1 W0 + A+−
2 W−1,

Â2 = A++
0 + A+−

0 W0 + A+−
1 W−1 + A+−

2 W−2,

Âi = A+−
0 W−i+2 + A+−

1 W−i+1 + A+−
2 W−i, i ≥ 3.

The blocks Âi are computed from i = 0 to c, where c is the smallest positive integer such that
∑c

i=0 Âie > (1−ǫ)e. In this case it suffices to keep track of the three matrices {W−i+2, W−i+1, W−i}

when computing the matrix Ai. As stated before, we need to compute the dual process of the

GI/M/1-type MC characterized by (Âi)i≥0 in order to apply the CR algorithm. We use the dual

relationship to compute the M/G/1-type blocks and, after solving a matrix equation of the type

(6), retrieve R+ from the G matrix of the dual. Since there are two different duals that can be

used (see Appendix A), we consider both alternatives and compare their performance in Section 5.

4.2. Computing R0

By writing Equation (1) in block form and extracting the upper-right corner, we find

R0 − R+R0A
−−
0 (I − A−−

1 )−1 = (A+−
2 + R+A+−

1 + R2
+A+−

0 )(I − A−−
1 )−1. (12)

This is also a Sylvester matrix equation of the type AXB + X = E, which can be solved in

O((m − r)3) time using the Hessenberg-Schur method proposed in [21] (see Appendix B).
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4.3. Restricted upward transitions and A−−
0 = 0

When the matrix A2 of the QBD MC has only r nonzero rows, as in Equation (5), and addi-

tionally the block A−−
0 is equal to zero, we can further improve the new algorithm in a manner

similar to Section 3.3. We omit the details as both cases are analogous.

5. Examples

In this section we consider four different continuous-time queueing systems in which the struc-

tures analyzed in the previous sections arise (and a standard uniformization argument is applied

to transform the problem to discrete time when necessary). We start by considering a priority

queue with two customer classes that can be modeled as a QBD process with restricted downward

transitions. Next we present a general MAP/PH/1 queue (see definitions below), which can be

modeled as a QBD process that can be induced to have restricted downward transitions. Then

we illustrate the case of a QBD process with restricted upward transitions through an overflow

queue. Finally, we consider the model of a relay node in a wireless network introduced in [14],

where the QBD process used to evaluate the node’s performance also falls within our framework.

In all these cases cases we compare the times required to compute the R or G matrix using the

full-size QBD and the approach proposed in this paper. For the overflow queue we also compare

with the approach introduced in [8], while for the relay node model we include a comparison with

the method proposed in [14].

Before describing the examples in detail we need to introduce the continuous-time Markovian

Arrival Process (MAP) and the Phase-Type (PH) distribution [16], since these are used in our

examples to model the arrival processes and the service-time distributions. A MAP is a point

process characterized by the parameters (n, D0, D1), where n is a positive integer, and D0 and

D1 are n × n matrices. This process is driven by an underlying MC with generator matrix D =

D0+D1, where D1 and D0 contain the intensities associated to transitions with and without arrivals,

respectively. The off-diagonal entries of D0 and all the entries of D1 must be non-negative, while

the diagonal entries of D0 must be negative and such that (D0 +D1)e = 0. Let γ be the stationary

distribution of the underlying MC, i.e., a 1 × n vector such that γD = 0 and γe = 1. The arrival

rate of the MAP is given by γD1e. This process can be generalized by introducing markings to

discriminate among different types of customers. In the forthcoming examples it is enough to
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consider a marked MAP (MMAP) with two types of customers. In addition to the parameters

n and D0, the MMAP is characterized by the matrices D1 and D2, which hold the transition

intensities associated with an arrival of type 1 and 2, respectively. In this case the underlying MC

has generator matrix D = D0 + D1 + D2 and the arrival rate of customers of type i is equal to

γDie, for i = 1, 2.

A PH distribution is characterized by the triple (n, α, T ), where n is a positive integer, α is a

1×n vector and T a square matrix of size n. A PH distribution describes the absorption time in an

MC where the states {1, . . . , n} are transient and an additional state, say n + 1, is absorbing. The

initial probability distribution of the transient states is given by α, while T is the sub-generator

matrix of these states. Therefore, the j-th entry of the vector t = −Te holds the absorption rate

from state j, for 1 ≤ j ≤ n. The cumulative distribution function of a PH variable is given by

F (x) = 1 − α exp(Tx)e, for x ≥ 0. For further reference recall that the Kronecker product of the

matrices A and B, denoted A ⊗ B, is the block matrix with block (i, j) equal to AijB [23]. The

Kronecker sum A⊕B is defined as A⊗ I + I ⊗B, where I is an identity matrix of appropriate size.

5.1. Priority Queue

Our first example is a continuous-time priority queue with two classes of customers. Class-

1 customers have preemptive priority over class-2 customers. Therefore, customers of class 2

can only be served if there are no class-1 customers in the queue, and the service of a class-2

customer is interrupted if a customer of class 1 arrives. The high-priority arrivals are described by

a MAP characterized by (m1
a, C

1
0 , C1

1 ) while the MAP of the low-priority arrivals has parameters

(m2
a, C

2
0 , C2

1 ). These two processes can be combined in a single marked MAP with parameters

D0 = C1
0 ⊕ C2

0 , D1 = C1
1 ⊗ I and D2 = I ⊗ C2

1 , where D0, D1 and D2 are square matrices of

size ma = m1
am

2
a. The service times of class-1 (resp. class-2) customers follow a PH distribution

with parameters (m1
s, α, T ) (resp. (m2

s, β, S)). To model this queue as a QBD with restricted

downward transitions we take the level as the number of low-priority customers in the queue, and

assume a finite buffer of size C for the class-1 customers. This assumption places no restriction in

the analysis since this buffer can be dimensioned such that the blocking probability of the high-

priority customers is below a certain threshold, allowing us to truncate its infinite size. Given

the preemptive nature of the priority queue, this can be done using a QBD MC that ignores the

low-priority customers. The second dimension of the QBD therefore holds the number of class-1
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customers, the phase of the arrival process, and the phase of the customer in service. In addition,

if there is a class-1 customer in service, the service phase includes both the current phase of the

customer in service and the phase in which the next class-2 customer will (re-)start its (possibly

preempted) service. This is not necessary if the customer in service is of class 2, since in that case

there are zero class-1 customers in the system. Therefore the blocks have size m = mam
2
s(1+Cm1

s)

and are given by

A0 =



















I ⊗ sβ 0 . . . 0

0 0 . . . 0
...

...
. . .

...

0 0 . . . 0



















, A2 =



















D2 ⊗ Im2
s

0 . . . 0

0 D2 ⊗ Ims
. . . 0

...
. . .

. . .
...

0 0 . . . D2 ⊗ Ims



















,

A1 =



























D0 ⊕ S D1 ⊗ I ⊗ α 0 . . . 0

I ⊗ t (D0 ⊗ I) ⊕ T D1 ⊗ I . . . 0
...

. . .
. . .

. . .
...

0 0 . . . (D0 ⊗ I) ⊕ T D1 ⊗ I

0 0 . . . I ⊗ tα (D ⊗ I) ⊕ T



























,

where D = D0 + D1, t = −Te, s = −Se, ms = m1
s + m2

s, and the size of the identity matrix has

been included in those places where it might be unclear from the context. Since low-priority service

completions can only occur when there are no high-priority customers in the queue, downward

transitions are limited to occur when the process is in one of the first r = mam
2
s phases, and these

transitions trigger the process to the same set of phases. Therefore the structure of A0 can be

exploited as shown in Section 3.

For the numerical results shown next we consider a high-priority buffer of size C = 50 and,

for both customer classes, hyper-exponential service times with mean one and squared coefficient

of variation (SCV) equal to two. The parameters of the service distribution are computed using

the moment-matching method in [24], that results in a PH representation of order 2. The arrival

processes are built using the method in [25, 26], which allows the matching of the first two moments

of the inter-arrival distribution and the decay rate of the autocorrelation function γ with a MAP

of size 2. In this case both MAPs have the same mean, fixed by the load ρ, and SCV equal to five.

For this queue the load is given by ρ = λ1/µ1 + λ2/µ2, where λi and µi are the arrival and service

rates of the type-i customers, respectively, for i = 1, 2. Since the service rates are equal to one
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and the arrival rates are equal, then λ1 = λ2 = ρ/2. We consider two scenarios, in the first the

inter-arrival times are independent (γ = 0), while in the second γ is equal to 0.9. With this set of

parameters the block size is 808 while the number of nonzero columns in A0 is 8.

Table 1: Computation times (sec) for the priority queue with γ = 0

ρ QBD-CR Bl # Bl MG1-CR Sylv MG1 Ratio

0.1 35.34 1.33 18 0.09 3.45 4.87 7.3

0.2 35.33 1.41 31 0.11 1.75 3.27 10.8

0.3 40.49 1.53 48 0.11 3.45 5.09 7.9

0.4 40.48 1.67 70 0.14 1.74 3.55 11.4

0.5 45.64 1.84 98 0.17 3.47 5.48 8.3

0.6 45.64 2.09 136 0.31 1.73 4.14 11.0

0.7 50.81 2.42 184 0.25 1.75 4.42 11.5

0.8 50.81 2.84 248 0.28 1.73 4.86 10.5

0.9 61.14 3.42 334 0.48 1.75 5.66 10.8

In Table 1 we show the time required to compute the matrix G using the full-size QBD with

the CR algorithm (QBD-CR), the time to compute the M/G/1-type blocks (Bl), the number of

those blocks (# Bl), the time to compute the matrix G+ with CR (MG1-CR) and the time to solve

the Sylvester matrix equation to get G0 (Sylv). The total computation time using the reduced

process is shown in column MG1, and the last column has the ratio between the columns QBD-CR

and MG1. Clearly, the M/G/1-type based method outperforms the full-size approach, which can

take 7 to 11 times longer to compute G. Also, when the load ρ increases, both methods require

more computation time, particularly the CR algorithm for the QBD and the computation of the

M/G/1-type blocks. A large load has two major effects: first, it increases the rate of upward

transitions per time unit; second, since the set S+ includes only the phases in which there are no

high-priority customers in the queue, a larger load increases the likelihood of having long sojourn

times in S−. These two effects together imply that the number of blocks to compute increases,

and the CR algorithm requires more time to solve Equation (6). In contrast, the Hessenberg-Schur

method to solve Equation (11) seems to be less sensitive to the load of the queue.

Table 2 contains the same information as the previous one, but in this scenario the arrival

processes are highly autocorrelated, with decay rate of the autocorrelation function γ = 0.9. As
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can be observed, the correlation, together with the load, has a large effect on the number of M/G/1-

type blocks that describe the reduced process, and therefore on the time required to compute those

blocks and to find G+. On the other hand, the correlation has little effect on the time to find

G0 with the Hessenberg-Schur method. We see that the reduced process still offers a reduction in

computation times but this gain is affected by the system parameters. A similar behavior will be

observed in the subsequent examples.

Table 2: Computation times (sec) for the priority queue with γ = 0.9

ρ QBD-CR Bl # Bl MG1-CR Sylv MG1 Ratio

0.1 35.33 1.34 19 0.08 1.74 3.16 11.2

0.3 40.50 1.61 61 0.13 1.73 3.47 11.7

0.5 50.80 2.28 161 0.25 1.74 4.27 11.9

0.7 61.11 3.95 413 0.52 3.47 7.94 7.7

0.9 71.45 8.24 1032 1.64 1.74 11.61 6.2

In addition to the computation times, it is relevant to consider the behavior of the approach

introduced in this paper in terms of the residual error. Let the infinity norm of an n × m matrix

K be given by ||K||∞ = maxn
i=1

∑m
j=1 Kij . Let G̃ be the matrix that solves Equation (2) obtained

with the approach of Section 3. Then the residual error is defined as

||G̃ − A0 + A1G̃ + A2G̃
2||∞,

which gives a measure of the goodness of G̃ as a solution for Equation (2). In all the instances

considered here the residual error was always below 10−14, revealing the good behavior of the

approach proposed. This behavior is to be expected since the algorithms on which our method relies

(Cyclic Reduction and the Hessenberg-Schur method for the Sylvester equation) are numerically

stable. A similar result in terms of the residual error holds for the other examples.

5.2. The MAP/PH/1 queue

The MAP/PH/1 queue receives customers according to a MAP with parameters (ma, D0, D1),

which are processed by a single server, and the service time is described by a PH distribution

characterized by (ms, α, T ). This queue can be modeled as a QBD MC by choosing the number of

customers in the queue to be the level. This selection assures that the level increases and decreases
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by at most one in a single transition since only one service completion or a single arrival can occur

at a time. The state space of this MC can be described as follows: the level zero is the set of states

Ω0 = {(0, j), 1 ≤ j ≤ ma}, where in state (0, j) the queue is empty and the arrival process is in

phase j; the level k ≥ 1 is the set of states Ωk = {(k, i, j), 1 ≤ i ≤ ms, 1 ≤ j ≤ ma}, where in state

(k, i, j) there are k customers in the queue, the service in progress is in phase i and the arrival

process is in phase j. The complete state space is therefore given by Ω =
⋃

k≥0 Ωk. The blocks of

this QBD MC are given by

A0 = tα ⊗ Ima
, A1 = T ⊕ D0, A2 = Ims

⊗ D1, (13)

where t = −Te and In is the identity matrix of size n. From this definition it is clear that the

block size is m = msma, and that the number of nonzero columns in A0 depends on the number

of nonzero elements in the vector α. In fact, if α has only one nonzero element, then A0 has only

r = ma nonzero columns, i.e., the block size is ms times larger than the number of nonzero columns

in A0. This is the case if the service times are described by an Acyclic PH distribution (APH) [27].

This class of distributions (which includes the Erlang and the hyper-exponential distributions as

special cases) has a canonical form, introduced in [27], where all the mass of the initial probability

vector is concentrated in the first phase. Therefore, in this case the vector α has only one nonzero

entry and the matrix A0 has ma nonzero columns. In general, the vector α may have any number

of nonzero entries, but we can always find a representation of size ms + 1 such that the initial

probability vector has only one nonzero entry, as shown in the next theorem.

Theorem 1. Any continuous PH distribution with representation (ms, α, T ) also has a represen-

tation (ms + 1, e1, T̄ ), where e1 and T̄ are given by

e1 = [1 0ms
] and T̄ =







−c cαP

0 T






,

where 0n is the 1 × n zero vector, c is the diagonal entry of T of largest absolute value, i.e.,

c = max{|Tii|, 1 ≤ i ≤ ms}, and P is the uniformized version of the subgenerator matrix T , i.e.,

P = 1
c
T + Ims

.

Proof. We start by uniformizing the absorbing MC that underlies the PH distribution characterized

by (ms, α, T ). Since the rate corresponding to the absorbing state is zero, we can use c to uniformize
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the chain and, therefore, P holds the transition probabilities among the transient states in the

uniformized chain. Also, let P̄ be the uniformized version of the subgenerator T̄ , which is equal to

P̄ =
1

c
T̄ + Ims+1 =







0 αP

0 P






.

Now we can write the CDF of the new representation G(·) as

G(x) = 1 − e1 exp(T̄ x)e = 1 − e1

∑

n≥0

xn

n!
T̄ne = 1 − e1

∑

n≥0

(cx)n

n!
(P̄ − Ims+1)

ne,

= 1 − e1

∑

n≥0

(cx)n

n!

n
∑

k=0

(

n

k

)

P̄ k(−Ims+1)
n−ke,

= 1 −
∑

n≥0

(cx)n

n!

n
∑

k=0

(

n

k

)

e1







0 αP k

0 P k






(−Ims+1)

n−ke,

= 1 −
∑

n≥0

(cx)n

n!

n
∑

k=0

(

n

k

)

αP k(−Ims
)n−ke,

= 1 − α
∑

n≥0

(cx)n

n!
(P − Ims

)ne,

= 1 − α exp(Tx)e, x ≥ 0,

which is equal to the CDF of the original representation. Therefore (ms, α, T ) and (ms + 1, e1, T̄ )

are two different PH representations of the same distribution. A similar result holds for discrete

PH distributions.

Using this result we can replace α and T by e1 and T̄ , respectively, in Equation (13). As a

consequence the block A0 has only r = ma nonzero columns, and the new block size is (ms +1)ma,

which is exactly the structure we have referred to as restricted downward transitions. To illustrate

the applicability of this result we consider a specific case of a MAP/PH/1 queue, namely a system

that provides reliable messaging services. In particular, we consider the Web Services Reliable

Messaging (WSRM) protocol, which is used to ensure message transmission in web-based service

oriented architectures [28]. This protocol has been analyzed in [29], and there the authors have

used PH distributions to approximate the effective transmission time in a WSRM implementation.

They consider different methods to obtain the PH representation, which is then used as input in an

M/PH/1 queue that models the arrival and transmission of messages over WSRM. Here we consider

the more general case where the arrivals are modeled as the combination of one, two or three
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streams, each one represented by a MAP. The transmission times are represented by a hyper-Erlang

distribution with ms = 153 phases, which corresponds to the case S2JK considered in [29]. The

parameters of this distribution were downloaded from [30]. Although this distribution is acyclic,

its initial probability vector has many nonzero entries. As stated before, it is possible to use the

results in [27] to obtain a canonical representation where the initial probability vector has a single

nonzero entry. However, we have opted for using Theorem 1 to illustrate the computational gains

obtained by exploiting the restricted-transitions structure, even if a slightly larger representation

of the service process is needed to induce that structure.

Table 3: Computation times (sec) for the MAP/PH/1 queue

QBD-CR MG1 Ratio

@
@

@
@

ρ

r
2 4 8 2 4 8 2 4 8

0.1 2.3 17.8 140.2 0.3 1.5 11.9 8.8 12.0 11.8

0.3 2.6 20.2 157.9 0.3 2.0 15.5 7.7 10.2 10.2

0.5 3.0 22.5 175.5 0.4 2.4 18.1 7.1 9.5 9.7

0.7 3.3 24.8 193.2 0.5 2.7 20.1 6.6 9.3 9.6

0.9 3.9 29.4 228.5 0.6 3.2 24.2 6.8 9.1 9.4

As stated above, the arrivals come from the superposition of one, two or three sources, each

one represented by a MAP of size two. This implies that the size ma of the arrival process

representation, and the number of nonzero columns r, is equal to two, four and eight, respectively.

The total arrival rate λ is set to match a given load ρ = λ/µ, where µ is the mean transmission rate.

The total arrival rate is equally divided among all the sources, while each of them has SCV equal to

five and the decay of their autocorrelation function is set at 0.5. These characteristics are matched

by using the method introduced in [25, 26]. Table 3 shows the times required to compute the

matrix G using CR directly on the blocks of size m = msma (QBD-CR), and using the approach

introduced in this paper to exploit the (induced) restricted-transitions structure (MG1). It also

shows the ratio between these two times (Ratio), which tells us how many times slower the general

approach is compared to our specific method. We observe how in both cases the computation times

are affected by the increase in the size of the arrival process representation, as is to be expected

since this size affects both the original block size m and the number of nonzero columns. When
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there is a single source (r = ma = 2), the QBD-CR method is between 6 and 9 times slower

than MG1. When the number of sources increases to 2 and 3, this figure increases to between 9

and 12. We also notice that the difference is larger for small loads and, although both methods

are negatively affected by the increase of the load, this parameter has a larger effect on the MG1

method. In this method, a larger load implies the computation of a larger number of blocks in the

censored process, which also means that it is necessary to solve Equation (6) with a larger number

of nonzero coefficients. These procedures are therefore affected by the load, while finding G0 by

solving Equation (11) is almost insensitive to this parameter.

5.3. Overflow Queue

We now consider an overflow queueing system consisting of two queues. The arrival process

to the first queue is a MAP characterized by (ma, D0, D1). Customers arriving at the first queue

are attended in FCFS order by a single server with service times following a PH distribution

characterized by the parameters (m1
s, α, T ). This queue has a finite buffer of size C and a customer

that finds the buffer full is sent to the second queue. The second queue receives only overflow

arrivals from the first queue and attends them in FCFS order with a single server. The service times

in this queue follow a PH distribution with parameters (m2
s, β, S). Hence, the arrival process at the

second queue can be described by a MAP with parameters (mo, C0, C1) given by mo = (C+1)mam
1
s,

C0 =

































D0 ⊗ I D1 ⊗ I 0 . . . 0 0

I ⊗ tα D0 ⊕ T D1 ⊗ I . . . 0 0

0 I ⊗ tα D0 ⊕ T . . . 0 0
...

. . .
. . .

. . .
...

...

0 0 0 . . . D0 ⊕ T D1 ⊗ I

0 0 0 . . . I ⊗ tα D0 ⊕ T

































, C1 =













0 . . . 0 0
...

. . .
...

...

0 . . . 0 D1 ⊗ I













,

where t = −Te. Assuming an infinite buffer at the second queue, we can model the queueing system

as a QBD where the level describes the number of customers in the second queue. The second

dimension holds the phase of the current customer in service and the phase of the arrival process

at the second queue. The parameters of the QBD are A0 = I⊗sβ, A1 = C0⊕S, A2 = C1⊗I, with

s = −Se. In this case, the restricted upward transitions are a result of the overflow process, as can

be seen in the structure of C1, which clearly shows that the arrivals to the second queue can only
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occur in the last mam
1
s phases. The inclusion of a separate arrival stream directed to the second

queue would suppress this structure. The block size in this case is m = mom
2
s and the number of

nonzero rows in A2 is r = mam
1
sm

2
s.

As with the previous examples, we make use of the moment-matching methods in [24, 25, 26] to

obtain PH and MAP representations of the service and arrival processes, respectively. The arrival

process at the first queue has arrival rate and SCV equal to five, while the service time has mean

one and SCV equal to two. Therefore the first queue is heavily loaded and many customers are

overflowed to the second queue. The arrival rate at the second queue (λ2) is the arrival rate of the

MAP with parameters (C0, C1). Therefore for a given load at the second queue (ρ2) the service

rate at this queue is fixed by the relation ρ2 = λ2/µ2. In this queue the service times have SCV

equal to two, as in the first queue. The results are presented for different values of ρ2 and a buffer

size of 100 in the first queue. With these parameters the block size is m = 808 while the number

of nonzero rows in A2 is r = 8.

Table 4: Computation times (sec) for the overflow queue with C = 100

ρ2 QBD-CR Bl # Bl G-CR-R G-CR-B Sylv GM1-R GM1-B Ratio-R Ratio-B

0.1 31.91 24.92 2791 17.11 8.14 2.25 44.28 35.31 0.72 0.90

0.3 42.3 8.63 980 2.33 0.53 2.25 13.20 11.41 3.20 3.71

0.5 47.38 5.63 601 1.17 0.64 3.94 10.73 10.2 4.41 4.64

0.7 52.47 4.41 442 0.81 0.58 2.24 7.45 7.22 7.04 7.27

0.9 62.67 3.70 350 0.66 0.45 2.23 6.59 6.39 9.51 9.81

Table 4 shows the computation times in a similar fashion as in Section 5.1, the main difference

being that the column G-CR-R (resp. G-CR-B) includes the time to compute the blocks of the

Ramaswami (resp. Bright) dual process and the time to solve the dual with the CR algorithm. The

columns GM1-R and GM1-B show the total computation times to find R using the two different

duals, while the columns Ratio-R and Ratio-B hold the ratio between the QBD-CR and the GM1-R

and GM1-B columns, respectively. Again, the load has an important effect on the computation

times, but in this case the consequences are reversed. When the load is low the original process

can make many downward transitions between two visits to the set S+, increasing the number of

GI/M/1-type blocks. As before, a large number of blocks increases the computation time of the

CR algorithm for the M/G/1-type MC (the dual process), but it has little effect on the solution of
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the Sylvester equation and the full-size QBD. For loads between 0.2 and 0.9 in this scenario, the

solution of the full-size QBD may take between 2 and 10 times as long as the solution of the reduced

process. When the load is one the process is null recurrent and the QBD-CR takes a much longer

time than for lower loads. This effect can be reduced by using the shift technique [18], resulting

in times similar to those shown for loads up to 0.9. When comparing the two alternative duals, it

is clear how the Bright dual outperforms the Ramaswami dual, being specially effective when the

load is low, i.e., when the number of GI/M/1-type blocks is large. This effect is to be expected

since for ρ2 < 1 the GI/M/1-type MC is positive recurrent, and therefore the Ramaswami dual is

transient, while the Bright dual is positive recurrent (see [31]).

In Figure 1 we include, for the full-size QBD, the computation times of CR (QBD-CR), the

original U-based algorithm (QBD-U), and the modified version of the U-based algorithm (QBD-

GT) proposed by Grassman and Tavakoli [8] to exploit the special structure of A2. We also include

the total time required to solve the reduced process using the Ramaswami dual (GM1-R) and the

Bright dual (GM1-B). The scenario is the same as in the previous case, with the only exception

that the buffer size in the first queue is C = 50. This means that the block size is m = 408

while the number of nonzero rows in A2 does not change. This reduction is done because of the

long computation times experienced with the U-based method, as can be observed in the figure.

From these results the substantial gain obtained by the QBD-GT method compared to the original

QBD-U is evident, as the latter requires about 5 times as much computation time. In spite of

this gain, the QBD-GT method performs better than the QBD-CR only for small values of ρ2. In

contrast, the GI/M/1-type-based approach performs better than CR on the full-size QBD, except

for low values of ρ2. For the remaining part of the load range (except ρ2 = 1) the QBD-CR takes

up to 6 times as much time as the GI/M/1-type based approach. In this case the time to compute

R is smaller using the Bright dual than the Ramaswami dual. The difference is significant for low

loads, when the number of blocks is large (2800 for ρ2 = 0.1), and it vanishes as the load increases.

Therefore, the use of the Bright dual implies an important reduction in computation times in the

range of the load that is more critical for the reduced process.

5.4. Wireless Relay node

Our last example is a model introduced in [14] to evaluate the packet-level performance in a

wireless node implementing user relaying. In a wireless network, one of the source nodes can hear
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Figure 1: Computation times (sec) for the overflow queue with C = 50

what another source node is sending to the destination node, and it could therefore retransmit the

information to the destination node. The node that retransmits the packets sent by another source

node is called the relay node. The main purpose of enabling the source nodes to act as relay nodes

is to provide multiple channels to transmit the same information, helping to alleviate the network’s

capacity loss caused by, for instance, channel fading [14]. To model a single relay node, the authors

in [14] start by setting up an M/G/1-type MC where the level is the number of packets waiting

for transmission in this node. The model is in discrete time. In a single slot, only one packet can

be transmitted, and the number of packets arriving at the relay node can be between zero and

K < ∞. However, taking advantage of the finite nature of K the authors propose a re-blocking of

the MC’s transition matrix to transform it into a QBD with block size Km, where m is the block

size of the original M/G/1-type MC. The re-blocking operation has two main advantages: first,

it is computationally less expensive to determine the stationary probability vector of a QBD MC

than that of an M/G/1-type MC, once the matrix G of each of them has been computed, due to

the matrix-geometric property; and second, in this particular case the matrix A0 of the QBD MC

has a few nonzero columns, a structure that can be exploited with the methods introduced in this

paper. More specifically, the model in [14] considers three possible cases for the behavior of the

relay node: in the first case the matrix A0 has only one nonzero column, allowing the matrix G

to be expressed directly in terms of the system parameters; in the other two cases the matrix A0

has two nonzero columns, which prevents expressing G in closed form. Regarding the operation
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of the relay node, the three cases differ on how the node is allowed to participate in relaying the

transmission of another source, and when it can transmit its own packets.

Table 5: Computation times (sec) for the wireless relay node - Case 2

K 100 200

ρ FI QBD-CR MG1 Ratio-F Ratio-C FI QBD-CR MG1 Ratio-F Ratio-C

0.1 2.4 0.3 0.1 17.2 2.4 13.5 2.5 0.6 23.3 4.4

0.3 4.1 0.4 0.1 33.0 3.4 22.8 3.2 0.6 40.5 5.7

0.5 6.6 0.5 0.1 52.6 4.0 36.3 3.2 0.6 62.7 5.5

0.7 11.8 0.5 0.1 83.3 3.5 64.8 3.8 0.6 112.2 6.7

0.9 34.5 0.7 0.2 219.7 4.2 189.7 5.2 0.6 337.0 9.2

Table 6: Computation times (sec) for the wireless relay node - Case 3

K 100 200

ρ FI QBD-CR MG1 Ratio-F Ratio-C FI QBD-CR MG1 Ratio-F Ratio-C

0.1 5.2 2.5 0.4 12.3 6.0 32.8 19.3 2.7 12.1 7.1

0.3 8.9 3.2 0.4 21.2 7.6 55.4 24.3 2.8 20.0 8.8

0.5 14.0 3.8 0.4 33.1 9.1 88.4 24.3 2.8 32.2 8.8

0.7 24.8 3.8 0.4 58.9 9.1 158.2 29.3 2.8 57.5 10.6

0.9 72.4 5.2 0.4 171.1 12.2 460.1 39.2 2.8 163.6 13.9

We consider the two cases where G cannot be found explicitly, to compare the performance of

our method (MG1) not only with the CR algorithm on the full-size QBD (QBD-CR), but also with

the approach proposed in [14], which also exploits the structure of A0. This latter approach relies on

a functional iteration to find the components of the G matrix, and therefore it has been labeled FI.

We assume uncorrelated arrivals, as in [14], although the model can be easily generalized to allow

for MAP arrivals while preserving the restricted-downward-transitions structure. The distribution

of the number of packets arriving in a single slot is assumed to be uniformly distributed between

one and K, and the probability of having zero arrivals is set according to the load ρ of the node.

The results for the two cases are shown in Tables 5 and 6, which are labeled Case 2 and Case

3, respectively, as in [14]. Recall that the size of the QBD blocks is Km, where m is equal to 2

and 4 for cases 2 and 3, respectively. From these results we observe that in both cases there is
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a significant gain that can be obtained by exploiting the restricted-transitions structure with the

methods introduced here. Moreover, the FI method is dramatically slower than both QBD-CR and

MG1, even though this method takes advantage of the special structure of the block A0. The main

reason for this behavior, as with the QBD-GT method in the previous example, is that the gain

obtained at each iteration of the algorithm is not enough to compensate for the large number of

iterations required to find G. Additionally, the number of iterations, and therefore the computation

time, is badly affected by the load of the node. For instance, for the third case and K = 100 the

FI algorithm requires around 5 seconds to run if the load is 0.1, but more than one minute if the

load equals 0.9. The computation time therefore increases by a factor of fourteen while, for the

same scenario, the QBD-CR method requires about twice as much time when ρ = 0.9 compared to

the case when ρ = 0.1. Furthermore, for the same instance the MG1 method is almost insensitive

to the load and requires less than half a second to complete the computation of G.

Notice that during the numerical examples we have encountered three different behaviors of

the MG1 method in relation to the load of the system under analysis: for the MAP/PH/1 and the

priority queues the computation time increases with the load, for the overflow queue it decreases

and for the relay node it is almost unaffected by the load. For the current example we see that the

level of the QBD is a set of values for the number of packets waiting to be transmitted. In each

level, the set S+ holds the phases where the number of waiting packets has one particular value

(the largest in the level). When the load increases we expect the chain to make longer excursions

toward higher levels, meaning the censored process has more blocks, but there is no particular

reason for the chain to avoid or prefer the states with phase in S+. This is in contrast with the

priority and the overflow queues, where a larger load implies that visits to the states with phase

in S+ become less and more likely, respectively. Additionally, when comparing the performance of

the various methods in the two cases, we observe that all of them require significantly more time

in Case 3 than in Case 2. However, the difference between these two cases is not proportional for

all the methods. In fact, for the FI method the average ratio between the times for Case 3 to those

for Case 2 is slightly above two. For QBD-CR this figure is well above seven, while for MG1 it

is around four. In spite of this relatively better behavior of the FI method, in absolute terms it

requires substantially more time than MG1. Actually, for Case 3 the FI approach is between 12

and 170 times slower than our method. For the QBD-CR approach, this figure ranges between 6
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and 14, confirming the benefits of exploiting the restricted-transitions structure with the approach

introduced in this paper.

6. Conclusion

By means of the examples considered in the previous section, we have shown that the com-

putation times to find the R or G matrix of the QBD MC can be substantially reduced with the

approach proposed in this paper. As expected, for every case the gain increases with the ratio m/r,

but it also depends on other factors related to the parameters of the system modeled. Even though

for some cases the reduced-process approach may take longer than solving the full-size QBD, ex-

ploiting the structure of the matrices A0 or A2 may reduce the computation times substantially.

To determine whether the reduced process can be useful for a particular system or not, attention

must be paid to the expected sojourn times in S− related to those in S+. If the sojourn times in

S− are too long compared to the sojourn times in S+, the reduced process will need many blocks

to be described. This increases both the time required to compute the blocks and the time to find

G+ or R+. However, to analyze the performance of a particular system it is usual to consider a

broad range of conditions (load, variability, etc.), and it is likely that for a considerable part of

this range the reduced process provides important reductions in computation times. An additional

gain can be obtained for the GI/M/1-type case by using the Bright dual, which helps to reduce

the computation times specially in those cases where the reduced process requires more time, i.e.,

when the number of blocks is large.

Appendix A. Dual processes

In this section we describe two dual relationships between discrete-time M/G/1- and GI/M/1-

type processes. In both cases the dual process can be seen as the time-reverse of the original process

with respect to an invariant measure [32, 33]. We consider the computation of an M/G/1-type MC

as the dual of a GI/M/1-type MC, but the opposite relationship can be defined in a similar manner.

The Ramaswami dual was introduced in [34] and its probabilistic interpretation given in [32]. Let

the set of matrices (Ai)i≥0 describe a GI/M/1-type MC, such that A =
∑∞

i=0 Ai is stochastic and

irreducible. Then A is the transition matrix of a discrete-time MC with stationary probability

vector α, i.e., αA = α and αe = 1. The Ramaswami dual is an M/G/1-type MC characterized by
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the set of matrices (AR
i )i≥0 given by AR

i = ∆−1
R A′

i∆R, where ∆R = diag(α). The G matrix of this

process, denoted GR, is related to the R matrix of the original process by GR = ∆−1
R R′∆R. Let

ρ(M) denote the spectral radius of a matrix M . Since the matrix GR has the same eigenvalues as

R, if the original GI/M/1-type MC is positive recurrent (ρ(R) < 1) the dual process is transient

(ρ(GR) < 1), and vice versa. The dual process will be null recurrent if and only if the original

process is also null recurrent. In this case the dual process is the time-reverse process with respect

to the invariant measure α.

We now turn to the Bright dual [33], which is defined as the time-reverse process with respect

to a different invariant measure. If the GI/M/1-type MC is positive recurrent, the eigenvalue of

maximum real part of R is η = ρ(R) < 1. It has been shown that the spectral radius of the matrix
∑∞

i=0 Aiη
i is equal to one [19]. Therefore there exists a positive vector wη such that

wη

(

∞
∑

i=0

Aiη
i

)

= wη.

The Bright dual is an M/G/1-type MC characterized by the matrices (AB
i )i≥0 defined as AB

i =

ηi−1∆−1
B Â′

i∆B, where ∆B = diag(wη). The matrix R of the original GI/M/1-type MC and the

matrix GB of the dual process are related by GB = η−1∆−1
B R′∆B. In this case the eigenvalues of

the matrix GB are the eigenvalues of R divided by η. Hence the spectral radius of GB is equal

to one and the dual process is positive recurrent [33]. When the process is positive recurrent, as

in the examples shown in Section 5 for loads less than one, the Ramaswami dual will be transient

while the Bright dual will be positive recurrent. As explained in detail in [31], the Bright dual

can therefore reduce the computation times achieved by the Ramaswami dual considerably. This

is confirmed numerically in Section 5, especially when the load of the overflow queue is small,

which results in a large number of blocks for the GI/M/1-type MC and a small value of η. The

computation time for the reduced process increases with the number of blocks, but the gain that

can be realized by using the Bright dual is larger when η is smaller [31]. Therefore, the Bright

dual becomes especially useful in this case as it compensates the larger computation times caused

by the number of blocks.

Appendix B. Solving Sylvester matrix equations

In this section we describe how to solve the matrix equations (11) and (12) using the Hessenberg-

Schur decomposition proposed in [21]. As noted before, these are Sylvester matrix equations
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of the form AXB + X = E. Consider Equation (11) and let n = m − r, then X and E are

n × r matrices, while A and B are square matrices of size n and r, respectively. The first step

to solve this linear system is to find orthogonal matrices U and V such that U ′AU = P and

V ′BV = R, where P is an upper-Hessenberg matrix, R is a quasi-upper triangular matrix and

′ denotes the transpose operator. A matrix P is upper-Hessenberg if its entries Pij = 0 for

i > j + 1. A quasi-upper triangular matrix, also called real Schur form, is block-triangular with

1 × 1 (resp. 2 × 2) diagonal blocks that correspond to the real (resp. complex) eigenvalues [23].

While the Hessenberg decomposition to obtain U can be done using Householder transformations,

the real Schur decomposition to compute V makes use of the QR algorithm, see [23, Chapter 7].

Let F = U ′EV and Y = U ′XV , then the linear system becomes PY R+Y = F . Therefore, to find

Yk, the k-th column of the matrix Y , we need to solve the system

P

max(k+1,r)
∑

j=1

RjkYj + Yk = Fk,

for 1 ≤ k ≤ r. However, the quasi-upper triangular form of R greatly simplifies this system. For

k < r there are two possible cases, either Rk+1,k = 0 or not. If Rk+1,k = 0, then Yk is the solution

to the n × n Hessenberg system

(PRk,k + I)Yk = Fk −
k−1
∑

j=1

RjkPYj , (B.1)

which can be solved in O(n2) time. On the other hand, Rk+1,k 6= 0 implies Rk+2,k+1 = 0, and

hence we need to solve






PRk,k + I PRk+1,k

PRk,k+1 PRk+1,k+1 + I













Yk

Yk+1






=







F̂ k−1
k

F̂ k−1
k+1






, (B.2)

where F̂ l
k = Fk −

∑l
j=1 RjkPYj , for 1≤ l ≤ k − 1 and 1 ≤ k ≤ r. This 2n × 2n linear system is

upper-triangular with two nonzero subdiagonals that can be solved in O(n2) time [21]. Notice, to

determine Yk it is necessary to know Y1, . . . , Yk−1. Therefore, the algorithm starts by computing

the first (or first two) column(s), and then works forward until the last column of Y has been

computed. After finding Y , the matrix X can be computed as X = UY V ′.

It is possible to apply this procedure to either the original or the transpose B′X ′A′ + X ′ = E′

system. In the first case A is transformed into Hessenberg form and B into real Schur form, while

the opposite happens in the second case. The choice directly affects the computation times since
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for a matrix of size b the Schur decomposition can be done in 10b3 operations, while it takes 5
3b3

operations to compute the Hessenberg decomposition using Householder transformations [21, 23].

Therefore, to solve Equation (11) it is better to use the original system since the Hessenberg

decomposition is applied on the n × n matrix A, which is larger than the r × r matrix B under

the assumption that r ≪ m. On the other hand, to solve Equation (12) it is preferable to first

transpose the system since in that case B is an n × n matrix given by B = A−−
0 (I − A−−

1 )−1.

An additional issue to take into account when solving equations (11) and (12) is the actual

computation of the matrices A, B and E. Take for example Equation (11), where A = (I −

A−−
1 )−1A−−

2 , B = G+ and E = (I − A−−
1 )−1(A−+

0 + A−+
1 G+ + A−+

2 G2
+). Although all the

matrices involved are already computed it is still necessary to perform two matrix multiplications

to determine A and E. In the examples shown in this paper the A−+
i blocks are sparse or even

zero. In some cases however these blocks can be dense and therefore these matrix multiplications

may require considerably more time. A way to avoid this is to solve the slightly different equation

(I − A−−
1 )G0 − A−−

2 G0G+ = A−+
0 + A−+

1 G+ + A−+
2 G2

+,

which is a Sylvester matrix equation of the type AXB + CX = E. The procedure to solve

this equation is very similar to the one shown above, but in this case the first step of the QZ

algorithm [23] is applied to the pair (A, C). As a result A is reduced to Hessenberg form while

C is transformed into upper-triangular form. This, together with a reduction of B to quasi-upper

triangular form, allows the solution of this equation in a similar way as done in (B.1) and (B.2).

A detailed explanation can be found in [22]. Since the matrices A, B, C and E are already

computed, this algorithm may perform better when the blocks A−+
i are dense. We have found

instances of random QBDs with dense blocks where this last algorithm outperforms the one based

on the equation AXB + X = E.
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