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Abstract—Bit-interleaved coded modulation (BICM) has at-
tracted considerable attention from the research community in
the past three decades, because it can achieve desirable error
performance with relatively low implementation complexity for a
large number of communication and storage systems. By exploiting
the iterative demapping and decoding (ID), the BICM is able to
approach capacity limits of coded modulation over various chan-
nels. In recent years, protograph low-density parity-check (PLDPC)
codes and their spatially-coupled (SC) variants have emerged to
be a pragmatic forward-error-correction (FEC) solution for BICM
systems due to their tremendous error-correction capability and
simple structures, and found widespread applications such as deep-
space communication, satellite communication, wireless commu-
nication, optical communication, and data storage. This article
offers a comprehensive survey on the state-of-the-art development
of PLDPC-BICM and its innovative SC variants over a variety
of channel models, e.g., additive white Gaussian noise (AWGN)
channels, fading channels, Poisson pulse position modulation (PPM)
channels, and flash-memory channels. Of particular interest is code
construction, constellation shaping, as well as bit-mapper design,
where the receiver is formulated as a serially-concatenated decoding
framework consisting of a soft-decision demapper and a belief-
propagation decoder. Finally, several promising research directions
are discussed, which have not been adequately addressed in the
current literature.

Index terms— Bandwidth efficiency, bit-interleaved coded

modulation, low-density parity-check code, protograph code.

I. INTRODUCTION

A. Overview of PLDPC-BICM

To provide high-reliability and high-throughput transmis-

sion and storage is an extremely challenging task in modern

bandwidth-limited communication and storage systems [1], [2].

In 1948, Shannon published a piece of milestone work, which

revealed and proved that information (data) can be reliably trans-

mitted over a noisy channel by using forward-error-correction
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(FEC) codes with an arbitrarily high rate below the channel

capacity (also called the maximum achievable rate) [3]. Since

then, the research field of channel coding has been created,

and a great deal of effort has been devoted to finding coding

mechanisms that can strongly resist channel impairments and

closely approach the channel capacity [4], [5]. In fact, FEC codes

have stood out as a more promising choice to implement reliable

communication systems compared with other error-correction

techniques (e.g., data retransmission techniques), especially for

low-latency and low-power applications [6]–[8].

Aiming to improve the spectral efficiency, there has been

increasing demand for incorporating high-order modulation into

FEC code design because it can transform several binary bits

to a non-binary symbol through a high-order constellation [9].

As a pioneering work on the coded modulation (CM), the

channel code and high-order modulation were properly com-

bined into a single entity to improve the spectral efficiency of

communication systems [10]. In this direction, great research

efforts have been made to promote the development of the

joint coding-and-modulation design. Specifically, trellis-coded

modulation (TCM), which combines the trellis codes with phase-

shift-keying/quadratic-amplitude modulations (PSK/QAM), was

conceived in [11] to improve the transmission efficiency over

additive white Gaussian noise (AWGN) channels. Later on,

a symbol-level interleaver was added between the encoder

and the modulator to improve the performance of TCM over

fading channels [12]. As an alternative to TCM, multi-level

CM (MLCM) was developed, which exploits different convolu-

tional/turbo codes to protect a modulated symbol [13]–[15]. In

particular, an individual binary code in the MLCM scheme was

utilized to enhance the transmission reliability of each labeling

bit within a modulated symbol. However, both TCM and MLCM

schemes cannot maximize the minimum Hamming distance of

an FEC code, which results in a non-trivial gap to the channel

capacity in fading scenarios.

To overcome the aforementioned weakness, a great deal of

research effort has been devoted to developing more robust

combinational solutions that can adequately exploit the potential

advantages of coding and modulation. In 1993, a breakthrough in

coding theory was marked by the inception of turbo codes [16].

The turbo code, which concatenates two individual convolutional

codes through a bit-level interleaver in parallel, is capable of

accomplishing performance very close to the channel capacity

with iterative decoding [17]. Inspired by the fundamental work in

[16], it was re-discovered [18] that the low-density parity-check

(LDPC) codes can also approach the channel capacity under iter-

ative decoding. More importantly, the notable success of “turbo

http://arxiv.org/abs/2112.08557v2
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principle” opened up an important direction to design near-

capacity bandwidth-efficient CM systems. In 1992, a novel CM

scheme was proposed in [19], referred to as bit-interleaved coded

modulation (BICM), which is a serial concatenation of a channel

code, a bit-level interleaver, and a high-order modulation. It

can achieve higher diversity order and better performance than

the conventional TCM over fading channels. Then, a thorough

information-theoretic study on BICM was carried out in [20] in

terms of channel-capacity and asymptotic-performance analysis.

It was also demonstrated in [20] that using soft-decision demod-

ulation (i.e., demapping) could help reasonably compensate the

performance loss incurred by separating coding and modulation

in BICM. In fact, the intrinsic serial concatenated structure of

BICM resembles a turbo code, so using iterative demapping

and decoding (ID) may yield an additional performance gain.

Motivated by this feature, effective ID algorithms with hard-

decision and soft-decision feedbacks for convolutional-based

BICM, were developed in [21] and [22] respectively, leading

to BICM-ID frameworks, which reduce the performance loss

caused by independent demapping. In general, the soft-decision-

aided BICM-ID performs better than the hard-decision-aided

BICM-ID because soft information carries more reliable message

of the transmitted symbols compared with hard information.

More precisely, it is possible to achieve capacity-approaching

performance for BICM-ID with the aid of a powerful channel

code, an optimized bit interleaver (i.e., bit mapper), and a

carefully chosen constellation [23]–[25].

However, the convolutional-based BICM is unable to have

good near-capacity performance even with a sophisticated design

[26]. As a remedy, more powerful FEC codes (e.g., turbo codes

and LDPC codes [27]–[29]) were developed for BICM systems,

showing that they can operate very close to the channel capacity

under some specific constellations [30]–[37].1 In fact, LDPC

codes possess better error performance and lower decoding

complexity than turbo codes, and thus were recognized as one

of the most powerful FEC codes that enable error-free transmis-

sions with rates up to the channel capacity for communication

and storage systems since the late 1990s [38]–[44]. Due to

its flexible design and excellent performance, BICM has been

further deployed in a wide range of practical applications and

industry standards, e.g., wireless local area networks, digital

video broadcasting-satellite-second generation (DVB-S2), and

the fourth/fifth-generation (i.e., 4G/5G) mobile networks, thereby

marking a paradigmatic shift in the CM field [45]–[48].

With the continuous development of analysis tools and con-

struction methodologies [49], LDPC codes have become a

prospective type of FEC codes to formulate pragmatic BICM

systems, which not only can achieve high throughput but also

enable satisfactory performance over different types of channels,

including AWGN channels, fading channels, Poisson pulse po-

sition modulation (PPM) channels, multi-level-cell (MLC) flash

memory channels, and underwater acoustic channels [50]–[61].

According to the salient feature of BICM, a large number of

theoretic analysis methodologies were developed, such as density

evolution (DE) [35], [38], [62], extrinsic information trans-

1“BICM” will be used to collectively represent both “BICM-ID” and “BICM
with non-iterative decoding (BICM-NI)” in this article, although it was initially
utilized to represent “BICM-NI” only.

fer (EXIT) function [63], [64], asymptotic weight enumerator

(AWE) [23], [65]–[67], and harmonic mean of minimum squared

Euclidean distance (HMMSED) [20], [46], [68], [69], to charac-

terize the asymptotic performance and to facilitate optimization

of the system. Based on these theoretical advancements, great

endeavor has been dedicated to improving the performance and

reducing the complexity of the LDPC-BICM from the perspec-

tives of code construction [54], [55], [70]–[75], constellation

shaping [63], [76]–[80], bit-mapper optimization [51], [81]–

[90], as well as receiver design [24], [60], [91]–[97]. Although

several capacity-approaching LDPC-BICM systems have been

devised in recent years, the irregular structures of the designed

codes suffer from difficult implementation, which becomes a

major obstacle in practical applications. Besides, the capacity-

approaching LDPC codes and its BICM relatives always have

undesirable high-SNR performance, making them unfavorable

for the applications with extremely low bit-error-rate (BER)

requirement, such as data storage and optical communication.

To circumvent the above-mentioned limitations, structured

LDPC codes, such as protograph LDPC (PLDPC) codes and

quasi-cyclic (QC) LDPC codes, have emerged as a competitive

component in BICM systems, which can achieve outstanding

performance with simple design and easy hardware implemen-

tation [98]–[106]. Particularly, these two types of LDPC codes

possess linear encoding and decoding complexity, and hence

attracted increasing interest from both academic and industrial

communities [107]–[113]. In fact, the QC-LDPC codes can

be considered as a special version of the PLDPC codes, for

which the macroscopic structure can be described by a small-

size graph, called protograph [114], [115]. An advantage of

the PLDPC codes is that they are able to achieve desirable

performance in both low- and high-SNR regions after proper

designs [43]. Thereby, two rate-compatible PLDPC codes has

been already selected as the channel coding schemes for 5G

new-radio standard [110], [112]. Nowadays, the research work

on PLDPC-BICM and its variants has grown rapidly to im-

prove the performance of modern communication and storage

systems [57], [71], [73]. For example, PLDPC codes and bit

mappers have been considerably advanced for MPSK/MQAM-

aided BICM systems over different types of channels [71], [83],

[116]–[120] during the past fifteen years.

To extend BICM for other emerging scenarios, PLDPC codes

have been combined with other types of modulations, such

as code-phase-shift keying (CPSK) modulation [121], on-off-

keying (OOK) modulation [122] and PPM [54], [123]–[125],

to support more diverse transmission and storage services.

Moreover, exploiting the differential chaos-shift keying (DCSK)

modulation [126], [127], several novel PLDPC-BICM schemes

were devised for block-fading channels, which are of particular

interest for low-power and low-complexity short-range wireless

communication applications [64], [92], [128]–[130]. In addition,

in the non-orthogonal multiple access (NOMA) scenarios [131]–

[133], the optimization of PLDPC-BICM schemes has been

investigated to achieve desirable performance in 5G systems

[134]. Inspired by the appealing advantages of PLDPC-BICM,

research efforts have been devoted to the joint design of this

technique and physical-layer network coding (PNC) in order to

realize higher-throughput wireless communications [135], [136].
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More recently, spatially-coupled (SC) PLDPC codes, which

are generated by serially coupling a sequence of PLDPC codes

into a single coupled chain, have emerged as a powerful FEC

scheme [137]. As a type of convolutional-like codes, the SC-

PLDPC codes not only can obtain additional “convolutional

gains” over the conventional PLDPC codes, but also can keep a

better balance between the decoding threshold and minimum free

or Hamming distance [67], [138], [139]. Accordingly, research

interest turned to optimization and analysis of different types of

SC-PLDPC codes, such as terminated (TE) and tail-biting (TB)

SC-PLDPC codes under different transmission environments

[61], [140]–[147]. Based on carefully designed SC-PLDPC

codes, several spectral-efficiency BICM systems were proposed

for satellite broadcasting communication, wireless communica-

tion, and optical communication [102], [148]–[156]. Moreover,

SC-PLDPC codes have been employed to improve the perfor-

mance of modern dense flash-memory devices, including MLC,

triple-level-cell (TLC), and quadruple-level-cell (QLC) flash

memory, which can be regarded as high-order pulse-amplitude

modulation (PAM)-aided discrete memoryless channels [56],

[157]–[161]. In parallel with the transmitter design progress,

the low-complexity message passing decoding algorithms were

designed for the SC-PLDPC-BICM systems, so as to ease

the hardware implementation [162], [163]. Today, research on

PLDPC-BICM and its SC variant has opened up a promising

direction in the CM field, which has gained tremendous attention

from industry.

During the first decade of this century, there have been

several tutorial and survey-type of articles regarding the BICM

[23]–[25]. On the one hand, comprehensive overviews of the

convolutional- and turbo-BICM-ID were presented in [23] and

[24], which also analyzed the feasibility of LDPC-BICM-ID. On

the other hand, a general review on the attainable LDPC coded

modulations, including both non-binary CM and binary BICM

techniques, was presented in [25]. These articles summarized

the research progress before 2009, more than a decade ago.

Moreover, they did not discuss the research progress regarding

PLDPC-BICM. Since 2010, the study of BICM has moved into

a new stage and experienced a rapid development, in which

the PLDPC-BICM plays an important role as an alternative

in addressing new challenges from modern communication and

storage applications. In fact, a systematic design guideline for the

PLDPC-BICM is still lacking in the literature today. Therefore,

it is timely needed to put forward a thorough overview of the

up-to-date research advancements in PLDPC-BICM systems to

meet the stringent reliability-and-throughput demand of modern

communication and storage equipment [164]–[173]. For ease of

understanding this article, Table I provides a brief glimpse at the

the major contributions in the historical evolution of PLDPC-

BICM paradigm during the past two decades, with a special

highlight on the encoder, constellation and interleaver design.

B. Organization and Structure of This Survey

This article provides a survey of PLDPC-BICM on the most

recent works investigating joint design of binary PLDPC codes

and high-order modulations to support high-reliability and high-

rate digital communications and data storage. Specifically, it will

start by introducing the fundamental configuration, transmission
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Fig. 1. Block diagram of a general PLDPC-BICM-ID system.

mechanism, and the information-theoretic limit of the PLDPC-

BICM. Then, some preliminary basis of PLDPC codes will be

discussed, which can be seamlessly combined with high-order

modulations to construct bandwidth-efficient BICM systems.

Further, some typical theoretical-analysis tools will be reviewed,

which have been extensively adopted for designing PLDPC-

BICM. On the basis of the above preliminaries, the enabling de-

sign methodologies will be classified for PLDPC-BICM systems

over different transmission channels, such as AWGN channels,

fading channels, Poisson PPM channels, and NAND flash-

memory channels. In particular, state-of-the-art technologies will

be described, including code construction, constellation shaping

and bit-mapper design, which are useful for enabling the relevant

systems with capacity-approaching performance. Additionally,

several promising research directions will be introduced, which

may further enhance the robustness of the PLDPC-BICM and

expand its application domain. Since the aim is to present a

focal review on PLDPC-BICM techniques rather than presenting

an extensive coverage of all BICM techniques, some irrelevant

topics are excluded. This is the first attempt to systematically

provide design guidelines for a concatenated framework com-

prising PLDPC codes, bit mappers and high-order modulations.

Although the references are not exhaustive, this survey could

serve as a starting point for further studies on the topics of

interest.

The structure of this article is organized as follows. Section II

describes the system model and transmission mechanism of the

PLDPC-BICM with emphasis on its transceiver architecture,

channel model and channel capacity. Section III presents basic

concepts of PLDPC codes and reviews some theoretical-analysis

tools, which are always exploited to assess and optimize the

performance of PLDPC-BICM. Sections IV∼VII details the

latest design paradigms of PLDPC-BICM over AWGN, fading,

Poisson PPM and NAND flash-memory channels, respectively,

which are used to characterize the statistic features of some

classic transmission and storage environments. Sections VIII

and X recommend some valuable future research directions and

draw some conclusions, respectively. To facilitate reading, the

acronyms used in the paper are listed in Table II.

II. SYSTEM MODEL AND TRANSMISSION MECHANISM OF

PLDPC-BICM

We first describe the general PLDPC-BICM system architec-

ture, and then present some preliminaries that will be useful

throughout the article.

A. System Architecture

Fig. 1 depicts a general PLDPC-BICM system model. In this

system, the source information bits s = (s1, s2, . . . , sK) are first
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TABLE I
MAJOR CONTRIBUTIONS IN PLDPC-BICM DESIGN

Year Author(s) Contribution

1992 Zehavi [19] Conceived the concept of BICM to achieve bandwidth-efficient transmissions.

1997 Li et al. [21] Introduced a hard-decision ID framework for BICM to establish a BICM-ID system.

1998 Brink [22] Designed a soft-decision BICM-ID framework and illustrated that the anti-Gray labeling outperforms the Gray labeling in such a scenario.

1998 Caire et al. [20] Provided a systematic information-theoretic study on BICM in terms of channel capacity and HMMSED.

2000 Knopp et al. [174] Formulated a performance-analysis methodology for BICM-NI over non-ergodic block-fading channels.

2003 Thorpe [175] Invented the PLDPC codes and introduced their representation methods.

2003 Brink et al. [176] Constructed capacity-approaching repeat-accumulate (RA) codes, i.e., a special type of PLDPC codes, for QPSK-aided BICM-ID systems.

2005 Divsalar et al. [116] Explored the applicability of PLDPC codes in BICM-NI systems and presented a novel bit-mapping scheme under the 16QAM.

2006 Liva et al. [40] Discussed the spectral efficiency of RA-coded BICM systems with MPSK/MAPSK.

2009 Xie et al. [59] Investigated the channel capacity and BER performance of the LDPC-BICM-ID systems with Gray-labeled and pseudo-Gray-labeled MAPSK.

2010 Jin et al. [118]
Proposed an optimal VDMM scheme, which can obtain desirable threshold and WER enhancement over the water-filling VDMM scheme

in PLDPC-BICM-NI systems with 16QAM modulation.

2010 Barsoum et al. [177] Formulated a protograph EXIT (PEXIT)-chart-aided PLDPC-code design method for BICM-ID systems over Poisson PPM channels.

2011 Nguyen et al. [83]
Developed a type of enhanced AR4JA (EAR4JA) codes and a two-stage-lifting-aided mapping (TSLM) to constitute a novel PLDPC-BICM

system, which is suitable for a wide range of code rates and modulation orders.

2011 Kudekar et al. [138] Conceived the concept of SC-PLDPC codes and revealed their inherent “threshold saturation” feature.

2013 Schmalen et al. [178] Proposed a simple coding scheme that is universally suited for TE-SC-PLDPC-BICM systems with different constellation labelings.

2013 Zhou et al. [54] Optimized PLDPC codes for BICM-ID systems over Poisson PPM channels by using a modified EXIT algorithm.

2014 Tang et al. [118] Generalized the water-filling VDMM scheme to combine any protograph with any modulation in BICM systems.

2014 Häger et al. [149] Proposed an EXIT-aided bit-mapping optimization scheme for PLDPC-BICM systems with polarization-multiplexed (PM) QAM.

2014 Benaddi et al. [166] Introduced a general design framework for PLDPC-BICM with continuous phase modulation (CPM).

2015 Tang et al. [122] Optimized the PLDPC-BICM with OOK modulation in light-emitting diode (LED)-based visible light communication (VLC) systems.

2015 Lyu et al. [128] Proposed a PLDPC-BICM-ID system with Walsh-code-based MDCSK modulation.

2015 Häger et al. [150] Optimized the bit-mapping schemes for SC-PLDPC-BICM-NI to achieve high spectral-efficiency fiber-optical communications.

2016 Cammerer et al. [152]
Proposed a hybrid mapping scheme for TB-SC-PLDPC-BICM-ID systems with 16QAM modulation, which simultaneously adopts Gray-

and SP-labeled constellations for a codeword to trigger the wave-like decoding.

2016 Steiner et al. [171] Presented a PLDPC-code design method for ASK-aided BICM systems under shaped bit-metric decoding.

2017 Zhan et al. [92]
Proposed an ARJA BICM system with constellation-based MDCSK modulation, which benefits from higher spectral efficiency compared

with the Walsh-code-based counterpart.

2017 Chen et al. [135] Estimated the performance of AR3A-coded PNC BICM-ID systems over block-fading channels.

2017 Fang et al. [179]
Designed a family of multi-layer root-PLDPC codes for multi-relay coded-cooperative systems and extended their application to the QPSK-

aided BICM scenario over block-fading channels.

2018 Chen et al. [57] Constructed a family of RC-PLDPC codes and a novel bit-mapping scheme for MLC BICM-NI flash-memory systems.

2019 Fang et al. [71] Presented an outage-limit-approaching PLDPC-BICM system over block-fading channels.

2019 Bu et al. [73] Designed a family of high-rate PLDPC codes, called optimized ARA (OARA) codes, for BICM-ID flash-memory systems.

2020 Zhang et al. [102] Developed a QC-SC-PLDPC-BICM scheme, which is able to achieve near-capacity performance with low implementation complexity.

2020 Yang et al. [154] Presented novel constellation and bit-mapping schemes for TB-SC-PLDPC-BICM-ID systems.

2021 Yang et al. [180] Constructed a type of structural quadrant (SQ) constellations for TB-SC-PLDPC-hierarchical modulated (HM)-BICM-ID systems.

2021 Dai et al. [181] Designed a novel irregular-mapped (IM) PLDPC-BICM framework for VLC systems.

encoded into a rate-r binary PLDPC code Λ = (v1, v2, . . . , vN ),
where K is the information length, N is the codeword length,

r = K
N−NE

= K
NT

is the code rate, and NE and NT are

the punctured and transmitted codeword lengths, respectively.

The coded sequence is permuted by a bit-level interleaver

to yield an interleaved bit sequence Λ̂ = (v̂1, v̂2, . . . , v̂N ),
which is subsequently modulated to an M -ary symbol sequence

x = (x1, x2, . . . , xN ′), where M > 2 is the modulation order,

w = log2 M is the number of bits carried by a modulated

symbol, and N ′ = N
w is the length of symbol sequence. It is

usually assumed that N is a multiple of w. In particular, every w
interleaved coded bits are mapped to an M -ary symbol through

a specific signal constellation. The modulated symbol sequence

is then transmitted through a noisy channel.

At the receiver terminal, the “impaired” signal output from

the channel is decoded by a serially concatenated decoding

scheme, which contains a soft-input soft-output (SISO) inner

demodulator (or demapper) and an SISO outer decoder [23]. To

compensate the performance loss arising from separated demap-

ping and decoding, the soft information, such as probabilistic

and log-likelihood ratio (LLR) information, of the demodulator

and decoder in the BICM system are updated in an iterative

fashion, which is similar to the turbo decoding [24], [25].

Specifically, given the received signal y and a priori LLR

LA,Dem, the demodulator can compute its extrinsic LLR (i.e.,

LP,Dem − LA,Dem), which will be used as the a priori LLR

LA,Dec of the decoder. Subsequently, the decoder can calculate

its extrinsic LLR (i.e., LP,Dec − LA,Dec), which will be fed

back to the demodulator as the updated a priori LLR for the

next iteration. Some key components of this system are further

elaborated as follows.

1) PLDPC Encoder: In the BICM-ID system, the PLDPC

codes, are used as the channel coding scheme to enhance the

reliability of the source information prior to the transmission

over noisy channels. It has been demonstrated that the source

information can be well protected when transmitting over a noisy

and interference channel if the FEC codes are carefully designed

[182], [183]. However, similarly to conventional FEC codes,

the PLDPC code is constructed by appending some redundancy

(i.e., parity-check bits) to the information bits, which leads to

low throughput [184]. To partially overcome this weakness,

puncturing techniques were developed to increase the code rate

of such codes [67], [73]. In contrast to conventional LDPC

codes, a well-designed puncturing scheme not only increases

the transmission rate but also improves the error performance of

PLDPC codes [43], [140]. For simplicity, the puncturing module

is omitted in Fig. 1 as it can be embedded into the encoder.

2) Interleaver (Bit Mapper): As PLDPC codes possess an

intrinsic interleaving feature, there is no need to add an in-

terleaver into a PLDPC-coded system with BPSK modulation.

However, an individual bit interleaver (or bit mapper) is of great

importance to guarantee the performance of the PLDPC-BICM

system, especially over a fading channel, because it can optimize

the mapping rule between the coded bits in a codeword and
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TABLE II
LIST OF ACRONYMS USED IN THIS ARTICLE.

Acronym Full Name Acronym Full Name

3D three-dimensional MSB/LSB most/least significant bit

4G/5G fourth/fifth-generation MSEW maximum squared Euclidean weight

ABSA adaptive binary-switch algorithm OOK on-off-keying

AR3A/AR4A accumulate-repeat-3/4-accumulate OREC octal rectangular

AR4JA/EAR4JA accumulate-repeat-by-4-jagged-accumulate/enhanced AR4JA PAM pulse-amplitude modulation

ARA/IARA accumulate-repeat-accumulate/improved ARA PAS probabilistic amplitude shaping

AWE asymptotic weight enumerator PDF probability density function

AWGN additive white Gaussian noise PE/PEG program-and-erase/progressive-edge-growth

BER/WER bit/word error rate PLDPC/DPLDPC protograph LDPC/double-PLDPC

BICM bit-interleaved coded modulation PN/PM pseudo-noise/polarization-multiplexed

BP/S-BP belief propagation/shuffled BP PNC physical-layer network coding

HDD/SSD hard disk drive/solid state drive PPM pulse position modulation

CM/MLCM coded-modulation/multi-level CM PSK/QAM phase-shift-keying/quadratic-amplitude modulation

CPM continuous phase modulation QC quasi-cyclic

CPSK code-phase-shift keying QRC quaternary raised-cosine

CSI channel state information RA/RJA repeat-accumulate/repeat-jagged-accumulate

DCSK differential chaos-shift keying RC rate-compatible

DE density evolution RGB red-green-blue

DT direct-truncated RP root-protograph

DSSS direct-sequence spread-spectrum SC spatially-coupled

DVB digital video broadcasting SISO soft-input soft-output

EXIT/PEXIT extrinsic information transfer/protograph EXIT SLC/MLC single/multi-level cell

FEC forward error correction SNR signal-to-noise-ratio

GML generalized-maximum-likelihood SP set-partitioning

GMSK Gaussian minimum shift keying SPMM spatial-position matched mapping

HM hierarchical modulated SQ structural quadrant

HMMSED harmonic mean of the minimum squared Euclidean distance TB/TE tail-biting/terminated

ID/NI iterative demapping and decoding/non-ID TCM trellis-coded modulation

i.i.d. independent and identically distributed TLC/QLC triple/quadruple-level cell

IM irregular mapping TSLM two-stage-lifting-aided mapping

LED light-emitting diodes TWR two-way relay

LDPC/PLDPC low-density parity-check/protograph-based LDPC UEP unequal-error-protection

LLR log-likelihood ratio VDMM variable degree matched mapping

MAP/MDS maximum a-posteriori/maximum-distance separable VLC/VS visible light communication/voltage-sensing

MED minimum Euclidean distance VNDM variable-node-degree-based mapping

MHDGR/MFDGR minimum Hamming/free-distance growth rate VNFAM variable-node fractional-allocation mapping

MI/MMI mutual information/maximum MI VNMM variable node matched mapping

labeling bits within a modulated symbol. A bit-level interleaver

not only enables the PLDPC-BICM to achieve a larger diversity

order over a fading channel, but also can better protect the high-

priority coded bits [24]. To realize the unequal-error-protection

(UEP) property and to acquire a desirable interleaving gain for

a particular channel model, several bit-mapping schemes have

been designed, such as water-filling-like mapping scheme [116],

variable-degree matched mapping (VDMM) scheme [83], [118],

[119], [122], variable-node matched mapping (VNMM) scheme

[154], and UEP-based bit-mapping scheme [71], to optimize the

interface between PLDPC-coded bits and modulated symbols.

3) High-order Modulator: To achieve high spectral efficiency,

high-order modulations (i.e., with M > 2) instead of binary

modulations are utilized in the PLDPC-BICM systems. In par-

ticular, the interleaved bit sequence is first uniformly divided

into N ′ sub-sequences of length w, i.e.,

Λ̂ = (v̂1, v̂2, . . . , v̂N ) =(v̂1,1, v̂1,2, . . . , v̂1,w; v̂2,1, v̂2,2, . . . , v̂2,w;

. . . ; v̂N ′,1, v̂N ′,2, . . . , v̂N ′,w).

Then, the N ′ sub-sequences are mapped to N ′ transmitted sym-

bols x = (x1, x2, . . . , xN ′), where xk , (v̂k,1, v̂k,2, . . . , v̂k,w)
is chosen from an M -ary modulated signal constellation (i.e.,

signal set) X with a labeling rule φ : {0, 1}w → X , w = log2 M ,

|X | = M , and k = 1, 2, . . . , N ′. Therefore, the transmitted

symbol output from an M -ary modulator is associated with w
binary coded bits (also called labeling bits). More precisely,

the performance of a PLDPC-BICM is dependent not only

on the modulation scheme but also on the labeling scheme.

In this article, the system design approaches are outlined for

various modulation schemes tailored to different communication

applications.

4) Channel Models: In the past two decades, BICM has been

applied to various communication and storage systems, such

as deep-space communication [116]–[119], wireless communi-

cation [128]–[130], [154], optical communication [122]–[124],

[150], [181], and NAND-flash-based data storage [73], [97],

[120]. To facilitate applications in such transmissions, AWGN

channel, fast-fading channel, block-fading channel, Poisson PPM

channel, and NAND flash-memory channel have been consid-

ered in developing design and analysis methodologies for the

PLDPC-BICM systems. Among all the above-mentioned chan-

nels, AWGN channel is one of the simplest memoryless noisy

channel models that can reasonably describe the fundamental

characteristics of many realistic communication systems, includ-

ing deep-space communication systems, visible light communi-

cation (VLC) systems, fiber-optical communication systems, as

well as wireless communication systems. Despite its extreme

simplicity, AWGN channel serves as an important model for

designing capacity-approaching BICM schemes. As illustrated in

[43], [185], the LDPC codes optimized for an AWGN channel

can also exhibit excellent performance over other memoryless

channel models, e.g., binary erasure channel and ergodic fast-

fading channel. In this sense, the code-design criteria devel-

oped for PLDPC-BICM systems over AWGN channels are very

promising for many practical applications and, therefore, have

been intensively studied in recent years [59], [69], [76]–[78].

In addition to the AWGN, channel fading is another key factor
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that degrades the transmission reliability of wireless commu-

nications. At the early stage of BICM studies, a transmitted

signal was always assumed to suffer from Rayleigh fading

over wireless channels. However, it has been demonstrated that

Rayleigh distribution cannot accurately capture the underlying

physical properties of several wireless communication systems,

such as complex indoor environments, land mobile systems

and ionospheric radio links, and thus is not a good model

for such transmission [43]. As an improved and more general

model, the Nakagami-m distribution was introduced to match

the fading statistical behavior of many wireless communication

channels. Specifically, the Nakagami-m distribution, which cov-

ers Rayleigh fading channel, Rician fading channel and AWGN

channel as special cases, is able to offer the widest range of

fading among all the existing distributions [186]–[188]. Due to

the above-mentioned advantage, a great deal of research effort

has been devoted to studying the PLDPC-code construction and

their respective BICM-system design over Nakagami-m fading

channels [99], [126], [179], [189], [190].

Besides, Poisson PPM channel [123], [124], [177] and flash-

memory channel [157]–[160], [191]–[193], which are respec-

tively utilized to characterize the free-space optical communica-

tion and non-volatile storage systems, may have quite different

forms of transmitted signals (i.e., pulse position and read volt-

age), channel noises and gains. They will be further discussed

in Sections VI and VII before getting into technical details.

As in the majority of existing works investigating the channel-

coded BICM, the symbol-to-symbol interference is not consid-

ered here in the design and analysis for simplicity. Moreover,

without loss of generality, for all the examples considered

below, the scalar fading gains in a wireless fading channel are

assumed to be subject to a Nakagami-m distribution, denoted by

|α| ∼ NAK(m), where m ≥ 1
2 is the fading depth [186].

In general, the input-output relationship of an M -ary modu-

lated PLDPC-BICM system over an AWGN/fading channel can

be written as

yk = αlxk + nk, (1)

where xk ∈ X is the M -ary complex-valued transmitted symbol,

X is the constellation set, yk is the received signal, nk is the

complex Gaussian noise with zero mean and variance σ2
n =

N0

2 per dimension, N0 is the noise power spectral density, k =
1, 2, . . . , N ′; αl = |αl| exp(jϕl) is the channel gain with |αl|
and ϕl being the scalar fading gain and phase shift, respectively,

which satisfy the following properties: (i) |αl| = α (α controls

the average power per symbol), ϕ = 0, and l = k for an AWGN

channel; (ii) |αl| ∼ NAK(m), ϕ ∼ U [−π, π] (i.e., a uniform

distribution), and l = k for a fast-fading channel, (iii) |αl| ∼
NAK(m), ϕ ∼ U [−π, π], and l = 1+ ⌊(k − 1)/B′⌋ (B′ is the

symbol block length and ⌊·⌋ is the floor operation) for a block-

fading channel [71], [194]. Moreover, the spectral efficiency of

a PLDPC-BICM system is defined as RSE = r log2 M = rw.

The average SNR per information bit is defined as Eb/N0 =
(Es/N0)/RSE = γs/RSE, where γs is the average symbol SNR

and Es is the average energy per transmitted symbol.

5) Detector/Decoder: At the receiver of the PLDPC-BICM-

ID system, a turbo-like iterative decoding framework, which

includes an inner demapper and an outer decoder, is employed

to decode the “impaired” signal. In this iterative decoding

framework, the extrinsic information output from the decoder

is fed back to the demodulator as its a priori information. Then,

the a posteriori information of each labeling bit within an M -

ary symbol output from the demodulator can be estimated by

exploiting the a priori information of the remaining w−1 label-

ing bits, which will further help accelerate the convergence of

the decoder. As such, the turbo-like decoding framework allows

the BICM-ID system to extract more reliable soft information

and to achieve better performance as compared with the BICM-

NI system [71]. There are a variety of soft-information-oriented

demodulation algorithms designed for BICM systems in the

literature, such as maximum a posteriori (MAP) algorithm [91]

and the max-sum approximation of its log-domain counterpart

(i.e., Max-Log-MAP) [94]. Here, the MAP algorithm and log-

domain belief-propagation (log-BP) algorithm [44], [195], [196]

are adopted to implement the demodulator and decoder, respec-

tively. The iteration between the inner demodulator and outer

decoder is referred to as global iteration, while the iteration

between the variable-node decoder and the check-node decoder

in the PLDPC decoder is referred to as local iteration (or BP

iteration). Especially, the BICM-ID is simplified to a BICM-NI

if the number of global iterations is set to be one. The following

discussions will focus on the transmitter design of the PLDPC-

BICM, while treating the receiver architecture as a turbo-like

decoder. It is assumed that the channel state information (CSI)

can be perfectly captured by the receiver with the help of a well-

designed channel estimator [179], [197], as assumed in most

studies [35], [45], [59], [62]–[64], [71].

B. Channel Capacity

For an ergodic memoryless channel, the channel capacity C
is defined as the maximum mutual information (MI) between

the channel input X and output Y over all the channel input

probability distributions {Pr(x)} [198]. As one of the most

significant performance metrics for channel coding and BICM

schemes over a given channel, the capacity C is used to quantify

the information rate that the channel can reliably convey with

the use of an FEC code. Nonetheless, the BICM system cannot

continue to provide reliable transmission over the channel with

any FEC code once the spectral efficiency exceeds the channel

capacity (i.e., RSE > C). The capacity of PLDPC-BICM over

an AWGN channel is further analyzed below.

1) Constellation-Unconstrained Capacity: Suppose that the

transmitted symbol xk is randomly chosen from an infinite-size

complex-Gaussian constellation X . The capacity for an AWGN

channel is given by [198]

CShannon = log2(1 + Es/N0) = log2(1 + γs), (2)

where the power of transmitted symbol satisfies E[|xk|2] = Es

and the cardinality of the constellation satisfies |X | → +∞. This

equation is the well-known Shannon formula, which cannot be

achieved by using a finite-size constellation.

2) Constellation-Constrained Capacity: From a practical

point of view, it should be more realistic to map a PLDPC

codeword to a symbol sequence chosen from a finite-size signal

constellation χ, such as MPSK and MQAM, which has a

uniform distribution for all the M component points xk ∈ χ.

In this scenario, assuming that the M -ary transmitted symbol
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sequence (x1, x2, . . . , xN ′) is directly mapped from a length-N ′

non-binary PLDPC codeword over GF(M), rather than from a

length-N binary PLDPC codeword. The channel capacity can be

specified by the average input-output MI [24], i.e.,

CCM = ICM(X; Y | γs)=w − Ex,y

[

log
2

∑

x′∈χ
f(y|x′)

f(y|x)

]

, (3)

where x ∈ χ, |χ| = M , and f(y|x′) is the complex-Gaussian

probability density function (PDF) [71]. The capacity defined in

(3) is referred to as the CM capacity. As shown in [20], [24],

[199], CM is able to achieve the maximum achievable rate of

an M -ary modulated channel, and thus is viewed as an optimal

transmission scheme.

For a BICM-NI scheme, the M -ary modulated channel can be

considered as w independent parallel binary-input sub-channels.

Thus, the BICM capacity is equal to the summation of the

average MIs of the w sub-channels [20], i.e.,

CBICM−NI =
∑w

µ=1
IBICM−NI(v̂µ;Y | γs)

= w −
∑w

µ=1
Eb,y

[

log2

∑

x′∈χ f(y|x′)
∑

x′∈χb
µ
f(y|x′)

]

, (4)

where v̂µ is the µ-th (µ = 1, 2, . . . , w) labeling bits within a

transmitted symbol x ∈ χ, and χb
µ ⊂ χ is the constellation

subset of the signal points, in which the µ-th labeling bit has

value b ∈ {0, 1}. In a BICM-NI scheme, the w labeling bits

within the M -ary symbol are demapped independently, leading

to some MI loss. As a result, BICM-NI is not able to maxi-

mize the achievable rate, and thus is a suboptimal transmission

scheme. The suboptimality of the BICM-NI can be easily proved

mathematically [20], [24], i.e., CBICM−NI ≤ CCM.

To overcome the above drawback, in [21], [22], a serially

concatenated iterative decoding framework was proposed for

the BICM-NI system, wherein the extrinsic information can be

iteratively updated between the inner demodulator and outer

decoder (see Fig. 1), which establishes a BICM-ID system. In the

BICM-ID system, the demodulation of one labeling bit within an

M -ary symbol is dependent on the remaining w−1 bits such that

their soft information can be substantially exploited. The serially

concatenated iterative decoding framework is beneficial for com-

pensating the mutual-information loss of the traditional BICM-

NI, allowing the BICM-ID system to maximize the achievable

rate [59], [68], [80], [91], [178], [200]. Due to the above

superiority, the BICM-ID system is able to achieve excellent

performance as the CM system, and thus can be viewed as an

optimal transmission scheme. Accordingly, the CM capacity can

be directly treated as the fundamental capacity limit of BICM-

ID, as highlighted in [71], [201], [202].

Remark: The CM capacity is only relevant to the signal

constellation but irrelevant to the labeling scheme, while the

BICM capacity is relevant to both the signal constellation and

labeling scheme. The CM and BICM capacities only indicate

the fundamental performance limits of the BICM-ID and BICM-

NI, respectively. In practice, the design of PLDPC codes, signal

constellations, bit mappers and labeling schemes have significant

influence on the system performance.

There exist numerous labeling rules for high-order constella-

tions, most of which are feasible for BICM systems. However,

no labeling can achieve best performance over all scenarios

[78]. Among all the existing labelings, Gray labeling [94], anti-

Gray labeling [203], set-partitioning (SP) labeling [204], and

maximum squared Euclidean weight (MSEW) labeling [78] have

attracted particular interest in the CM community.

Example 1: Fig. 2 depicts the constellations of QPSK, 8PSK,

and 16QAM, with Gray labeling, anti-Gray labeling, SP la-

beling, and MSEW labeling. Referring to this figure, the anti-

Gray labeling, SP labeling, and MSEW labeling have identical

constellation for QPSK modulation. Indeed, there are only two

different possible labeling rules for QPSK constellation, since

it consists of four different signal points. Thereby, anti-Gray

labeling, SP labeling, and MSEW labeling naturally have the

same performance (e.g., capacity) under QPSK modulation.

To further analyze the CM and BICM capacities of the QPSK,

8PSK, and 16QAM with the above four labelings, consider again

Fig. 3 where the Shannon capacity is also included. It can

be observed that the Gray labeling achieves the best capacity

among all the four labelings in the BICM-NI system. Moreover,

the Gray-labeled BICM-NI has capacities closely approaching

its corresponding BICM-ID counterparts for QPSK, 8PSK and

16QAM modulations. Particularly, for the QPSK modulation, the

Gray-labeled BICM-NI and BICM-ID have identical capacity,

while the anti-Gray-labeled BICM-NI, SP-labeled BICM-NI, and

MSEW-labeled BICM-NI have an obvious capacity gap from the

BICM-ID. This indicates that Gray labeling may obtain trivial

performance gain with the use of ID, while the other three types

of labelings may obtain desirable performance gains in the ID

scenario. Motivated by this conjecture, intensive research effort

has been carried out to explore the applicability of the Gray

labeling in BICM systems. Many evidences have been found to

support the view that this labeling rule is only suitable for BICM-

NI but is incapable of accomplishing satisfactory performance

for BICM-ID [22], [58], [71], [78], [154], [205].

C. Summary

In this section, the system architecture and transmission mech-

anism of a general PLDPC-BICM is presented. Some relevant

channel models employed in the study of PLDPC-BICM are

reviewed and classified into four different categories: AWGN,

Nakagami fading, Poisson PPM, and NAND flash-memory chan-

nels. Subsequently, the channel capacity for BICM is discussed,

which is fundamental theoretical objective for systems design.

Finally, major contributions in the development of PLDPC-

BICM are summarized and commented.

III. BASIC PRINCIPLES OF PLDPC CODES

PLDPC codes represent a sophisticated class of LDPC codes,

which have attracted considerable attention due to their excellent

performance and simple structure [43], [65]. Motivated by these

advantages, many meritorious variants of PLDPC codes have

been formulated to satisfy the diverse requirements of modern

communication and storage applications. Of most interest are

the SC-PLDPC codes that inherit the advantages of both PLDPC

codes and convolutional codes [67], [137], [138]. During the past

two decades, the PLDPC codes and their SC variants have been

intensively investigated and become a promising practical al-

ternative for spectral-efficiency BICM configurations [64], [92],
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Fig. 2. Constellations for the QPSK, 8PSK, and 16QAM with (a) Gray labeling, (b) anti-Gray labeling, (c) SP labeling, and (d) MSEW labeling.
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Fig. 3. CM and BICM capacities of (a) QPSK, (b) 8PSK, and (c) 16QAM
over an AWGN channel with Gray labeling, anti-Gray labeling, SP labeling, and
MSEW labeling.

[127]–[130], [135], [136], [149]–[156]. In the following, some

basic preliminaries of PLDPC codes are presented.

A. LDPC Codes

An LDPC code Λ can be represented by either a parity-check

matrix or a Tanner graph [195]. Specifically, an LDPC code Λ

with N variable nodes and M check nodes can be represented by

an M ×N parity-check matrix H = {hi,j}, where hi,j ∈ {0, 1}
is the element in the i-th row and j-th column of H. Here,

K = N −M is the length of information bits, and r = K/N
is the code rate. In particular, each variable node corresponds to

one column of H, while each check node corresponds to one

row of H. If there is an edge between the j-th variable node vj
and the i-th check node ci, then hi,j = 1; otherwise, hi,j = 0.

Furthermore, the degree dvj (resp. dci) of vj (resp. ci) is defined

as the number of its associated edges, which equals the weight

of the j-th column (resp. i-th row) of H. According to [27],

an LDPC code can be characterized by the degree-distribution

pair, i.e., ({dvj}, {dci}). If both the variable-node degree and the

check-node degree are constants (i.e., dv1 = dv2 = . . . = dvN =
dv and dc1 = dc2 = . . . = dcM = dc), then the LDPC code

is called a regular LDPC code with a rate of r = 1 − dv/dc;

otherwise, the code is called an irregular LDPC code. A valid

LDPC codeword must satisfy the condition of ΛvH
T = 0, where

the superscribe “T” indicates the transpose operation.

There exist various realizations of the parity-check matrix H

of an LDPC code under a given parameter setting. Typically,

one can exploit progressive-edge-growth (PEG) and approximate

cycle extrinsic-message-degree algorithms, to produce a well-

performing parity-check matrix H based on a given degree-

distribution pair and a given codeword length [195]. On the basis

of the parity-check matrix, a number of techniques have been

proposed to construct finite-length LDPC codes for attaining

capacity-approaching performance and low implementation com-

plexity over the last half a century. Among all the existing tech-

niques, the QC-LDPC-code-oriented construction algorithms,

such as the circulant-based PEG algorithm [100], [117] and

the “pre-lifted” algorithm [206], are of great interest due to

the fact that they can perform using unstructured LDPC codes

and possess linear-complexity encoding and higher-throughput

decoding. Nonetheless, the detailed construction of QC-LDPC

codes is beyond the scope of this article and hence is omitted.

B. Protograph LDPC Codes

In 2003, a novel type of structured LDPC codes, PLDPC

codes, was introduced [175], which can be generated by ex-

panding a sufficiently small graph/matrix (i.e., protograph/base

matrix). Specifically, a protograph GP = (V , C, E) is defined as

a relatively small-size Tanner graph, which contains a set of nP

variable nodes VP = (v1, v2, . . . , vnP
), a set of mP check nodes

CP = (c1, c2, . . . , cmP
), and a set of ̺P edges EP = {ei,j},

where ei,j denotes the edge connecting the j-th variable node

vj to the i-th check node ci, ̺P = |EP|, and rP = (nP−mP)/nP

denotes the code rate [43], [65].2 Moreover, the adjacency matrix

of a protograph, whose columns and rows correspond to the

nP variable nodes and mP check nodes, respectively, is defined

by an mP × nP base matrix B = {bi,j}. Also, the (i, j)-th
element bi,j of B denotes the number of edges connecting vj
to ci. To generate an M ×N derived graph (i.e., Tanner graph)

corresponding to an M ×N parity-check matrix H, one should

perform the “copy-and-permute (also called lifting)” operation

on the protograph GP, where M = ZmP, N = ZnP and Z is

the lifting factor. In other words, the protograph is first copied for

Z times to obtain Z individual protographs; the edges of the Z

2In this article, a protograph with mP check nodes and nP variable nodes is
referred to as an mP × nP protograph, with size mP × nP.
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Fig. 5. Derived graph of a rate-1/2 regular-(3, 6) PLDPC code with mP =
1, nP = 2, Z = 5,M = 5, and N = 10.

individual replicas of GP are subsequently permuted within each

type to produce a single derived graph under certain constraints.

In particular, a type-j variable node (i.e., a replica of vj) can only

be connected to a type-i check node (i.e., a replica of ci) via a

type-(i, j) edge (i.e., a replica of ei,j) in the lifting procedure.

The resultant derived graph or parity-check matrix gives rise to

a length-N PLDPC code. Unlike the conventional LDPC codes,

parallel edges (i.e., multiple edges between a variable node and

a check node) are permitted in a protograph, but they must be

carefully permuted in the lifting process such that the derived

graph only includes a single edge between any variable node and

any check node [175]. Besides, punctured variable nodes may

exist in the protograph to either boost the code rate or improve

the convergence performance. The code rate of a punctured

PLDPC code becomes

rP =
nP −mP

nP − nE
=

nP −mP

nT
, (5)

where nT and nE are the numbers of transmitted variable nodes

and punctured variable nodes of the protograph, respectively.

To date, several methods have been proposed to expand a

protograph to a derived graph, among which the modified PEG

algorithm is the most popular one [117], [207]. For a given lifting

algorithm, the performance of a PLDPC code is determined only

by the protograph, which tremendously reduces the degree of

difficulty in code design and analysis. In accordance with the

above reasons, the optimization of a PLDPC code is equivalent to

the design of a capacity-approaching protograph associated with

a small-size base matrix, which is more concise and reachable

than the parity-check matrix of a conventional LDPC code.

In this article, the modified PEG algorithm proposed in [117,

Appendix A] is adopted to implement the lifting procedure.

Remark: As illustrated in [114], [115], the QC-LDPC codes

can be treated as a special case of the PLDPC codes. A PLDPC

code is exactly equivalent to a QC-LDPC code if a circulant-

based PEG algorithm [100], [101], [207] is used to perform the

“copy-and-permute” operation on the protograph.

Example 2: The base matrices and protographs of four con-

ventional rate-1/2 PLDPC codes, namely regular-(3, 6) PLDPC

code [65], repeat-jagged-accumulate (RJA) PLDPC code [208],

accumulate-repeat-3-jagged-accumulate (AR3A) PLDPC code

[209], and accumulate-repeat-by-4-jagged-accumulate (AR4JA)

PLDPC code [67], are presented in (6) and Fig. 4, respectively.

In this figure, the blank circles represent the punctured variable

nodes. Among the four codes, the AR3A and AR4JA codes

are two prestigious types of PLDPC codes because they can

respectively achieve excellent performance in the low- and high-

SNR regions over AWGN channels. As shown in [65], [209],

introducing a small fraction of punctured variable nodes to the

protographs can boost the transmission rates of PLDPC-systems

and also improve their decoding thresholds in certain scenarios.

The basic principle of puncturing for PLDPC codes is available

in [43], [117], [141], [209].

BREG=
[
3 3

]
, BRJA =

[
3 1 1 1
1 2 2 1

]
,

BAR3A=



1 2 1 0 0
0 2 1 1 1
0 1 2 1 1


, BAR4JA=



1 2 0 0 0
0 3 1 1 1
0 1 2 2 1


. (6)

As a further advance, with the lifting factor Z = 5, one can

promptly obtain the derived graph (i.e., Fig. 5) corresponding to a

length-10 regular-(3, 6) PLDPC code by performing a randomly

lifting operation [44], [65] on the protograph in Fig. 4(a).

C. Spatially-Coupled PLDPC Codes

As a meritorious variant of PLDPC codes, SC-PLDPC codes

are capable of achieving desirable convolutional gains without

sacrificing the dominant feature of protographs [67], [208]. In

general, there are two major categories of SC-PLDPC codes, i.e.,

TE-SC-PLDPC codes and TB-SC-PLDPC codes.

1) Terminated SC-PLDPC Codes: A TE-SC-PLDPC code

can be constructed by employing an edge-spreading rule to cou-

ple together LSC disjoint replicas of a protograph into a single

coupled chain, where LSC is defined as the coupling length. One

can proceed the construction by replicating a protograph LSC

times, where these individual protographs are indicated with a

time index t (t = 1, 2, . . . , LSC). Suppose that the PLDPC code

consists of nP variable nodes, mP check nodes, and ̺P edges.

The ̺P edges emanating from the nP variable nodes at time in-

stant t are spread over the (ς+1)mP check nodes at time instants

t, t+1, . . . , t+ ς , according to a predefined edge-spreading rule,

where 0 < ς < LSC is the coupling width or edge-spreading

factor. Owing to the termination effect, ςmP additional check

nodes are inserted at time instants LSC+1, LSC+2, . . . , LSC+ς
of the TE-SC protograph, which leads to a lower code rate with

respect to the uncoupled PLDPC code. In other words, the code

rate of a TE-SC-PLDPC code equals

rTE-SC = 1−
(LSC + ς)mP

LSCnP
= rP −

ςmP

LSCnP
, (7)

where rP is the code rate of the uncoupled PLDPC code.

Moreover, νSC = (ς + 1)ZnP is defined as the constraint

length of the TE-SC-PLDPC code, where Z is the lifting factor.

Alternatively, a TE-SC-PLDPC code can be obtained by directly

terminating the coupled chain of a convolutional PLDPC code
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with a finite coupling length. Although TE-SC-PLDPC codes

are able to asymptotically achieve the optimal MAP decoding

thresholds of the underlying uncoupled PLDPC codes with BP

decoding (called “threshold saturation”) due to the structured

irregularity, they suffer from non-trivial code-rate loss with a

finite coupling length [67], [206]. The rate loss of such codes can

be an arbitrarily small value if the coupling length approaches

infinity (i.e., LSC → +∞), but this leads to extremely long

codeword lengths. The above drawback severely restricts the

practical applications of TE-SC-PLDPC codes.

On the other hand, the edge spreading of a protograph is

equivalent to the division of a base matrix. In particular, the

base matrix B of a protograph is split to ς+1 sub-base matrices

during the edge-spreading procedure, denoted by B = BS,1 +
BS,2+ . . .+BS,ς+1, where BS,µ is the µ-th (µ = 1, 2, . . . , ς+1)

sub-base matrix, and the sizes of all the sub-base matrices are

identical to that of the original base matrix. Analogously to the

protograph construction, combining LSC groups of ς + 1 sub-

base matrices results in an mP(LSC + ς)× nPLSC base matrix

of the TE-SC-PLDPC code, as shown in [67, eq. (8)].

2) Tail-biting SC-PLDPC Codes: To tackle the rate-loss

weakness, a tail-biting method was introduced instead of the

direct termination method to terminate the coupled chain [67],

which yields a new type of SC-PLDPC codes, named TB-SC-

PLDPC codes. Specifically, a TB-SC-PLDPC code can be con-

structed on the basis of a TE-SC-PLDPC code by combining the

check nodes at time instants t = LSC+1, LSC+2, . . . , LSC+ ς
with the check nodes at time instants t = 1, 2, . . . , ς , into ς check

nodes. As a result, the total number of check nodes decreases to

mPLSC and the code rate of the TB-SC-PLDPC code becomes

rTB-SC = 1−mP/nP = rP. The TB-SC-PLDPC code shares an

identical structure and degree-distribution pair as the uncoupled

PLDPC code because of the tail-biting operation; but the former

possesses a relatively better property of linear and minimum-

distance growth, due to the spatially coupling operation. Yet,

the “threshold saturation” phenomenon is no longer retained for

a TB-SC-PLDPC code as the irregularity feature vanishes [67].

Recently, some novel techniques have been proposed to en-

hance the convergence performance of TB-SC-PLDPC codes,

making them a desirable choice for practical systems [144].

Example 3: Fig. 6(a) shows a simple edge-spreading rule with

ς = 2 for a rate-1/2 regular-(3, 6) PLDPC code. As a further

advance, the protograph structures of the regular TE-SC-PLDPC

code and TB-SC-PLDPC code, constructed from the regular-

(3, 6) PLDPC code by using the above edge-spreading rule,

are presented in Fig. 6(b) and Fig. 6(c), respectively. Supposing

LSC = 5, the regular TE-SC-PLDPC code and TB-SC-PLDPC

code have rates rTE-SC = 3/10 and rTB-SC = 1/2, respectively.

In comparison, TB-SC-PLDPC codes are more likely to realize

high spectral-efficiency communication and storage than their

TE relatives in finite-coupling-length scenarios.

D. Theoretical-Analysis Tools

Designing and implementing capacity-approaching PLDPC-

BICM is a major objective for communication and storage. To

achieve this goal, it is important to develop efficient theoretical

tools and performance metrics tailored for such serially con-

catenated schemes [24]. Initially, some prestigious numerical

analysis techniques, such as density evolution [38] and EXIT

function [36], [37], were deployed to characterize the conver-

gence performance of all the components (e.g., encoder, con-

stellation, interleaver, and decoder) of PLDPC-BICM systems in

the low-SNR region. As a complementary analysis tool, AWE

was designed to predict the convergence performance of PLDPC

codes in BICM systems in the high-SNR region [65], [208].

Especially, the combination of the EXIT/DE and AWE acts as a

complete analytical configuration for the PLDPC codes in BICM

systems, which is able to accurately measure the asymptotic

performance in the whole SNR region. Besides, harmonic mean

of the minimum squared Euclidean distance (HMMSED) was

introduced as a secondary analytical metric for the PLDPC-

BICM systems, which is of great usefulness for estimating the

attainable performance of constellations [46], [88]. Although

some other theoretical tools have been developed for BICM

systems, the EXIT, AWE and HMMSED analyses have drawn

perhaps the greatest attention from the field of PLDPC-BICM

because they provide accurate performance estimates, and also

facilitate the system design.

1) PEXIT Algorithm: In 2001, the DE algorithm [38] was

developed to analyze the convergence performance of LDPC

codes in an iterative decoding processor. Despite the accurate

characterization of the convergence performance, the DE algo-

rithm must track the entire PDF of LLRs and thus suffers from

high computational complexity. By contrast, EXIT algorithm

takes the MI into account and produces a visualized extrinsic-MI-

convergence chart to determine the decoding thresholds under

iterative decoding [36], [37]. Building upon the MI metric, the

EXIT algorithm can greatly simplify the threshold calculation of

LDPC-systems without deteriorating the accuracy. Moreover, it

has strong robustness against the variation of channel conditions.

The EXIT algorithm can be directly applied to a large variety of

channels, modulations and decoders, with only slight modifica-

tions. Also, it is very convenient to use the EXIT algorithm to

characterize the decoding trajectories of concatenated systems,

including BICM and non-binary CM systems. Thanks to the

above superiorities, EXIT algorithms have been used as the

dominant theoretical tool for analysis and design of BICM

systems [51], [63], [64], [78]–[80], [88]–[90], [210].

However, the standard EXIT algorithm, which yields two-

dimensional extrinsic-MI-convergence charts and calculates the

decoding thresholds for conventional LDPC codes, is not appli-

cable to the PLDPC codes in BICM systems. More precisely, the

PLDPC codes may contain some degree-1 variable nodes, punc-

tured variables nodes, and parallel edges in the corresponding

base matrices, which are generally not allowed in conventional

LDPC codes [65]. Moreover, some PLDPC codes possessing

different base-matrix representations may share the same degree-

distribution pair [40]. The standard EXIT algorithm was devel-

oped based on the degree-distribution pairs and hence does not

have the capability to deal with the above issues. To address

this issue, a multi-dimensional EXIT algorithm, called PEXIT

algorithm, was developed to analyze the statistical convergence

property of PLDPC codes [40], [211]. In particular, the PEXIT

algorithm tracks the convergence behavior of extrinsic MIs for

each variable node and check node in the protograph, but not

their average MIs specified by the degree-distribution pair. In
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Fig. 6. Protograph structures of the regular-(3, 6) SC-PLDPC codes: (a) edge-spreading rule, (b) TE-SC-PLDPC code, and (c) TB-SC-PLDPC code, where the
coupling width is ς = 2 and coupling length is LSC.

TABLE III
DECODING THRESHOLDS (Eb/N0)th (dB) OF THE REGULAR-(3,6) PLDPC
CODE IN BICM SYSTEMS WITH FOUR DIFFERENT LABELING SCHEMES OVER

AN AWGN CHANNEL.THE MAXIMUM NUMBERS OF GLOBAL ITERATIONS IN

THE NI AND ID CASES ARE SET AS tGL,max = 1 AND tGL,max = 8,
RESPECTIVELY, WHILE THE MAXIMUM NUMBER OF THE LOCAL ITERATIONS

IS SET AS tBP,max = 25.

Modulation Type
Constellation Gray Anti-Gray SP MSEW

NI: 8PSK 2.587 6.195 5.013 6.188
ID: 8PSK 2.323 4.307 3.049 4.429

NI: 16QAM 3.415 5.927 6.687 6.514
ID: 16QAM 3.201 4.385 4.724 5.027

spite of a lack of visualized MI-convergence chart, the PEXIT

algorithm can yield accurate decoding thresholds by dealing with

a small-size protographs [71], [179]. In parallel with the asymp-

totic PEXIT algorithms, some finite-length PEXIT algorithms

were proposed for estimating the finite-length performance of

PLDPC codes [44], [209]. Interested readers are referred to [71],

[154] for the detailed steps of the PEXIT algorithm.

Remark: The decoding threshold of a PLDPC code in a BICM-

ID system is determined by the types of code, constellation as

well as the interleaver used. In this sense, the PEXIT algorithm

can be effectively used to guide the design of the BICM-ID

systems with these three components.

Example 4: Table III presents the decoding thresholds of

the regular-(3, 6) PLDPC code derived by the PEXIT algorithm

in BICM systems with four different constellations over an

AWGN channel. As seen, the Gray labeling exhibits the lowest

decoding threshold among all the four labelings, irrespective of

the modulation order and receiver type. However, for a fixed

modulation order, the threshold difference between the ID and

NI for the Gray labeling is much smaller than those for the other

three labelings, which indicates that the former can only achieve

a trivial iterative gain. It was demonstrated in [22], [71], [205]

that the Gray labeling is best suited to BICM-NI, but is not well

suited to BICM-ID, in various transmission environments.

2) Asymptotic-Weight-Enumerator Analysis: According to

[43], [44], [65], [195], the AWE can effectively estimate the

minimum Hamming weight (or Hamming distance) and its distri-

bution of a PLDPC code ensemble, which are of great usefulness

in predicting the asymptotic performance of a PLDPC code in

the high-SNR region. Moreover, PLDPC code ensembles, which

have the desirable minimum-distance property, possess relatively

fewer pseudocodewords and trapping sets compared with the

ensembles that do not have such a property [141], [208]. As

illustrated in [43], [116], the PLDPC codes drawn from the

ensembles having minimum distance and growing linearly with

the codeword length (i.e., the linear-minimum-distance-growth

property) always possess low error floors under BP decoding.

Many theoretical and experimental evidences have suggested a

performance tradeoff between the low-SNR region and high-

SNR region for a PLDPC code [67], [145].

(1) AWE Analysis for PLDPC Codes: Consider a PLDPC-

BICM system with the same parameters as in Section III-B.

The normalized logarithmic AWE function of the PLDPC code

ensemble is defined as

r(δ) = lim
NT→∞

sup(ln(AωHAM
)/NT), (8)

where sup(·) is the supremum operation, δ is the normalized

weight, AωHAM
is the ensemble weight enumerator, ωHAM =

δNT is the Hamming weight (or distance), and NT is the

transmitted codeword length. One can easily examine the AWE

function to identify the existence of the property of linear

minimum-distance growth and to derive the minimum-Hamming-

distance growth rate (MHDGR). Assume that the AWE begins

with the first zero-crossing at δ = 0 and has the second zero-

crossing at δ = δHAM > 0. If r(δ) < 0 for all δ ∈ (0, δHAM),
then δHAM is called the MHDGR of the code ensemble. Under

this condition, the minimum Hamming distance grows linearly

with the transmitted codeword length with an arbitrarily high

probability in an asymptotic fashion. Hence, the PLDPC code

ensembles with valid MHDGRs are superior to their counterparts

that do not have this property in the high-SNR region. Fur-

thermore, a larger MHDGR always leads to a better asymptotic

performance in the high-SNR region [115].

Example 5: Fig. 7 shows the AWE curves of the rate-1/2
regular PLDPC code, RJA code, AR3A code, and AR4JA code.

It is apparent that the AR3A code does not have the property of

linear minimum-distance growth, due to the lack of positive zero-

crossing, while the other three types of PLDPC codes have such

a property. In particular, the MHDGRs of the regular PLDPC

code, RJA code and AR4JA code are 0.023, 0.013 and 0.014,

respectively. This suggests that the AR3A code is more prone to

error-floor behavior with respect to other three types of codes.

(2) AWE Analysis for SC-PLDPC Codes: Consider an SC-

PLDPC-BICM system, in which the channel code is constructed
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Fig. 7. AWE curves of the rate-1/2 regular-(3, 6) PLDPC code, RJA code,
AR3A code, and AR4JA code.

by combining a group of disjoint protograph replicas together

into a spatially-coupled chain. In contrast to the uncoupled

PLDPC codes, the constraint length (i.e., νSC = (ς +1)ZnP) of

an SC-PLDPC code specifies the maximum number of variable

nodes associated with the check nodes at any time instant t in its

corresponding derived graph. Precisely speaking, the constraint

length for an SC-PLDPC code is equivalent to the codeword

length for an uncoupled PLDPC code.

As illustrated in [208], the minimum free distance dfree is

more appropriate for evaluating the asymptotic performance of

SC-PLDPC codes in the high-SNR region with respect to the

minimum Hamming distance. Here, the minimum free distance

of an SC-PLDPC code ensemble is defined as the minimum

Hamming distance between any two individual codewords drawn

from this code ensemble. An SC-PLDPC code ensemble is

said to be asymptotically good in the high-SNR region if its

minimum free distance grows linearly with the constraint length

(i.e., dfree(LSC) = δfree(LSC)νSC) with an arbitrarily high

probability, where δfree(LSC) is defined as the minimum free-

distance growth rate (MFDGR) for the code ensemble with a

coupling length LSC > ς . Benefiting from the convolutional

effect, the SC-PLDPC codes usually possess better minimum-

distance property than the corresponding uncoupled PLDPC

codes. In the following, both the minimum free distance and

minimum Hamming distance are referred to as minimum distance

unless ambiguity may arise.

It was pointed out in [67] that the SC-PLDPC codes can retain

the linear-minimum-distance-growth property if their uncoupled

PLDPC codes have such a property. The average minimum free

distance of the TE-SC-PLDPC code ensemble is upper-bounded

by the average minimum Hamming distance of its corresponding

block-code ensemble, while that of the TB-SC-PLDPC code

ensemble is lower-bounded by the average minimum Hamming

distance of its corresponding block-code ensemble [208]. With

this property, the upper bound and lower bound of the MFDGRs

for TE- and TB-SC-PLDPC codes can be respectively derived

as [208, eqs. (18)] and [208, eqs. (19)]. The above two bounds

will converge to the same value as LSC becomes large enough.

Remark: The minimum-distance metrics are only relevant to

the type of code ensemble, but irrelevant to other components

of PLDPC-BICM. Moreover, there exists a trade-off between the

decoding threshold and minimum distance for a PLDPC code.

Example 6: Fig. 8 illustrates the MFDGR bounds of the rate-
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Fig. 8. MFDGR bounds of the regular-(3, 6) SC-PLDPC codes with ς = 2.

1/2 regular-(3, 6) SC-PLDPC codes. It can be observed that

the upper bound and lower bound on MFDGRs of the regular

SC-PLDPC code ensembles converge to the same value (i.e.,

δfree(LSC) = 0.086) when the coupling length exceeds 12, which

is much larger than the MHDGR (δHAM = 0.023) of their

uncoupled PLDPC code ensemble. Similar conclusion can be

made for the RJA SC-PLDPC code ensembles [67], [140].

3) Harmonic Mean of Minimum Squared Euclidean Distance

Analysis: Aiming to analyze the constellation performance in

BICM systems, Euclidean distance was introduced in [20]. In

the past two decades, several constellation design methods were

proposed to maximize the minimum squared Euclidean distance

(MSED) [78]. However, the MSED metric cannot ensure an

accurate BER bound. Consequently, the harmonic mean of the

MSED (i.e., HMMSED) was put forward to serve as a more

relevant cost function for the BER bound of BICM systems [46],

[88], [90]. Especially, the asymptotic performance of the signal

constellations in BICM systems can be inherently interpreted

by the HMMSED. Specifically, the Hamming/free distance and

HMMSED are two dominant factors affecting the performance

of BICM, where the former and the latter control the slope

and horizontal gain of the asymptotic BER curve in the high-

SNR region, respectively. In fact, the HMMSED metrics can

be utilized to optimize the asymptotic performance of signal

constellations, which is independent of the code design. To

facilitate the design of signal constellations in PLDPC-BICM

systems, the HMMSED analysis is discussed below.

Consider an M -ary modulation with a constellation χ and a

labeling rule φ. The HMMSED is expressed as [46]

d2h,A(χ, φ) =


 1

w2w

w∑

µ=1

1∑

b=0

∑

x∈χb
µ

1

|x− x̃A|2


 , (9)

where A ∈ {NI, ID}, w = log2 M is the number of labeling

bits within a signal point (or a modulated symbol), χb
µ is the

constellation subset of signal points with the µ-th labeling bit

value b ∈ {0, 1}, x is a signal point belonging to χb
µ, and x̃A ∈

χ̄b
µ represents the signal point closest to x in the complementary

set of χb
µ in the case of BICM-NI, and also represents the signal

point with the same labeling-bit value as those in x except the µ-

th labeling bit in the case of BICM-ID with error-free feedback.

In the following, d2h,NI(χ, φ) and d2h,ID(χ, φ) are referred to as

NI-HMMSED and ID-HMMSED, respectively. Based on the two

HMMSED metrics, one can promptly obtain the offset gain as
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TABLE IV
NI-HMMSED d2

h,NI
(χ, φ), ID-HMMSED d2

h,ID
(χ, φ), AND OFFSET GAIN

Gh (dB) OF THE 16QAM CONSTELLATIONS WITH THE GRAY LABELING,
ANTI-GRAY LABELING, SP LABELING, AND MSEW LABELING.

Constellation Type Gray Anti-Gray SP MSEW

d2

h,NI
(χ, φ) 0.492 0.400 0.441 0.400

d2

h,ID(χ, φ) 0.514 0.993 1.119 2.364

Gh 0.190 3.050 3.569 6.817

Gh = 10 log10
d2h,ID(χ, φ

d2h,NI(χ,Gray)
(in dB), (10)

which specifies the asymptotic iterative gain attained by an ideal

BICM-ID with respect to the optimal Gray-labeled BICM-NI.

Actually, the ID-HMMSED is derived based on an ideal

BICM-ID framework in which perfect a priori LLRs of the

labeling bits are fed back to the demodulator. This assumption

is unrealistic and may degrade the accuracy of performance

evaluation for BICM-ID systems. From the design point of view,

it is advisable to choose a constellation exhibiting a good balance

between the NI-HMMSED and the ID-HMMSED, such that the

BICM is able to achieve sufficiently good performance in both

NI and ID scenarios after a few global iterations [180]. Moreover,

a powerful resistance to the feedback errors is particularly

important for the constellation shaping in BICM-ID systems.

Example 7: The NI-HMMSED d2h,NI(χ, φ), ID-HMMSED

d2h,ID(χ, φ) and offset gain Gh (dB) of four classic 16QAM con-

stellations are shown in Table IV. As observed, the Gray labeling

achieves the largest d2h,NI(χ, φ), but the smallest d2h,ID(χ, φ)
and Gh. This phenomenon reveals that the Gray labeling may

not be suitable for BICM-ID systems. On the contrary, MSEW

labeling suffers from the smallest d2h,NI(χ, φ), but benefits from

the largest d2h,ID(χ, φ), which indicates that it may outperform

other three labelings in BICM-ID scenario with perfect a priori

information. However, the MSEW labeling may not achieve the

best performance in the case with feedback errors.

E. Summary

In this section, the basic principles of PLDPC codes and SC-

PLDPC codes are first reviewed. Then, three types of prevailing

theoretical-analysis tools are introduced for the PLDPC-BICM,

which can be used to develop system design and optimization

methods. Specifically, the PEXIT algorithm, AWE analysis, and

HMMSED analysis are discussed, which respectively yield three

critical performance metrics, i.e., decoding threshold, minimum

distance rate, and HMMSED, for the PLDPC-BICM.

IV. DESIGN OF PLDPC-BICM OVER AWGN CHANNELS

This section summarizes the current research achievements

in the design of PLDPC-BICM systems over AWGN channels,

which can be used to model various communication scenarios,

e.g., deep-space communication systems [42], [65], satellite

broadcasting systems [102], [121], optical communication sys-

tems [122], [150], [151]. As discussed in Section II-A, the

BICM design developed over AWGN channels usually perform

well over other memoryless channels if they have similar input-

output MIs. Hence, the AWGN channel is considered as a proper

surrogate channel for some complex channel models.
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Fig. 9. Structures of (a) AR4A code [65] and (b) AR4JA code [122], with a
code rate of rP = (e+ 1)/(e + 2) (e = 0, 1, 2, . . .).

A. Design of PLDPC-BICM Systems

1) Code Construction: In PLDPC-BICM systems, most

related works exploited computer search methods to con-

struct capacity-approaching PLDPC codes with linear-minimum-

hamming-distance-growth property based on the PEXIT algo-

rithm and AWE analysis. The first attempt was made in [116]

to carry out a joint design of PLDPC codes and high-order

modulation. Motivated by this pioneering work, the majority

of coding efforts turned to investigating the interplay between

the PLDPC codes and high-order modulations as well as the

concatenation of these two types of techniques. For instance, a

family of AR4A codes (see Fig. 9(a)) were applied to the BICM-

NI systems with various high-order modulations over AWGN

channels [118], [122], [170]. These studies concentrated on the

optimization of bit-mapping schemes but not on PLDPC codes.

In the following, several PLDPC-code constructions in BICM

systems over different channels are discussed.

(1) Code Design for PSK/QAM-aided BICM-NI: To ensure

the capacity-approaching performance of BICM-NI systems with

MPSK/MQAM modulations, a family of RC PLDPC codes,

called AR4JA codes, were constructed in [116], with the structure

shown in Fig. 9(b). Referring to this figure, the AR4JA codes

cover a wide range of rate from 1/2 to 1 − ǫ, where ǫ is an

arbitrarily small positive value. The higher-rate AR4JA codes are

formulated by repeatedly adding 2e (e = 0, 1, 2, . . .) degree-4
variable nodes into the rate-1/2 AR4JA code and then connecting

them to the two highest-degree check nodes c2 and c3 (see

Fig. 9(b)). The AR4JA codes possess both desirable decod-

ing thresholds and linear-minimum-Hamming-distance-growth

property. Meanwhile, a novel bit-mapping scheme, i.e., VDMM

scheme was constructed by combining the AR4JA code with

16QAM modulation, which improves the spectral efficiency of

PLDPC-based BICM-NI systems. The details of VDMM scheme

will be further discussed in Section IV-A3.

(2) Code Design for ASK-aided BICM-NI: In parallel with the

above research progress, a systematic study on the code construc-

tion and analysis of PLDPC-BICM-NI systems with probabilistic

signal shaping was carried out in [171], [172]. In classic BICM-

NI systems, the transmitted symbols are always assumed to

follow a uniform distribution and the w labeling bits within a

given symbol are always treated as mutually independent, which

leads to a non-trivial gap from the channel capacity. To overcome

this weakness, a new symbol-distribution optimization scheme,

called probabilistic amplitude shaping (PAS), was proposed in
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[183] to approach the capacity of BICM-NI with the use of rate-

(nP−1)/nP PLDPC codes and ASK modulations. Based on the

PAS-aided BICM-NI framework, a PEXIT-based design scheme

was developed in [171], [172] to construct outstanding PLDPC

codes operating within 0.39 ∼ 0.45 dB to the channel capacities.

Specifically, consider a BICM-NI system with a rate-(nP −
1)/nP PLDPC code and an M -ary ASK modulation. To achieve

the PAS goal, the protograph corresponding to the PLDPC code

should include nP = w variable nodes and mP = w − 1
check nodes, where w = log2 M . The PLDPC code Λ =
(v1, v2, . . . , vN ) of length N = ZnP is first mapped to an ASK-

modulated symbol sequence x = (x1, x2, . . . , xN ′) of length

N ′, where N ′ = N/w = Z , xk , (v̂k,1, v̂k,2, . . . , v̂k,w) ∈ χ
is the k-th (k = 1, 2, . . . , N ′) modulated symbol, v̂k,µ is the

µ-th (µ = 1, 2, . . . , w) labeling bit within the k-th symbol, and

χ = {±1,±3, . . . ,±(2w − 1)} is the constellation set.

Totally, there are Z(w− 1) information bits and Z parity bits

in a PLDPC code of length N = Zw in such a BICM-NI system.

During the systematic encoding process, the K = Z(w− 1) in-

dependent and identically distributed (i.i.d.) information bits s =
(s1, s2, . . . , sK) are passed through a distribution matcher [171],

so as to yield Z groups of labeling bits {v̂k,2, v̂k,3, . . . , v̂k,w | k =
1, 2, . . . , Z} with Ak =

∑w
µ=2 v̂k,µ·2

w−µ being the ampli-

tude of the k-th group. Due to the effect of the distribution

matcher, the w − 1 resultant labeling bits in each group are

no longer i.i.d., but follow a non-uniform discrete distribution,

which are mutually dependent. Furthermore, the Z parity bits

ΛP = (vK+1, vK+2, . . . , vK+Z) can be promptly generated

according to the checksum constraint ΛHT = (s,ΛP)H
T = 0,

which controls the relationship between a systematic codeword

Λ = (s,ΛP) and its corresponding parity-check matrix HT. The

Z parity bits are appended to the information bits to constitute

the overall systematic PLDPC code. They are consecutively

employed to indicate the sign of the amplitudes of the Z
labeling-bit groups to form the overall transmitted symbols

{xk , (v̂k,1, v̂k,2, . . . , v̂k,w) | k = 1, 2, . . . , Z}. Here, the first

labeling bit of the k-th symbol v̂k,1 = sign(xk) is uniformly

mapped from the k-th parity bits vK+k. Thus, xk = +Ak if

v̂k,1 , vK+k = 0, and xk = −Ak otherwise. In the end, the

distribution of M different signal points belonging to the Gray-

labeled MASK constellation is optimized, so as to maximize

the channel input-output MI and approach the constellation-

unconstrained capacity with Gaussian-distributed symbols. The

above technique is referred to as PAS. Especially, the PAS

technique concatenates a probabilistic-shaping-aided distribution

matcher with a systematic PLDPC encoder at the transmitter, and

exploits a bit-metric BP decoder at the receiver.

To simplify the design of PLDPC codes in PAS-aided BICM

systems, a surrogate channel was considered in [171]. A channel

is said to be a proper surrogate channel if the code optimized

for such a channel cannot be further improved over the target

BICM channel by varying the bit-mapping scheme. Through

simulations, the binary-input AWGN channel was found to be

proper surrogate for each bit-channel of an MASK-aided BICM-

NI channel with uniformly distributed input and PAS (non-

uniform) input. Then, a novel PEXIT algorithm was developed

for constructing the near-capacity PLDPC codes.

Example 8: Utilizing the PEXIT-aided computer search

TABLE V
DECODING THRESHOLDS (Eb/N0)th (dB) AND CAPACITY GAPS ∆ OF THE

OPTIMIZED PLDPC CODES FOR THREE DIFFERENT MASK-AIDED BICM-NI
SYSTEMS WITH UNIFORM INPUT AND PAS INPUT, WHERE THE GRAY

LABELING IS USED.

Modulation Scheme 4ASK-U 8ASK-PAS 64ASK-PAS

(Eb/N0)th 5.57 7.77 25.52
Capacity 5.27 7.34 25.31

∆ 0.30 0.43 0.39

method, the rate-(w− 1)/w PLDPC codes can be optimized for

MASK-aided BICM-NI systems with uniform input and PAS

input under the Gray-labeling. The base matrices and thresholds

of the optimized PLDPC codes for such frameworks with three

different modulation orders (i.e., different values of M ) are

illustrated in (11) and Table V, respectively. As a baseline, the

capacities and the capacity gaps are also included in the table.

B4ASK-U=



2 1 1 2 1 4
1 1 1 2 2 5
1 0 2 1 0 6


 ,

B8ASK-PAS=

[
1 1 1 1 1 6
2 2 1 1 2 6

]
,

B64ASK-PAS =

[
2 2 2 1 2 2 6 2 2 0 6 6
1 1 1 2 1 1 6 1 0 2 6 6

]
. (11)

The rate-1/2 4ASK-U PLDPC code, rate-2/3 8ASK-PAS

PLDPC code, and rate-5/6 64ASK-PAS PLDPC code are op-

timized for the 4ASK modulation with uniform input, 8ASK

modulation with PAS input, and 64ASK modulation with PAS

input, respectively. As observed, all the three optimized PLDPC

codes enjoy very desirable decoding thresholds, which are within

0.43 dB from the channel capacities. The design method can

be easily extended to the PLDPC codes with rates higher than

(w − 1)/w for a given modulation order, such as rP = 3/4 for

4ASK [171]. For simplicity, the result is omitted here.

(3) Code Design for CPSK-aided BICM-ID: In [121], a new

PEXIT function was proposed, tailored for the bilayer (i.e.,

L = 2) root-PLDPC codes in the MCPSK-aided BICM-ID

context. Then, a series of two-layer root-PLDPC codes were

constructed for the BICM-ID systems to increase the transmis-

sion throughput and reduce the data-processing time for the next

generation of global navigation satellite systems. Recall that

the MCPSK modulation is an M -ary direct-sequence spread-

spectrum (DSSS) modulation, which exploits a maximum-length

pseudo-noise (PN) sequence with β chips to carry w = log2 M
coded bits. Thus, a length-N PLDPC code Λ = (v1, v2, . . . , vN )
is first converted to a length-N ′ non-binary codeword ΛNB =
(vNB,1, vNB,2, . . . , vNB,N ′). Later on, each non-binary symbol is

represented by a circular shift of the pre-generated length-β PN

sequence ϕCPSK. In this setting, the MCPSK constellation set

is constituted by M different circular-shift versions of ϕCPSK.

As a type of maximum-distance separable (MDS) codes, root-

PLDPC codes were initially proposed in [179], [212], [213] to

achieve full diversity and outage-limit-approaching performance

over block-fading channels. It was demonstrated in [71] that the

structure of root-PLDPC codes perfectly matches the charac-

teristics of block-fading channels. Here, the root-PLDPC-code

design for MCPSK-aided BICM systems over AWGN channels

is discussed, without getting into details of such codes. The

construction principle of root-PLDPC codes will be discussed in
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Section V-B1, where the research progress relevant to the root-

PLDPC-BICM over block-fading channels will be presented.

Example 9: Aiming to obtain a desirable optimized bilayer

root-PLDPC code for 4CPSK-aided BICM-ID systems over an

AWGN channel, a 4× 8 base matrix is initialized, as

B =




1 0 0 0 b1,5 b1,6 b1,7 b1,8
0 1 0 0 b2,5 b2,6 b2,7 b2,8

b3,1 b3,2 b3,3 b3,4 1 0 0 0
b4,1 b4,2 b4,3 b4,4 0 1 0 0


 , (12)

where the value of the (i, j)-th element is assumed to be

bi,j ∈ {0, 1, 2, 3} in order to keep relatively low computa-

tional complexity for code optimization and construction, with

i ∈ {1, 2, 3, 4} and j ∈ {1, 2, 3, 4, 5, 6, 7, 8}. Note that the

structure of the base matrix (12) strictly follows the definition of

root-PLDPC codes given in Section V-B1. After a PEXIT-aided

search procedure, the base matrix corresponding to the optimized

bilayer root-PLDPC code can be obtained, as

BOPT-ROOT =




1 0 0 0 0 1 2 1
0 1 0 0 1 0 2 0
1 3 1 2 1 0 0 0
0 1 3 0 0 1 0 0


 . (13)

Both theoretical and simulation results demonstrated that the

optimized bilayer root-PLDPC code accomplishes a remarkable

gain of more than 0.5 dB over the L1 civil LDPC codes adopted

in the 4CPSK-aided global positioning system [121].

(4) Code Design for CPM-aided BICM-ID: As another promis-

ing power- and bandwidth-efficiency modulation scheme, CPM

has attracted enthusiastic interest in wireless communication sys-

tems due to its constant-envelope characteristic [214]. Inspired

by this appealing advantage, the joint design of the PLDPC codes

and CPM modulations was investigated in [166] by exploiting

a modified PEXIT algorithm within the context of BICM-ID.

Specifically, consider a CPM-aided BICM-ID system. A length-

N PLDPC code Λ = (v1, v2, . . . , vN ) is interleaved and then

processed by an MCPM modulator to generate a length-N ′ M -

ary symbol sequence x = (x1, x2, . . . , xN ′), where N ′ = N/w
and xk , (v̂k,1, v̂k,2, . . . , v̂k,w) is the k-th (k = 1, 2, . . . , N ′)
modulated symbol; particularly, xk is taken value from the set

χ = {±1,±3, . . . ,±(2w − 1)}. According to a given symbol

sequence x, a CPM signal transmitted over an AWGN channel

can be generated as

ϕCPM(τ,x) =
√
2Es/T cos(2πf0τ +Υ(τ,x) + Υ0), (14)

where Es is the average symbol energy, T is the symbol

duration, f0 and Υ0 are the carrier frequency and initial phase

shift, respectively, and Υ(τ,x) is the information-carrying phase.

Based on the CPM-aided BICM-ID framework, the extrinsic MI

functions for the outer decoder and inner demodulator were

derived, which can facilitate the PLDPC-code optimization.

Subsequently, a simple search method was proposed in [166]

to construct a series of capacity-approaching rate-1/2 PLDPC

codes in this framework.

Example 10: Aiming to minimize the decoding threshold of a

PLDPC code in the CPM-aided BICM-ID system, a 4× 8 base

matrix with three degree-2 variable nodes and three degree-1
variable nodes is initialized, as

B =




1 1 0 0 0 0 b1,7 b1,8
0 1 1 0 1 0 b2,7 b2,8
0 0 1 1 0 1 b3,7 b3,8
0 0 0 1 0 0 b4,7 b4,8


 , (15)

where the seventh and eighth columns correspond to the variable

nodes with degrees at least 3. To limit the search space and lower

the encoding complexity, the value of bi,j (i ∈ {1, 2, 3, 4}, j ∈
{7, 8}) is assumed to satisfy 0 ≤ bi,j ≤ 3. Then, under three

different CPM schemes, i.e., binary Gaussian minimum shift

keying (GMSK, M = 2), Gray-labeled quaternary raised-cosine

(QRC, M = 4), and Gray-labeled octal rectangular (OREC,

M = 8), the base matrices of optimized PLDPC codes can be

obtained after a computer-based search [166], as (16).

For comparison, the decoding thresholds and capacity gaps of

the rate-1/2 optimized PLDPC codes, AR3A code and AR4JA

code in the CSK-aided BICM-ID systems are summarized in

Table VI. Obviously, the three optimized PLDPC codes have

gaps of only 0.65 dB, 0.74 dB, and 1.54 dB to the channel

capacities under GMSK, QRC, and OREC modulations, respec-

tively, which are much smaller than those of AR3A and AR4JA

codes. Moreover, the optimized PLDPC codes have decoding

thresholds nearest to the capacities, while the AR4JA code has

decoding thresholds farthest from the capacities.

BGMSK =




1 1 0 0 0 0 1 2
0 1 1 0 1 0 2 1
0 0 1 1 0 1 1 1
0 0 0 1 0 0 1 1


 ,

BORC =




1 1 0 0 0 0 1 1
0 1 1 0 1 0 2 2
0 0 1 1 0 1 1 1
0 0 0 1 0 0 1 1


 ,

BOREC =




1 1 0 0 0 0 1 1
0 1 1 0 1 0 3 3
0 0 1 1 0 1 1 1
0 0 0 1 0 0 1 1


 . (16)

Remark: The above works are restricted to the PLDPC-

code design for regular-mapped BICM with different modulation

schemes. By a glance at this issue for irregular-mapped BICM

[215], relevant studies are still in infancy.

2) Constellation Shaping: Since the inception of BICM, a

great deal of research effort has been devoted to investigating

constellation shaping in order to enhance the performance in

both NI and ID scenarios. Of particular interest are the works

that investigated the APSK constellation optimization for LDPC-

BICM systems [68], [69], [76], [77], [80], proposing desirable

constellations under different environments. In contrast to the

BICM-NI scenario, the trade-off between the NI-HMMSED

and ID-HMMSED has to be carefully taken into account when

optimizing the constellations for BICM-ID. For instance, some

innovative methods were proposed in [68], [76] to design APSK

constellations having excellent HMMSEDs for achieving good

performance in LDPC-BICM-ID systems.

Yet, the constellation shaping for PLDPC-BICM systems is

relatively unexplored. To fill this gap, an adaptive 16QAM con-

stellation is proposed here for the PLDPC-BICM-ID systems by

modifying the subset-partition rule on the Gray-labeled 16QAM

constellation. Fig. 10 displays the structure of the proposed
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TABLE VI
DECODING THRESHOLDS (Eb/N0)th (dB) AND CAPACITY GAPS ∆ OF THE RATE-1/2 OPTIMIZED PLDPC CODES, AR3A CODE, AND AR4JA CODE IN THREE

DIFFERENT CSK-AIDED BICM-ID SYSTEMS OVER AN AWGN CHANNEL, WITH GRAY LABELING.

Modulation Type
Code Type Optimized PLDPC AR3A AR4JA

Capacity
(Eb/N0)th ∆ (Eb/N0)th ∆ (Eb/N0)th ∆

GMSK −2.11 0.65 −0.45 2.31 −0.20 2.56 −2.76
QRC 1.36 0.74 3.36 2.74 3.68 3.06 0.62

OREC 3.79 1.54 7.29 5.04 7.92 5.67 2.25
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Fig. 10. Constellation of the adaptive Gray-labeled 16QAM modulation.

adaptive Gray-labeled 16QAM constellation. Analysis confirms

that the adaptive Gray-labeled constellation possesses the same

NI-HMMSED (i.e., d2h,NI(χ, φ) = 0.492) with respect to the

Gray-labeled counterpart, with a relatively larger ID-HMMSED

(i.e., d2h,ID(χ, φ) = 0.615). This implies that the adaptive Gray-

labeled constellation can obtain better performance than the Gray

counterpart in the ID setting.

As a further progress, a generalized design method was

proposed in [215] to construct an adaptive constellation based

on an initial constellation with any labeling format (e.g., Gray

and anti-Gray) and any modulation order. The designed adaptive

constellation can be seamlessly combined with its corresponding

initial constellation to formulate a powerful irregular mapping

(IM) scheme, which can enhance the performance of the PLDPC-

BICM-ID system over AWGN channels. Note that the principle

of IM and its corresponding design guideline are ignored here,

which will be discussed in the next subsection.

3) Bit-Mapper (Interleaver) Design: Given a well-

constructed PLDPC code and a well-shaped constellation,

the interface between these two components is also of great

importance in determining the overall performance of BICM

systems. The interface between a binary code and a high-order

constellation is commonly called bit mapper or bit interleaver.

(1) Regular Mapping: In 2005, two VDMM schemes, i.e.,

water-filling and reverse water-filling VDMMs, were proposed

in [116] for Gray-labeled 16QAM-modulated BICM-NI systems.

Considering a given constellation, the principle of both VDMM

schemes is that the coded bits within a codeword are assigned

to different labeling-bit positions within a modulated symbol

according to the variable-node degree distribution of the PLDPC

code. In the water-filling VDMM, the variable nodes (i.e., coded

bits) with the highest degrees are assigned to the labeling-bit

positions with the highest protection degrees (i.e., the highest

MI), while those with the lowest degrees are assigned to the

labeling-bit positions with the lowest protection degrees. On

the contrary, in the reverse water-filling VDMM, the mapping

between the variable nodes and the labeling bits is assigned in

a reverse order. Simulation results suggest that the water-filling

VDMM scheme performs as good as the random bit-mapping

(interleaving) scheme, while the reverse water-filling VDMM

TABLE VII
DECODING THRESHOLDS (Eb/N0)th (dB) AND CAPACITY GAPS OF THE

WATER-FILLING VDMM SCHEME, OPTIMIZED VDMM SCHEME, AND THE

TSLM SCHEME IN THE BICM-NI SYSTEMS OVER AN AWGN CHANNEL,
WHERE A RATE-1/2 AR4JA CODE AND GRAY-MAPPED 16QAM

MODULATION ARE USED.

Bit-Mapping Scheme (Eb/N0)th ∆ Capacity

Water-filling VDMM [116] 2.853 0.567
2.286Optimized VDMM [118] 2.714 0.428

TSLM [83] 2.812 0.526

scheme performs worse than the random bit-mapping scheme

by at least 0.1 dB. However, neither the water-filling VDMM

nor the random mapping schemes can achieve optimal perfor-

mance in PLDPC-BICM-NI systems. To address this issue, a

PEXIT-assisted optimization strategy was developed to enhance

the performance of VDMM in PLDPC-BICM-NI systems with

16QAM modulation [118], where all possible permutations for

the mapping between the variable nodes with different degrees

in a protograph and the labeling bits with different protection

degrees in an M -ary symbol are enumerated so as to achieve

the lowest decoding threshold. The optimized VDMM attains a

considerable performance gain over the conventional VDMM at

the expense of a higher computational complexity.

There are two drawbacks for the VDMM schemes [83], [119]:

• The VDMM schemes are not effective if the number of

variable nodes in a protograph is not equal to the number

of labeling bits in a modulated symbol.

• The VDMM schemes are not effective if all the variable

nodes have the same degree.

Hence, the conventional and optimized VDMM schemes can

only work well for irregular PLDPC-BICM systems when, and

only when nP = w = log2 M . This severely limits the appli-

cation of such techniques to practical BICM systems. To break

this limitation, a more feasible bit-mapping scheme, referred to

as TSLM scheme, was developed in [83]. The proposed TSLM

scheme begins by permuting the original protograph with an

initial lifting factor z = w, which is much smaller than the

lifting factor used for producing a PLDPC code.

Accordingly, a wmP × wnP intermediate protograph can

be formulated, with variable nodes distributed on w different

planes. Particularly, each plane corresponds to a replica of the

protograph and comprises of nP variable nodes. Now, all the

nP variable nodes of the µ-th (µ = 1, 2, . . . , w) plane are

mapped to nP replicas of the µ-th labeling bit within an M -

ary modulated symbol, such that the wnP variable nodes of the

intermediate protograph can be mapped to nP symbols. After

that, the BICM framework is realized based on the intermediate

protograph, which is convenient for further optimization. One

can then expand the intermediate protograph to a PLDPC code

with an expected codeword length (or symbol length). For

instance, if the codeword length is N = ZnP, the secondary

lifting factor for the expansion of the intermediate protograph
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becomes Z ′ = N
wnP

= Z
w . Note that the proposed TSLM scheme

is applicable to any protograph structure with any modulation

order. Assuming that the PLDPC-BICM-NI systems use a rate-
1
2 AR4JA code and Gray-mapped 16QAM modulation, Table

VII presents the decoding thresholds of the water-filling VDMM

[116], optimized VDMM [118], and the TSLM schemes [83]. As

seen, the decoding threshold of the TSLM scheme is slightly

smaller than that of the water-filling VDMM, but is slightly

higher than that of the optimized VDMM. In fact, the optimized

VDMM scheme resorts to a brute-force search, which requires

much higher computational complexity than the TSLM scheme.

It was shown in [83] that the TSLM scheme allows the PLDPC-

BICM-NI to attain close-to-capacity decoding thresholds in a

wide range of code rates and modulation orders with relatively

low computational complexity.

Apart from the TSLM scheme, a generalized VDMM scheme

was developed in [119] for PLDPC-BICM-NI systems with

MAPSK modulation, which can also be applied to combine any

protograph structure with any modulation order. Specifically, the

nP types of variable nodes in a PLDPC codeword are first re-

ranked in a descending order according to their degrees, while

the w types of labeling bits in a symbol sequence are re-ranked

in a descending order according to their protection degrees.

In the sequel, the variable nodes are artificially divided into

w groups, which are successively mapped to the w types of

labeling bits. By this method, a water-filling-like procedure can

be realized and thus desirable convergence and error performance

can be achieved. As a further advance, a simplified optimization

scheme for the generalized VDMM scheme was constructed

to obtain optimal mapping performance with relatively lower

complexity than the brute-force search-aided method [118]. Also,

the generalized VDMM scheme was applied to the PLDPC-

RGB-LED-based BICM-VLC systems in [122].

In parallel with the VDMM-related scheme, another novel

optimized bit-mapping scheme, referred to as variable-node

fractional-allocation mapping (VNFAM) scheme, was proposed

in [149] for BICM-NI fiber-optical communication systems. In

these systems, polarization-multiplexed (PM) MQAM signals

are adopted for transmission. The proposed VNFAM scheme

utilizes a modified PEXIT algorithm to search for an unrestricted

matching between the variable nodes in a protograph and the

labeling bits within a PM-MQAM modulated symbol. Re-

sults demonstrated that the PLDPC-BICM-NI with the VNFAM

scheme can accomplish performance gains up to 0.25 dB over

its counterpart with the consecutive mapping scheme.

Remark: The generalized VDMM scheme is applicable only

to irregular codes, while the TSLM and VNFAM schemes are

applicable to both regular and irregular codes.

(2) Irregular Mapping: In the traditional BICM frameworks,

only one signal constellation is employed to modulate the

PLDPC code, which is referred to as a regular mapping. With

the development of BICM techniques, efforts have been made to

explore more flexible mapping schemes in order to increase the

degree of freedom of system design and to enhance the link

adaption ability. As an alternative mapping scheme, IM that

employs more than one constellation to modulate a codeword

was proposed for BICM-ID systems in order to improve the

convergence performance [216]. It was verified that the deploy-

TABLE VIII
DECODING THRESHOLDS (Eb/N0)th (dB) OF FOUR DIFFERENT IM

SCHEMES (χ1 : GRAY-LABELED CONSTELLATION,χ2 : ANOTHER

CONSTELLATION) AND GRAY-LABELED REGULAR MAPPING SCHEME IN THE

16QAM-AIDED BICM-ID SYSTEMS OVER AN AWGN CHANNEL, WHERE

THE RATE-1/2 REGULAR-(3,6) PLDPC CODE IS USED.

Code Type
χ2 Anti-Gray MSEW ABSA [90] Adp-Gray Gray

Regular 3.442 4.053 3.160 3.108 3.211

ment of IM in BICM-ID systems can have desirable capacity-

approaching performance [93]. Yet, how to devise excellent IM

schemes with acceptable computational complexity remains to

be a challenging issue for further investigation.

In 2011, a novel IM scheme was proposed in [90] by ex-

ploiting a modified adaptive binary switch algorithm (ABSA),

which is able to achieve near-capacity performance in LDPC-

BICM-ID systems with MQAM. In this IM scheme, the ABSA

is exploited to search for a new constellation based on a given

constellation (e.g., Gray- or quasi-Gray-labeled constellation).

Then, both constellations are employed to modulate the LDPC

code with a fixed mixing ratio. The mixing-ratio vector of the

IM is defined as η = (η1, η2), where ηκ = Nκ/N is the ratio

between the number of coded bits mapped to the κ-th (κ = 1, 2)
constellation and the codeword length.

As the first attempt to investigate the IM-PLDPC-BICM-

ID over an AWGN channel, by mixing the adaptive Gray-

labeled 16QAM constellation (see Fig. 10) with its mother

constellation (i.e., Gray-labeled 16QAM constellation), a novel

IM scheme, referred to as protograph-based adaptive irregular

mapping (PAIM) scheme, was developed in [215]. It was shown

that the PAIM scheme can significantly accelerate the decoding

convergence of PLDPC codes in BICM-ID systems.

Example 11: Assuming a Gray-labeled constellation (denoted

by χ1) and a mixing-ratio vector η = (1/2, 1/2), the decoding

thresholds of the IM schemes are now compared with four differ-

ent realizations of the second component constellation (denoted

by χ2) in the PLDPC-BICM-ID systems over an AWGN chan-

nel, where the channel code and modulation used are the rate-

1/2 regular-(3, 6) PLDPC code and 16QAM, respectively. In the

comparison, each IM scheme is composed of the constellations

χ1 and χ2. The Gray-labeled regular mapping (i.e., χ2: Gray-

labeled constellation) is also included as a benchmark. As seen

from Table VIII, the IM scheme employing both Gray- and

adaptive-Gray-labeled constellations exhibits the best decoding

threshold among the four schemes. Moreover, the IM scheme ob-

viously outperforms the Gray-labeled regular-mapping scheme,

which achieves optimal performance in the NI scenario. Hence,

the Gray- and adaptive-Gray-labeled constellations constitute a

promising IM scheme for the PLDPC-BICM-ID systems.

B. Design of SC-PLDPC-BICM Systems

1) Code Construction: During the past decade, SC-PLDPC

codes have been extensively applied to BICM systems. With

the advancement of the design methodologies for SC-PLDPC

codes, their BICM relatives gradually stood out as a predominant

bandwidth-efficient transmission solution for communication and

storage systems. For example, based on the SC-PLDPC codes, a

variety of BICM design paradigms were proposed for different
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TABLE IX
DECODING THRESHOLDS (Eb/N0)th (dB) OF THE RATE-3/4

CONVENTIONAL REGULAR TE-SC-PLDPC CODE, ASYMMETRIC REGULAR

TE-SC-PLDPC CODE, AND THREE OPTIMIZED IRREGULAR LDPC CODES IN

THE 16QAM-AIDED BICM-ID SYSTEMS OVER AN AWGN CHANNEL,
WHERE THE GRAY, SP, AND M16A LABELINGS ARE CONSIDERED. THE

CAPACITY LIMIT IS 4.528 dB, AND THE PARAMETERS USED FOR THE

TE-SC-PLDPC CODES ARE ς = 1 AND LSC = 100.

Code Type
Constellation Gray SP M16a [23]

Conv. regular TE-SC-PLDPC 4.695 5.001 5.260
Asym. regular TE-SC-PLDPC 4.712 4.577 4.745

Opt. irregular LDPC-A (for Gray) 4.600 6.217 6.344
Opt. irregular LDPC-B (for SP) > 7 4.739 4.983

Opt. irregular LDPC-C (for M16a) > 7 4.729 4.959

constellation formats, modulation orders and code rates, with the

aim to provide diverse requirements for practical applications

and services [102], [153]–[155], [162], [166], [178]. In the

following, several representative works are discussed.

(1) Code Design for PSK/QAM-aided BICM-NI: A so-called

“universal” design method was developed in [178] for TE-SC-

PLDPC codes, which not only achieves capacity-approaching

performance under high-order modulations regardless of the

labeling format but also has very low complexity. To facilitate

the design and analysis, two convergence regions, i.e., macro-

convergence and micro-convergence regions, are defined. The

macro-convergence and micro-convergence regions are domi-

nated by the degree distribution and spatial coupling effect

of the TE-SC-PLDPC code, respectively. According to the

theoretical analysis, some regular TE-SC-PLDPC codes with

a proper edge-spreading rule can perform very well under

different labeling formats, even perform better than the op-

timized LDPC codes. Assume that the TE-SC-PLDPC code

is generated from a regular PLDPC code with a base matrix

B = BS,1 +BS,2+, . . . ,+BS,ς+1, where BS,µ is the µ-th sub-

base matrix yielded by the “matrix division” operation. To trigger

an asymmetric “decoding wave” phenomenon from both the left-

hand and the right-hand sides of the SC protograph, it is needed

to introduce some irregularity to the ς + 1 sub-base matrices.3

The above simple operation can significantly accelerate the

MI convergence of the TE-SC-PLDPC codes in the BICM-ID

systems. Analytical and simulation results demonstrated that the

asymmetric regular TE-SC-PLDPC codes can attain capacity-

approaching decoding thresholds in the BICM-ID systems with

various labelings. More importantly, the asymmetric TE-SC-

PLDPC codes are superior to the conventional irregular LDPC

codes optimized for the BICM-ID systems.

Example 12: Based on a rate-3/4 (4, 16)-regular protograph

with base matrix B = [4 4 4 4], one can construct different

asymmetric regular TE-SC-PLDPC codes with coupling width

ς = 1. For one realization, the two sub-base matrices split from

the original base matrix B are expressed as B1 = [3 2 3 2]
and B2 = [1 2 1 2], respectively. According to its convolutional

structure, the resultant asymmetric regular TE-SC-PLDPC code

can be viewed as a regular code if the coupling length is

sufficiently large. As observed, the structures of the sub-base

3The “decoding wave” phenomenon is that the variable nodes associated with
the lower-degree check nodes at both ends of the coupled chain converge faster
than the variable nodes in the middle under BP decoding, leading to a wave-like
decoding phenomenon [67].

matrices for the asymmetric regular TE-SC-PLDPC code are

quite different from those of the conventional regular TE-SC-

PLDPC code (i.e., as B1 = [2 2 2 2] and B2 = [2 2 2 2]), which

lead to different decoding-wave behaviors. Table IX compares

the decoding thresholds of the two TE-SC-PLDPC codes in the

16QAM-aided BICM-ID systems with three different labeling

schemes, where LSC = 100. As benchmarks, three irregular

LDPC codes are considered, which are particularly optimized

for the Gray, SP, and M16a labelings. One can observe that the

conventional regular TE-SC-PLDPC code has good performance

only for Gray labeling, while the asymmetric regular counter-

parts have excellent performance for all the three labelings. On

the other hand, the irregular LDPC-A, LDPC-B, and LDPC-C

codes are unable to exhibit universally good performance for

all the three labelings. Thereby, the asymmetric regular TE-SC-

PLDPC code can be treated as a universally desirable candidate

for BICM-ID systems, regardless of the labeling scheme. In

addition, the decoding-wave analysis in [178] also verified the

merit of the asymmetric regular TE-SC-PLDPC code.

Apart from the TE-SC-PLDPC code design, an efficient design

method was developed in [155] for the TB-SC-PLDPC codes

in MPSK/MQAM-aided BICM-NI systems with shuffled BP

decoding. An appealing feature of the TB-SC-PLDPC codes is

that the non-negligible rate loss incurred by the termination effect

can be avoided, especially in the finite-coupling-length scenario.

Different from most existing design methods, the proposed

method constructs a novel type of TB-SC-PLDPC codes from

two mother PLDPC codes to inherit the performance advantages

of both codes. This type of TB-SC-PLDPC codes is referred to

as TB-SC double-PLDPC (DPLDPC) codes. Assume that two

PLDPC codes A and B correspond to the same-size mP × nP

base matrices BA and BB, respectively. The proposed code-

design method includes a hybrid edge-spreading scheme and

an EXIT-based degree-distribution optimization scheme. More

precisely, the hybrid edge-spreading scheme is composed of a

uniform edge-spreading rule and a replicative edge-spreading

rule. The uniform edge-spreading rule is exploited to divide the

base matrix of code A into two sub-base matrices BA,1 and

BA,2 (i.e., coupling width ς = 1), while the replicative edge-

spreading rule is used to divide the base matrix of code B into

another set of two sub-base matrices BB,1 and BB,2. To guar-

antee the TB-SC-DPLDPC codes constructed from the above

four sub-base matrices can combine both degree distributions of

the two mother PLDPC codes A and B, BB,1 must equal BA,1

(i.e., BB,1 = BA,1) in the replicative edge spreading. Using this

hybrid edge-spreading scheme, the TB-SC-DPLDPC codes can

inherit the superiorities of the two mother PLDPC codes. To

achieve an additional performance gain, one can optimize the

structure of the sub-base matrices based on the PEXIT algorithm

to formulate an improved TB-SC-DPLDPC (I-TB-SC-DPLDPC)

code. The I-TB-SC-DPLDPC code benefits from both the hybrid

edge-spreading and degree-distribution optimization, compared

to the two mother PLDPC codes.

Example 13: Based on the rate-1/2 AR4JA code (code A)

and AR3A code (code B) in Example 2, one can readily divide

the base matrix BAR4JA into two sub-base matrices BAR4JA,1

and BAR4JA,2 via the uniform edge-spreading rule, and divide

the base matrix BAR3A into another two sub-base matrices
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Fig. 11. BER curves of the rate-1/2 I-TB-SC-DPLDPC, regular-(3, 6) TB-SC-
PLDPC, and AR4JA codes in a Gray-mapped 16QAM-aided BICM-NI system
over AWGN channels with ς = 1, LSC = 4, NT = 3840, and tBP,max = 25.

BAR3A,1 and BAR3A,2 via the replicative edge-spreading rule.

Assuming the coupling length LSC = 4, the base matrix of TB-

SC-DPLDPC code is formulated as [155]

BTB-SC-DP =







BAR4JA,1 0 0 BAR3A,2

BAR4JA,2 BAR3A,1 0 0

0 BAR3A,2 BAR4JA,1 0

0 0 BAR4JA,2 BAR3A,1






, (17)

where BAR4JA,2 is derived in [155, eq. (9)]. Moreover, one

has BAR3A,1 = BAR4JA,1 = BAR4JA − BAR4JA,2 and

BAR3A,2 = BAR3A−BAR3A,1. In particular, the variable nodes

corresponding to the second columns of all the four sub-base

matrices are punctured.

As is well known, the degree of the punctured variable nodes

has a significant effect on the performance of the PLDPC codes.

One can further optimize the degree of the punctured variable

node in BAR4JA,2 so as to improve the decoding threshold of the

TB-SC-DPLDPC code. To keep the encoding complexity low,

the value of each element is assumed to be smaller than or equal

to 3. After a simple search, the improved version of BAR4JA,2

is obtained as (18). Hence, the base matrix of the improved TB-

SC-DPLDPC (I-TB-SC-DPLDPC) code is obtained by replacing

BAR4JA,2 in (17) with BI-AR4JA,2.

BI-AR4JA,2 =



1 1 0 0 0
0 1 1 0 0
0 1 1 1 1


 (18)

As illustrated in [155], the I-TB-SC-DPLDPC code possesses

better convergence performance than the TB-SC-DPLDPC code,

which further has better performance than the two mother

PLDPC codes. Fig. 11 compares the BER performance of

the I-TB-SC-DPLDPC code, regular TB-SC-PLDPC code, and

AR4JA code in a Gray-mapped 16QAM-aided BICM-NI system

over an AWGN channel. As shown, the I-TB-SC-DPLDPC code

is superior to the regular TB-SC-PLDPC code and the AR4JA

code under both schedules, which commendably verifies the

merit of the proposed design. Specifically, at a BER of 10−5, the

I-TB-SC-DPLDPC code has additional gains of about 0.3 and

0.5 dB over the AR4JA code and regular TB-SC-PLDPC code,

respectively, under both BP decoding schedules.

Aiming to realize more efficient implementation of SC-

PLDPC codes without loss of their performance superiority,

the QC structure was taken into account in developing new

code-construction methods. On the one hand, a couple of time-

invariant code-construction methods were proposed to further

reduce the encoding and decoding complexity of the traditional

SC-PLDPC codes in the past five years [217]. On the other hand,

circulant-based PEG (i.e., circulant-based “lifting”) algorithm

was seamlessly combined with the protographs in order to

generate QC-PLDPC codes, which not only enable the linear

encoding complexity with the aid of simple shift registers,

but also produce similar error performance as the unstructured

PLDPC codes [101], [218]. Inspired by the above advantages,

an in-depth study was carried out in [102] on the QC SC-

PLDPC codes in BICM-ID systems, which achieves both high

performance and efficient implementation in practical broad-

casting applications. Specifically, a novel construction method

was developed for the finite-coupling-length QC-TE-SC-PLDPC

codes in BICM-ID systems with QPSK modulation over AWGN

channels. With this method, a base-matrix optimization scheme

was developed for the variable-node degree distribution and

edge-spreading pattern of the original PLDPC codes to improve

the decoding thresholds and minimum distance. Then, a two-

step lifting algorithm was designed, which includes a pre-lifting

procedure and a post-lifting procedure, to construct the QC

structure and to improve the finite-length performance of the

resultant QC-TE-SC-PLDPC codes. Results demonstrated that

the proposed QC-TE-SC-PLDPC codes are capable of exhibiting

excellent error performance in the BICM-ID context. However,

the design method was carried with QPSK modulation only.

(2) Code Design for ASK-aided BICM-NI: Although the TB-

SC-PLDPC codes can overcome the rate-loss issue of the TE-

SC-PLDPC codes, the former is incapable of triggering the

decoding wave without a termination operation [144]. In [153],

the TB-SC-LDPC-BICM-NI systems with 4ASK modulation

were investigated, attempting to resolve the “decoding wave”

problem with minimum code-rate loss over AWGN channels.

Specifically, a random shortening technique was proposed for

the TB-SC-LDPC codes to trigger a wave-like decoding behavior

and to approach the performance of the TE-SC-LDPC codes with

relatively smaller rate loss in the 4ASK-aided BICM-NI systems.

In that technique, the codeword is shortened by setting some

coded bits to zero. Through such an operation, some a priori

knowledge can be used to initiate the wave-like convergence

under BP decoding. This technique is also applicable to the TB-

SC-PLDPC codes, which may achieve similar performance in

such a BICM framework. Although the shortening technique can

improve the convergence performance of TB-SC-LDPC-BICM

systems, it slightly decreases the code rate.

Following the works of [171], [172], in [162] the ASK-aided

TE-SC-PLDPC-BICM-NI systems with PAS were studied, re-

garding especially the quantized BP decoder design. Specifically,

a quaternary BP decoding algorithm was proposed for the rate-

(w−1)/w TE-SC-PLDPC codes in PAS-aided BICM-NI system

with MASK (M ≥ 4) modulation, where w = log2 M . To ease

the analysis of the proposed quantized decoding algorithm, a

modified DE algorithm was developed. Analyses and simula-

tions revealed that the proposed decoding algorithm ensures the

TE-SC-PLDPC codes to achieve desirable decoding thresholds

and error performance over MASK-aided BICM-NI with PAS.

Hence, the PAS-aided TE-SC-PLDPC-BICM possesses great
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potential to be a high-throughput transmission solution for

optical communications. Note that the above work considered

only regular TE-SC-PLDPC codes, but not the irregular TE-SC-

PLDPC-BICM-NI systems. Differing from [171], it did not study

the code optimization, but only the decoder design.

(3) Code Design for CPM-aided BICM-ID: In [167], a

new type of SC-PLDPC codes, called DT-SC-PLDPC codes,

was developed for CPM-aided BICM-ID systems. The DT-SC-

PLDPC code was constructed in an analogous way to that of a

TB-SC-PLDPC code, in order to avoid rate loss. Yet, in a DT-

SC-PLDPC code, one must directly cut off all the mPς check

nodes at the last ς time instants and their associated edges from

the SC protograph, instead of combining them with those at

the first ς time instants. With this operation, the base matrix

of a DT-SC-PLDPC code is obtained as [167, eq. (10)], which

includes mPLSC rows and nPLSC columns, leading to a code

rate of rDT-SC = 1−mP/nP = rP. The DT-SC-PLDPC codes

can preserve most convolutional benefits of the conventional TE-

SC-PLDPC codes since the structure in the left-hand side of the

protograph is unchanged. It was verified that the DT-SC-PLDPC

code can retain the rate advantage of its original protograph code

by slightly degrading the decoding threshold.

To boost the performance of CPM-aided PLDPC-BICM-ID

system in [166], two regular DT-SC-PLDPC codes with ς = 1, 2
were constructed in [167] based on the rate-1/2 regular-(3, 6)
PLDPC code. As benchmarks, a series of regular TE-SC-PLDPC

codes with ς = 1, 2 were formulated based on the rate-1/2
regular-(3, 6) PLDPC code. It was demonstrated that, with a

relatively large coupling length (i.e., LSC = 50) in the GMSK-

aided BICM-ID systems, the regular DT-SC-PLDPC code with

ς = 1 can achieve an identical decoding threshold to the

corresponding TE-SC-PLDPC code, which is much smaller than

that of their original PLDPC code. However, the regular DT-

SC-PLDPC code with ς = 2 suffers from an obvious threshold

degradation, compared with the TE-SC-PLDPC code. Due to

the performance and rate advantages, the regular DT-SC-PLDPC

code with ς = 1 may serve as a preferable candidate over the

TE counterpart in MCPM-aided BICM-ID systems.

2) Constellation Shaping: Constellation shaping was com-

monly exploited to boost either the channel capacity of BICM-

NI or the iterative performance of BICM-ID. A constellation

is universally good for both BICM-NI and ID systems if it

can simultaneously realize the above-mentioned two objectives.

In spite of a surge of publications on constellation design of

BICM systems appeared in the past two decades [26], [69],

[79], [80], [87], [95], the investigation tailored for SC-PLDPC

codes remains to be explored. As a supplement to the existing

constellations, a novel type of constellations was proposed in

[154] for the TB-SC-PLDPC-BICM-ID systems over AWGN

channels, which can achieve both desirable BICM-NI capacity

and BICM-ID performance. Based on this work, the TB-SC-

PLDPC-hierarchical modulated (HM) BICM-ID systems were

further studied and a type of structural quadrant (SQ) con-

stellations was devised for such systems [180]. The design

principles for the current constellation shaping schemes in the

above transmission scenarios are further discussed below.

(1) Traditional Modulation: It was proved, in a variety of

research works, that the Gray constellation as an optimal con-
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Fig. 12. Constellations of the LBPM schemes: (a) 8PSK and (b) 16QAM.

TABLE X
DECODING THRESHOLDS (Eb/N0)th (dB) OF THE REGULAR-(3,6)

TB-SC-PLDPC CODE IN THE 8PSK/16QAM-AIDED BICM-ID SYSTEMS

WITH FOUR DIFFERENT CONSTELLATIONS OVER AWGN CHANNELS. THE

PARAMETERS ARE

rP = 1/2, ς = 2, LSC = 12, tGL,max = 8, and tBP,max = 25.

8PSK SP MSEW anti-Gray LBPM

(Eb/N0)th 3.049 4.429 4.307 2.480

16QAM SP MSEW anti-Gray LBPM

(Eb/N0)th 4.724 5.027 4.385 3.626

stellation scheme in BICM-NI systems is generally unsuitable

for BICM-ID systems due to its trivial iterative gain. Aiming

at improving the performance of SC-PLDPC-BICM-ID systems

over AWGN channels, a two-step design method was proposed in

[154] to construct a novel type of constellations, called labeling-

bit-partial-match (LBPM) constellations. The detailed procedure

of the LBPM scheme is outlined as follows.

Step 1: For a given M -ary PSK/QAM modulation, the k-

th signal point xk belonging to a constellation is denoted as

xk , {v̂k,1, v̂k,2, . . . , v̂k,w}, where v̂k,µ is the µ-th labeling

bit within the k-th modulated symbol, w = log2 M,k =
1, 2, . . . , N ′, N ′ = N/w, and µ = 1, 2, . . . , w. Especially, an M -

ary constellation can be viewed as w parallel independent and

binary input memoryless sub-channels. Then, the labeling bits

with the maximum average MI are referred to as high protection-

degree labeling bits and the remaining labeling bits are referred

to as low protection-degree labeling bits [154]. By analyzing the

labeling-bit distribution, the number of high protection-degree

labeling bits can be calculated as w′ ∈ (0, w). Hence, the high

protection-degree labeling bits are set as the first w′ positions

(i.e., {v̂k,1, v̂k,2, . . . , v̂k,w′}) within the modulated symbol, to

attain excellent performance in the non-ID context.

Step 2: The remaining w−w′ low protection-degree labeling

bits are processed sequentially and then placed in the last w −
w′ positions within the modulated symbol. In particular, one

should reasonably set each low protection-degree labeling bit

to maximize the Hamming distance between the adjacent signal

points in the constructed constellation. This operation is of great

importance to boost the iterative gain of the constellation.

Note that the first and second steps of the LBPM constellation

are executed to improve the performance in the NI and ID

scenarios, respectively. Based on the design method, the LBPM

constellations can be easily constructed.

Example 14: The LBPM constellations for the 8PSK and

16QAM are shown in Fig. 12. In order to verify the superiority

of the two LBPM constellations, the decoding thresholds of

the regular-(3, 6) TB-SC-PLDPC code in BICM-ID systems are

calculated with results shown in Table X, where the 8PSK and
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16QAM modulations are considered. As benchmarks, three state-

of-the-art constellations, i.e., anti-Gray-labeled, SP-labeled, and

MSEW-labeled constellations, are included in the same table. It

is observed that the (3, 6) TB-SC-PLDPC code with the LBPM

constellation exhibits smaller decoding threshold than those of

the other three constellations.

(2) Hierarchical Modulation: Aiming to satisfy the di-

verse quality-of-service requirement in emerging wireless-

communication applications, such as IoT, the HM has been

extensively studied. Furthermore, the HM-BICM can retain the

spectral-efficiency benefit of BICM and can also realize UEP for

different transmitted data streams. Inspired by these appealing

characteristics, a large volume of research works related to the

HM-BICM have been carried out [180], [205].

Distinguished from the traditional BICM systems, HM-BICM

systems can be considered as layered systems, with constel-

lations decomposed into several different layers in order to

deal with different data streams. Thus, the existing constellation

design methods may not work well for HM-BICM systems.

Owing to this issue, several constellations, e.g., MSED [205],

MSED-B [205], M3 [219], and hierarchical bandwidth modula-

tion (HBM) constellations [220], were proposed in the context of

HM. There is still room for further improvement of the existing

HM constellations because they do not substantially consider the

effect of the ID framework. Recently, a two-step design method

was proposed [180] to construct a novel type of constellations,

i.e., SQ constellations, which are applicable to any M -ary HM-

BICM system. Analytical and simulation results demonstrate that

the proposed SQ constellation outperforms the existing MSED,

MSED-B, M3, and HBM constellations in both HM-BICM and

HM-BICM-ID systems over AWGN channels.

3) Bit-Mapper (Interleaver) Design: Before 2015, there

seemed to have no research work addressing the bit-mapping

design for SC-PLDPC codes. Then, a couple of efficient bit-

mapping schemes were developed for SC-PLDPC-BICM sys-

tems [150], [154]. The design frameworks in [150] and [154]

have great potential for bandwidth-efficient fiber-optical systems

and wireless-communication systems, respectively.

(1) Regular Mapping: In [150], a systematic study was pro-

posed on the bit-mapping optimization for SC-PLDPC-BICM-NI

systems over AWGN channels. In these systems, both TE- and

TB-SC-PLDPC codes are considered as channel codes, while the

Gray-labeled PM-MQAM is considered as a modulation scheme.

Two different optimized bit-mapping schemes were proposed

for TE- and TB-SC-PLDPC codes based on the UEP property

offered by the different labeling bits within a PM-MQAM-

modulated symbol. More precisely, the fast convergence of

SC-PLDPC codes in these BICM systems is attributed to the

optimized bit-mapping schemes that proportionally assign the

coded bits located in different positions of the coupled chain to

the labeling bits with different protection degrees.

On the one hand, for a TE-SC-PLDPC code, the lower-

degree check nodes at both ends of the TE-SC protograph must

pass more reliable messages to their associated variable nodes,

which significantly accelerate the decoding convergence of such

variable nodes. In this sense, the variable nodes at the beginning

and the end of the TE-SC protograph should converge faster than

the variable nodes in the middle. Consequently, the decoding

wave can be triggered by default from both ends to the middle

of the coupled chain due to the inherent termination boundary. It

was illustrated in [150] that the decoding-wave phenomenon can

be dramatically strengthened by assigning the variable nodes at

the beginning and end of the TE-SC protograph to the labeling

bits with low protection degrees within a modulated symbol,

while assigning the variable nodes in the middle area to the

labeling bits with high protection degrees. This technique is

referred to as optimized TE bit-mapping scheme for the BICM-NI

systems. Note that in the optimized TE bit-mapping scheme, the

proportion of VNs at the beginning and the end of the coupled

chain that are assigned to the low protection-degree labeling bits

must be optimized so as to guarantee the excellent performance,

which induces an additional computational overhead.

On the other hand, for a TB-SC-PLDPC code, the variable

nodes in the TB-SC protograph (i.e., coupled chain) possess

the same convergence behavior as those in its corresponding

original protograph. In particular, all the variable nodes of a

regular TB-SC-PLDPC code must have identical convergence

performance regardless of the coupling length. Inspired by the

inherent convergence feature of the TE-SC-PLDPC codes, the

UEP offered by the w labeling bits within an M -ary symbol can

be utilized to create an artificial termination boundary, which

is of great significance to triggering the wave-like decoding

convergence of the TB-SC-PLDPC code. Assume that the BP (or

the windowed BP) decoding algorithm starts from the first time

instant of the coupled chain. In the optimized TB bit-mapping

scheme [150], the coded bits at the beginning of the TB-SC

protograph are mostly assigned to the high protection-degree

labeling bits within a symbol. Accordingly, the remaining coded

bits in other areas (i.e., in the middle and at the end) of the

coupled chain can be decoded in a more efficient way by using

reliable soft information of such coded bits at the beginning

of the coupled chain. As a result, a locally improved decoding

convergence is ensured using the above mapping scheme, which

is able to initiate the wave-like decoding behavior.

However, it was found that allocating the coded bits at the

beginning of the coupled chain to the labeling bits with relatively

high protection degree [150] is not able to completely trigger the

decoding wave. In fact, coded bits at both the beginning and the

end of the coupled chain play the same role on trigging the wave-

like decoding. As an amendment to the work of [150], the effect

of spatial-coupled structure of the TB-SC-PLDPC codes on the

decoding convergence of the BICM systems was re-examined in

[154]. To further enhance the system performance, a new bit-

mapping scheme, referred to as VNMM scheme, was designed.

The principle of the VNMM scheme is illustrated as follows.

For a given M -ary PSK/QAM LBPM constellation (see Sec-

tion IV-B2), the input-output MI should be first analyzed so

as to determine the protection-degree distribution of w (w =
log2 M ≥ 3) different labeling bits within a modulated symbol.

Then, the two high protection-degree labeling bits can be found,

while the remaining w − 2 labeling bits are referred to as the

low protection-degree labeling bits. In the bit-to-symbol mapping

process, an entire codeword is first divided into w blocks in

a sequential order. Then, w coded bits are attracted from the

w different blocks to generate an M -ary modulated symbol.

Specifically, the two coded bits, which are separately extracted
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Fig. 13. BER curves of the regular-(3, 6) TB-SC-PLDPC code in the LBPM-
labeled 16QAM-aided BICM-ID systems with rSC = 1/2, ς = 2, LSC =
12, NT = 4800, tGL,max = 8, and tBP,max = 25.

from the first block and the last block, will be mapped to the two

high protection-degree labeling bits within the symbol. On the

other hand, the remaining w− 2 coded bits, which are extracted

from the remaining w − 2 blocks, will be mapped to the w − 2
low protection-degree labeling bits in a sequential order.

Remark: The optimized TB bit-mapping scheme in [150] and

the VNMM scheme in [154] are effective for both regular and

irregular codes, while the VDMM-based schemes in [116], [118],

[119] are effective only for the irregular codes.

Example 15: Consider a TB-SC-PLDPC-BICM system using

an LBPM-labeled 16QAM, where w = 4. To realize the VNMM

scheme, the entire codeword is divided into w blocks in a

sequential order, where each block includes N ′ = NSC

w coded

bits. According to the LBPM-labeled 16QAM constellation in

Fig. 12(b), the input-output MIs of four labeling bits satisfy

I(v̂k,1; yk) = I(v̂k,2; yk) > I(v̂k,4; yk) > I(v̂k,3; yk). Thereby,

the high protection-degree labeling bits are v̂k,1 and v̂k,2.

In the mapping procedure, the four coded bits involved in

each symbol can be extracted from the four different sub-blocks

separately. Specifically, the coded bits in the first and the last

blocks must be mapped to the labeling bits v̂k,1 and v̂k,2,

respectively. Meanwhile, the coded bits in the second and the

third blocks must be mapped to the remaining two labeling

bits v̂k,3 and v̂k,4, respectively. By using the VNMM scheme,

the wave-like convergence of the TB-SC-PLPDC code can be

initiated similarly to that of the TE-SC-PLDPC code without

any rate loss. In this BICM system, the variable nodes at both

the beginning and the end of the codeword are protected with a

higher priority, so as to accelerate their MI/LLR convergence.

Example 16: Fig. 13 depicts the BER curves of the regular-

(3, 6) TB-SC-PLDPC code in the 16QAM-aided BICM-ID sys-

tems with different labelings and bit-mapping schemes. The

results demonstrate that the LBPM labeling achieves gains of

about 0.3, 1.0 and 1.2 dB over the anti-Gray, SP and MSEW

labelings, respectively, at a BER of 10−5. Moreover, the TB-

SC-PLDPC-BICM-ID systems with the LBPM labeling obtain

an additional performance gain of about 0.5 dB by using the

VNMM scheme.

(2) Hybrid Mapping: In order to trigger the decoding-wave phe-

nomenon of TB-SC-PLDPC codes in MQAM-aided BICM-ID

systems, a hybrid mapping scheme was proposed in [152]. This

scheme adopts an SP-labeled constellation and another optimized

constellation simultaneously to deal with a given codeword. In

this scheme, each codeword is divided into LSC blocks according

to the coupling length LSC. Then, the SP-labeled constellation

mapper is employed for the first TSC (TSC < LSC) blocks,

while another constellation mapper is adopted for the remaining

LSC−TSC blocks. In this way, for a sufficiently large TSC, the BP

algorithm can locally decode the more reliable code bits, which

can be treated as an effective termination to trigger the wave-like

decoding convergence. However, the performance of the hybrid

mapping scheme is determined by the parameter TSC. For any

given codeword, it is necessary to search for the optimal value

of TSC, which leads to an additional computational overhead.

Especially, if the optimized constellation is implemented by the

Gray-labeled constellation, combining the TB-SC-PLDPC codes

with the hybrid mapping scheme can achieve desirable perfor-

mance gains over the TE-SC-PLDPC counterparts in BICM-ID

scenarios, without encountering any rate loss. Owing to these

advantages, the hybrid mapping scheme turned out to be a

promising alternative to the regular mapping scheme for BICM

systems. It should be noted that the hybrid mapping scheme is

exploited only for the 16QAM-aided BICM-ID system in [152].

Remarks: The hybrid mapping scheme has a similar principle

to the IM scheme [90], [93], [215], because both schemes employ

two different constellations to modulate a single codeword.

C. Summary

In this section, some design paradigms for PLDPC-BICM sys-

tems over AWGN channels are discussed. First, an overview of

PLDPC-code constructions, constellation and bit-mapper designs

for BICM systems is presented. Furthermore, the state-of-the-art

progress of the SC-PLDPC-BICM system design is reported. For

the SC-PLDPC-BICM systems, sophisticated channel-coding

and bit-mapping schemes are developed to trigger the wave-like

decoding phenomenon, which help improve the ID performance.

V. DESIGN OF PLDPC-BICM OVER FADING CHANNELS

This section presents the recent achievements related to de-

signing PLDPC-BICM systems over both ergodic fast-fading

channels and non-ergodic block-fading (i.e., slow-fading) chan-

nels. The design techniques can be viewed as promising alterna-

tives to realize high-spectral-efficiency transmission in a variety

of wireless-communication applications.

A. System Design for Ergodic Fast-Fading Channels

Recall the discussion in Section II-A4, the PLDPC codes that

perform well over an AWGN channel can also perform well

over other ergodic channel models [43], [71]. For this reason,

the PLDPC codes optimized for BICM systems over AWGN

channels can be directly applied to ergodic fast-fading channels

[83], [86], [102]. It has been shown that the AWGN-optimized

PLDPC codes do exhibit excellent performance over fast-fading

channels. Hence, there are a few works devoted to the PLDPC-

code design for BICM systems in such scenarios. More research

effort was devoted to developing bit-mapping schemes for SC-

PLDPC-BICM systems [46], [62], [83], [86], [88], [102].
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TABLE XI
DECODING THRESHOLDS (Eb/N0)th (dB) AND CAPACITY GAPS ∆ OF THE RATE-1/2 AR4JA CODE AND EAR4JA CODE IN THE BICM-NI SYSTEMS OVER A

NAKAGAMI FAST-FADING CHANNEL WITH FADING DEPTH m = 1. THE GRAY-LABELED QPSK, 8PSK AND 16QAM MODULATIONS ARE ASSUMED.

Code Type
Modulation Type QPSK 8PSK 16QAM

(Eb/N0)th ∆ Capacity (Eb/N0)th ∆ Capacity (Eb/N0)th ∆ Capacity

AR4JA 2.326 0.474
1.852

4.019 0.631
3.388

4.783 0.654
4.129

EAR4JA 2.158 0.306 3.722 0.334 4.556 0.427

1) Design of PLDPC-BICM Systems: It was proved that

the AR4JA code possesses both excellent decoding threshold

and MHDGR, and thus performs well in both low- and high-

SNR regions over AWGN channels [65]. Based on the structure

of the rate-1/2 AR4JA code in Fig. 4(d), an EAR4JA code

was constructed in [83], by adding two variable nodes and

one check node into the protograph. The base matrix of the

rate-1/2 EAR4JA code is shown in (19), where the variable

node corresponding to the second column is punctured. Using

the PEXIT algorithm, one can easily calculate the decoding

threshold of the EAR4JA code as 0.395 dB over a BPSK-

modulated AWGN channel, which has a gap of only 0.208 dB
to the channel capacity. However, no work discussed bit-mapper

design for PLDPC-BICM over ergodic fast-fading channels.

BEAR4JA =




1 2 0 0 1 0 0
0 3 1 1 1 0 1
0 1 2 2 2 1 1
0 2 0 0 0 2 0


 (19)

Example 17: Table XI compares the decoding thresholds

and capacity gaps of the rate-1/2 AR4JA code and EAR4JA

code in the MPSK/MQAM-aided BICM-NI systems over a

Nakagami fast-fading channel. As seen, AR4JA-coded BICM-NI

systems possess decoding thresholds of about 0.47 ∼ 0.66 dB to

the corresponding capacity limits. Moreover, the EAR4JA code

that outperforms the AR4JA code over an AWGN channel also

preserves it advantage over a fast-fading channel. For example,

the EAR4JA code not only has gains of about 0.17 ∼ 0.30 dB
over the AR4JA code, but also operates about 0.3 ∼ 0.43 dB
away from the corresponding capacity limits. These demonstrate

that there is no need to re-optimize the PLDPC codes over

ergodic fast-fading channels.

2) Design of SC-PLDPC-BICM Systems: In the current liter-

ature, there did not seem to be much work on designing BICM

systems deploying SC-PLDPC codes over fast-fading channels.

(1) Code Construction: In recent progress, a new QC-SC-

PLDPC-BICM scheme was proposed in [102] using a conven-

tional pseudo-random interleaver to support efficient and reliable

transmission of QPSK-aided BICM-ID systems. In particular,

a new construction method, which consists of a base-matrix

optimization scheme and a two-step lifting scheme, was de-

veloped for the QC-TE-SC-PLDPC codes to achieve capacity-

approaching performance over both AWGN channels and ergodic

fast-fading channels. More precisely, the design of capacity-

approaching QC-TE-SC-PLDPC codes proposed in [102] was

formulated over an AWGN channel. Subsequently, the designed

codes were applied to ergodic fast-fading channels under the

same framework. BER and word error rate (WER) simula-

tions were performed, which demonstrated that the QC-TE-SC-

PLDPC codes designed over the AWGN channel also exhibit

desirable performance over the Nakagami fast-fading channel. It

was further conjectured that the QC-TE-SC-PLDPC codes are

able to universally achieve near-capacity performance in BICM-

ID systems even for the case of higher-order modulation. As

such, the QC-TE-SC-PLDPC-BICM-ID appears to be a good

attractive transmission scheme for practical wireless systems due

to its low implementation complexity. The details of the design,

especially the base-matrix optimization scheme and two-step

lifting scheme, has been discussed in Section IV-B1.

(2) Bit-Mapper Design: According to [67], the coded bits in

the middle area of the coupled chain are much more difficult

to converge than those at the beginning and the end for a TE-

SC-PLDPC code when the coupling length LSC is a finite value.

Motivated by this property, a position-based bit-mapping scheme

was proposed for the TE-SC-PLDPC codes in BICM-NI systems

[150]. Yet, this scheme is not well suited for irregular TE-SC-

PLDPC codes (e.g., the RJA TE-SC-PLDPC codes [67] and RA

TE-SC-PLDPC codes [145]), in which some coded bits at the

beginning and the end of the coupled chain may converge slower

than those in the middle. This is one salient property of the

irregular TE-SC-PLDPC codes distinguished from the regular

TE-SC-PLDPC codes. To overcome the weakness of the work

of [150], a spatial-position matched mapping (SPMM) scheme

was constructed in [86] for the TE-SC-PLDPC-BICM-NI system

based on MI analysis. The SPMM can enhance the decoding-

wave phenomenon and accelerate the convergence of TE-SC-

PLDPC-BICM systems irrespective of the code structure.

Now, consider a TE-SC-PLDPC-BICM-NI system with Gray-

labeled MPSK/MQAM. The principle of the SPMM scheme

can be summarized as follows. Assume that the length of the

TE-SC-PLDPC code is N = ZnSC = ZnPLSC, where Z is the

lifting factor, nSC and nP are the numbers of the variable nodes

of the TE-SC protograph and the uncoupled original protograph,

respectively, LSC is the coupling length, and the codeword length

N is a multiple of w = log2 M (i.e., N ′ = N/w). At the

beginning, the entire codeword is divided into nSC blocks in a se-

quential order, i.e., VSC = {VB,1,VB,2, . . . ,VB,nSC
}, where VB,j

is the j-th block that includes all the Z variable nodes at the j-th

position. Subsequently, the nSC blocks VB,1,VB,2, . . . ,VB,nSC

are re-ranked to VB,ι(1),VB,ι(2), . . . ,VB,ι(nSC) in a descending

order of their a posteriori MIs output from the outer decoder.

Furthermore, the nSC re-ranked blocks are consecutively con-

verted to w intermediate blocks VG,1,VG,2, . . . ,VG,w, where

VG,µ contains nSC/w blocks (i.e., N ′ variable nodes), and

µ = 1, 2, . . . , w. Finally, aiming to balance the convergence

speeds of the MIs for all the variable nodes as much as possible

in the bit-to-symbol mapping procedure, the w intermediate

blocks VG,1,VG,2, . . . ,VG,w are consecutively mapped to the w
labeling bits within a modulated symbol in an ascending order

of their protection degrees. Specifically, all the variable nodes

in VG,µ are mapped to the labeling bits with the µ-th lowest

protection degree within the length-N ′ M -ary modulated symbol
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Fig. 14. BER curves of the RJA TE-SC-PLDPC code with four different bit-
mapping schemes in the Gray-labeled 16QAM-aided BICM-ID systems over
a Nakagami fast-fading channel with m = 1, rSC = 5/12, ς = 1, LSC =
6, NT = 4800, and tBP,max = 100.

sequence. Based on this mapping procedure, the variable nodes

with relatively slower convergence speed can be protected with

relatively higher protection degrees, and thus the decoding-wave

effect of the TE-SC-PLDPC code can be further enhanced. As

such, the SPMM scheme is a more feasible and precise method

with respect to the bit-mapping optimization scheme in [150],

because the former substantially uses the MI distribution of the

coded bits to accelerate the decoding convergence.

Example 18: Consider the BICM-NI systems deploying the

rate-5/12 RJA TE-SC-PLDPC code and Gray-labeled 16QAM

modulation. Fig. 14 compares the performance of the SPMM

scheme with the VDMM scheme [116], the probabilistic map-

ping scheme [87], and the optimized mapping scheme [82]. As

observed from this figure, the SPMM needs an SNR of about 5.6
dB to achieve a BER of 2×10−5, while the optimized mapping,

probabilistic mapping and VDMM need SNRs of about 5.85 dB,

6.0 dB and 6.2 dB to do so, respectively. The results verify the

superiority of the SPMM scheme.

Finally, it is noted that there does not seem to be any work

on the design of signal constellations for the SC-PLDPC-BICM

systems over ergodic fast-fading channels.

B. System Design for Non-Ergodic Block-Fading Channels

The block-fading channel has attracted considerable attention

during the past three decades because it can be used to model

many communication scenarios with slowly varying fading, such

as orthogonal frequency division multiplexing systems, free-

space optical systems, cooperative communication systems, and

cellular networks [52], [72], [212]. In this channel model, the

fading gain remains constant on each symbol block but randomly

varies on different blocks. As a type of non-ergodic channel,

block-fading channel possesses some salient features quite dif-

ferent from those in ergodic AWGN and fast-fading channels.

Of particular significance is that the block-fading channel is

not information stable. For this reason, the information outage-

probability limit, instead of the Shannon capacity limit, is uti-

lized to characterize the fundamental performance limit of block-

fading channels [174], [213]. In recent years, PLDPC codes

along with their BICM schemes have been recommended for

such non-ergodic channels [71], [99], [179], [212], [213], which

are obviously superior to the previously-proposed convolutional-

and turbo-coded counterparts [89], [174], [194].

Assuming a BICM system deploying an M -ary modulation

and a rate-r PLDPC code, the achievable diversity order of a

PLDPC code over a block-fading channel is bounded by d ≤
m (1 + ⌊L (1−RSE/ log2 |χ|)⌋) [71], where L is the number

of fading blocks, m is the fading depth, RSE = r log2 M = rw
is the spectral efficiency, and χ is the signal constellation set.

This bound implies an optimal trade-off between the spectral

efficiency (or code rate) and the diversity order. A PLDPC code

is said to have full diversity if and only if d = mL. As a

result, the highest achievable spectral efficiency (resp. code rate)

for a full-diversity PLDPC-BICM system over a BF channel is

RSE,max = log2 |χ|/L = w/L (resp. rmax = 1
L ). Accordingly,

designing a rate- 1
L full-diversity PLDPC code and an appropriate

M -ary modulation is indispensable in realizing high-efficiency

transmissions over BICM block-fading channels [72], [194].

1) Design of PLDPC-BICM Systems: In the past five years,

a flurry of research activities took place in devising PLDPC-

BICM systems over block-fading channels. In [71], PLDPC-

BICM systems were carefully investigated over MPSK/MQAM-

modulated Nakagami block-fading channels from the perspec-

tives of code construction, modulation-strategy design, and bit-

mapper optimization. Besides, a number of works studied the M -

ary chaos-based SS BICM systems, i.e., MDCSK-aided BICM

systems, with the use of PLDPC codes over such channels [64],

[92], [128]–[130], [156]. In the following, these PLDPC-BICM

designs over block-fading channels will be discussed.

(1) PSK/QAM-aided PLDPC-BICM Design: To achieve full

diversity over block-fading channels, several types of powerful

LDPC codes, including root-LDPC codes [221], [222] and root-

PLDPC codes [99], [179], [213], were proposed. Although all

these LDPC codes are able to attain outage-limit-approaching

performance with the maximum code rate (i.e., rmax = 1/L)

over block-fading channels, the conventional root-LDPC codes

are randomly constructed and thus suffer from relatively high

encoding and decoding complexity. On the contrary, the struc-

tured root-PLDPC codes emerged to be a more desirable choice

for such environments, because they possess both advantages of

full diversity and simple implementation. As a special type of

check nodes, rootchecks are the key component in root-PLDPC

codes, which guarantees full diversity for all the information-

bearing coded bits. However, it is very challenging for the root-

PLDPC codes to adapt to the high-order modulations without

losing full diversity [53], [71], [194]. Here, the principle of root-

LDPC codes is briefly introduced, followed by some discussions

on their feasibility to BICM-ID framework.

Consider an L-layer root-PLDPC code transmitted over a

block-fading channel. A type-l (l = 1, 2, . . . , L) rootcheck is

defined as a check node having one edge connecting to an

information-bearing variable node transmitted on the l-th fading

gain αl, and the remaining edges connecting to other variable

nodes are transmitted on another fading gain αl′ (l′ 6= l). The

maximum achievable code rate for a full-diversity PLDPC code

in such a scenario is rmax = 1/L. To guarantee full diversity

and maximum rate, an L-layer root-PLDPC code must include

L different types of rootchecks. Also, to achieve full diversity of

the information-bearing variable nodes, each type-l rootcheck set
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must be composed of L−1 different rootchecks, which separately

span the remaining L− 1 fading blocks [179].

Based on the principle of rootcheck, one can easily construct

an L-layer root-PLDPC code Λ = (V1,V2, . . . ,VL) based on

an mP × nP protograph, as follows. At the beginning, the

nP/L information bits are uniformly divided into L subsets, in

which the l-th subset is transmitted on the l-th fading gain αl.

Meanwhile, the (L − 1)nP/L parity bits are uniformly divided

into L subsets, to effectively protect the information bits in each

fading block. The l-th information-bit subset and l-th parity-

bit subset constitute the l-th code block, and the L different

blocks constitute the overall variable-node set of the root-PLDPC

code. To achieve full diversity, each information-bearing variable

node in the l-th block must be simultaneously connected to

all the L − 1 rootchecks belonging to the type-l rootcheck set

with L − 1 single edges. On the other hand, the parity-check

variable nodes in the l-th block must be connected to other

L−1 types of rootchecks. The L different types of rootcheck sets

constitute the overall check-node set of the root-PLDPC code.

As a consequence, a full-diversity L-layer root-PLDPC code can

be constructed by combining the variable-node set, check-node

set, and their associated edges, into a single entity.

According to the above construction procedure, the number of

variable nodes in a root-PLDPC protograph must be nP = L2

in order to ensure the lowest encoding complexity. In the root-

PLDPC code, the information bits rather than the parity bits

can realize full diversity, which is called UEP. The root-PLDPC

codes are capable of achieving excellent performance because

only the information bits are counted in performance measure-

ment. Moreover, one can clearly distinguish the information bits

from the parity bits in a root-PLDPC code [99].

Example 19: According to the concepts of root-PLDPC codes,

one can easily derive the base matrices of the rate-1/2 regular-

(3, 6) bilayer root-PLDPC code and the rate-1/3 regular-(4, 6)
three-layer root-PLDPC code, as (20). To simplify the exposition,

the regular-(3, 6) bilayer root-PLDPC code and the regular-

(4, 6) three-layer root-PLDPC code are called RP-2 code and

RP-3 code, respectively. It was proved in [179] that the above

two types of root-PLDPC codes can achieve full diversity over

BPSK-modulated block-fading channels with L = 2 and L = 3,

respectively. Likewise, full-diversity irregular root-PLDPC codes

can be constructed by varying the row/column weights of the

base matrix while keeping the rootcheck structure unchanged.

BRP-2=

[
1 0 | 2 3
2 3 | 1 0

]
, BRP-3=




1 0 0 | 1 2 2 | 0 0 0
1 0 0 | 0 0 0 | 1 2 2
1 2 2 | 1 0 0 | 0 0 0
0 0 0 | 1 0 0 | 1 2 2
1 2 2 | 0 0 0 | 1 0 0
0 0 0 | 1 2 2 | 1 0 0



.(20)

However, when the modulation order M varies from 2 to

2w (w ≥ 2), the root-PLDPC codes are unable to achieve full di-

versity. To overcome this weakness, a novel modulation strategy

was proposed in [71] to determine the order of MPSK/MQAM,

which guarantees full-diversity order and maximum spectral

efficiency for the root-PLDPC-BICM systems.

Suppose that an L-layer root-PLDPC code is deployed in

an MPSK/MQAM-aided BICM system over a block-fading

channel. Then, as demonstrated in [179], the modulation order

must satisfy M = 2w = 2zL in order to enable the root-PLDPC-

BICM system to achieve full diversity with both maximum code

rate and maximum spectral efficiency, where z is a positive

integer. For simplicity, one may assume that z = 1 when

developing a bit-mapping scheme or related techniques.

In addition, a UEP-based bit-mapping scheme was devel-

oped in [71] to further accelerate the decoding convergence

of root-PLDPC-BICM over block-fading channels. Consider

the scenario that an L-layer root-PLDPC code is transmit-

ted over a block-fading channel in an MPSK/MQAM-aided

BICM system, where the protograph size is (L − 1)L × L2,

and M = 2w = 2L. Here, the l-th variable-node set trans-

mitted on the l-th fading gain αl is expressed as Vl =
(vil,1, vpl,1, vpl,2 . . . , vpl,L−1), which can be exactly mapped

to an M -ary symbol xk , (v̂k,1, v̂k,2, . . . , v̂k,w) transmitted

with the same fading gain, where vil,l, vpl,µ′ , and v̂k,µ are the

single information-bearing variable node in Vl, the µ′-th parity-

check variable node in Vl, and the µ-th labeling bit within

xk, respectively, k = 1, 2, . . . , N ′. In the UEP-based bit-

mapping scheme, the information-bearing variable node vil,1
should be mapped to the lowest protection-degree labeling

bit within the symbol, while the L − 1 parity-check variable

nodes vpl,1, vpl,2 . . . , vpl,L−1 should be mapped to the remaining

w − 1 labeling bits within the symbol. The UEP-based bit-

mapping scheme can realize the best combination between the

root-PLDPC code and the MPSK/MQAM modulation because

it exploits the UEP property of both high-order modulation

and rootcheck structure. As illustrated in [179], the anti-Gray

labeling achieves a significant performance gain over the Gray-

labeling in the root-PLDPC-BICM-ID system over block-fading

channels, while the former is slightly inferior to the latter without

ID. Hence, the anti-Gray labeling is a better choice than the Gray

labeling in this scenario.

Example 20: Fig. 15 shows the WER curves of the bilayer RP-

2 code, regular-(3, 6) PLDPC code, and irregular AR4JA code

in the BICM-ID systems over a Nakagami block-fading channel.

Among the three types of PLDPC codes, only the RP-2 code can

achieve full diversity and outage-limit-approaching performance.

Additionally, simulations on the RP-3 code over the BICM

block-fading channels verified its excellent performance.

(2) DCSK-aided PLDPC-BICM Design: DCSK modulation

is a non-coherent SS-modulation scheme that benefits from

excellent anti-fading robustness, powerful near-far resilience, and

low implementation complexity. During the past two decades, a

great deal of research effort has been devoted to optimizing the

performance of DCSK as well as their high-order counterparts

(i.e., MDCSK) and to facilitating their implementation [223],

[224]. Based on the current research advancements, MDCSK has

become an appealing modulation technique for low-power and

low-complexity wireless applications, such as wireless personal

area networks and wireless sensor networks. To realize high-

reliability and high-throughput transmission in such short-range

wireless-communication systems, the joint design of PLDPC

codes and MDCSK was carefully investigated over block-fading

channels [64], [92], [126], [156], [225], [226].

More precisely, there are two types of MDCSK modula-

tions, i.e., Walsh-code-based MDCSK and constellation-based

MDCSK, which can construct M -ary chaotic signals with
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Fig. 15. WER curves of the root-PLDPC-BICM-ID system and two conventional
PLDPC-BICM-ID systems over a Nakagami block-fading channel. The codes
used are the bilayer RP-2 code, regular-(3, 6) PLDPC code, and irregular AR4JA
code, the modulation used is anti-Gray-labeled 16QAM, respectively, and the
parameters used are m = 1, L = 2, rP = 1/2, NT = 1024, tGL,max =
5, and tBP,max = 50.

the M -order Walsh code and M -ary constellation, respectively

[126], [225]. Both MDCSK modulations can be used to formu-

late robust PLDPC-BICM systems over block-fading channels.

In the BICM-ID system with a Walsh-code-based M -DCSK

modulation, a length-N PLDPC codeword Λ = (v1, v2, . . . , vN )
is first converted to a length-N ′ non-binary codeword ΛNB =
(vNB,1, vNB,2, . . . , vNB,N ′), where vNB,k ∈ {0, 1, . . . ,M − 1}
is the k-th non-binary coded symbol, with w = log2 M and

k = 1, 2, . . . , N ′. The M possible values of non-binary symbol

will be utilized to select their corresponding row indices of an

M -order Walsh code, so as to guarantee the orthogonality of the

M different transmitted chaotic signals. In particular, a 2w-order

orthogonal Walsh code is introduced, as [126]

W2w =

[
W2w−1 W2w−1

W2w−1 −W2w−1

]
= [ω1,ω2, . . . ,ωM ]T, (21)

where W20 = W1 = 1,ωµ = [ωµ,1, ωµ,2, . . . , ωµ,M ] is the µ-th

row vector of the Walsh code, µ = 1, 2, . . . ,M .

Assume that ck = [ck,1, ck,2, . . . , ck,β ] is the reference-

chaotic fragment for the M -DCSK modulation with a spreading

factor β. Then, the transmitted MDCSK-modulated signal xk

corresponding to the non-binary symbol vNB,k can be formulated

by multiplying the elements of the (vNB,k + 1)-th row vector

ωvNB,k+1 in the Walsh code with the M delayed replicas

of reference-chaotic fragment ck , which can be expressed as

xk = [ωvNB,k+1,1ck, ωvNB,k+1,2ck, . . . , ωvNB,k+1,Mck]. As a

consequence, a Walsh-code-based MDCSK signal consists of

M chaotic fragments, which will result in a global spread-

ing factor of Mβ. At the receiver, a generalized-maximum-

likelihood (GML) energy detector is employed to demodulate

the “corrupted” non-binary symbol output from the block-fading

channel [126].

In 2015, the AR4JA PLDPC codes were applied to the Walsh-

code-based MDCSK system in [128], and the interaction be-

tween channel coding and modulation was investigated. Further-

more, a turbo-like iterative receiver was constructed, comprising

a GML demodulator and a PLDPC decoder, to improve the

performance of the BICM framework. Following the above work,

a simple computer-search method was developed in [156] to

obtain a family of improved ARA (IARA) codes that possess

11 11.5 12 12.5 13 13.5 14 14.5
10

−5

10
−4

10
−3

10
−2

10
−1

Eb/No (dB)

B
E

R

 

 
BICM−ID: AR4JA code (Walsh−code−based 16DSCK)
BICM−ID: IARA code (Walsh−code−based 16DSCK)

Fig. 16. BER curves of the rate-1/2 IARA code and AR4JA code in the Walsh-
code-based 16DCSK-aided BICM-ID system over a Nakagami block-fading
channel with m = 1, NT = 4096, β = 40, tGL,max = 5, and tBP,max = 40.

desirable decoding thresholds and MHDGRs over block-fading

channels with code rates ranging from 1/2 to 1 − ǫ. The base

matrix of a rate-(e+ 1)/(e+ 2) IARA code is obtained as

BIARA =




1 2 0 0 0
0 2 2 1 1
0 1 1 2 1

2e︷ ︸︸ ︷
0 0 · · · 0 0
1 2 · · · 1 2
2 1 · · · 2 1


 , (22)

where the variable node corresponding to the first column is

punctured. Both analyses and simulations demonstrated that

the IARA codes significantly outperform the AR4JA codes in

the Walsh-code-based MDCSK-aided BICM-ID systems over

Nakagami block-fading channels, as shown in Fig. 16.

According to [126], the Walsh codes realize high-order

MDCSK modulations by introducing M − 1 radio-frequency

delay lines and M chaotic fragments (i.e., a length-Mβ DCSK

signal), which dramatically decrease the transmission throughput

and increase the implementation complexity. To relax these

limitations, a constellation-based MDCSK modulation scheme

was proposed in [225], which can modulate w coded bits into

a length-2β DCSK signal for transmission. In other words,

the constellation-based M -DCSK enables higher efficiency and

lower complexity, as compared with the Walsh-coded-based

counterpart, and turns out to be a more promising choice for

bandwidth-limited wireless communication applications.

In the BICM-ID system with a constellation-based MDCSK

modulation, a length-N PLDPC codeword Λ = (v1, v2, . . . , vN )
is first uniformly converted to a length-N ′ complex-valued

symbol g = (g1, g2, . . . , gN ′) based on a given M -ary signal

constellation, such as the MPSK/MQAM constellation shown

in Fig. 2, where N ′ = N/ log2 M = N/w. The real part and

imaginary part of the k-th M -ary symbol gk are denoted as

gRE,k and gIM,k, respectively, k = 1, 2, . . . , N ′. Based on a

length-β reference-chaotic fragment ck and its β-delayed signal

cR,k, one can construct its orthogonal signal cΓ,k by performing

a Hilbert transform [126], [225], where cΓ,k·(cR,k)
T = 0. The

information-bearing fragment can be generated through a linear

combination of the quadrature chaotic signals cR,k and cΓ,k
weighted by the fractions gRE,k and gIM,k, respectively, i.e.,

dk = gRE,kcR,k + gIM,kcΓ,k. As such, the length-2β M -DCSK

signal is obtained as xk = [ck dk], and then transmitted over

the block-fading channel. At the receiver, a modified energy
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detector is used to retrieve the original symbol gk. Specifically,

the two corrupted orthogonal signals c̃R,k and c̃Γ,k can be easily

attained from the noisy reference-chaotic signal c̃k. These two

signals correlate with the corrupted information-bearing signal

d̃k, thereby generating two energy-based metrics zR,k and zΓ,k,

respectively, which will be finally utilized to make the decision

and yield the retrieved symbol g̃k for gk [225].

In [92], the capacity-approaching AR4JA codes were applied

to the constellation-based M -DCSK-aided BICM-ID system

over block-fading channels. According to the analyses and sim-

ulations, the proposed PLDPC-MDCSK-aided BICM-ID system

significantly boosts the anti-noise and anti-multipath-fading ca-

pability compared to the BICM-NI counterpart. Furthermore,

the impact of several critical parameters, such as the spreading

factor and number of global iterations, on the performance of

PLDPC-BICM-ID systems with constellation-based MDCSK

was discussed, aiming to optimize the overall performance.

However, this work did not focus on the code design, which

deserves further exploration towards practical applications.

(3) PLDPC-PNC BICM Design: Inspired by the desirable

advantages of PLDPC-BICM, its application was extended to

other emerging systems, including TWR communication systems

with PNC [58]. Compared with the convolutional codes, PLDPC

codes are more likely to approach the BICM capacity over PNC-

aided TWR channels. For this reason, in [135], [227] the MPSK-

aided PLDPC-BICM-ID was studied over PNC-aided TWR

block-fading channels. This was perhaps the first attempt to

apply the AR3A PLDPC-BICM-ID scheme to PNC-aided TWR

communication systems, which can help boost the transmission

throughput and error performance over block-fading channels.

Besides, the effect of signal labelings on the performance of

PLDPC-BICM-ID was investigated over block-fading channels.

Interestingly, as illustrated through analyses and simulations,

the Gray-labeled BICM-ID is able to achieve a considerable

performance gain over its BICM-NI counterpart over PNC-

aided TWR channels, which is in contrast to the observation in

the point-to-point scenario. This phenomenon suggests that the

Gray labeling has great potential for application in PLDPC-PNC

BICM-ID systems over block-fading channels.

2) Design of SC-PLDPC-BICM Systems: According to [43],

[194], the non-ergodic block-fading channel can be treated as a

type of memory channel since its fading gain remains constant

during the entire transmission period of each code block. As

mentioned in V-B1, the code rate of a full-diversity root-PLDPC

code is rP = 1/L over a BICM block-fading channel with

L fading blocks. However, how to improve the diversity order

of their SC counterparts (i.e., SC-PLDPC codes) over such a

channel is still a challenging issue for the coding community.

In [212], the performance of SC-PLDPC codes over the BPSK-

aided block-fading channel with L = 2 was carefully evaluated.

As a type of convolutional-like codes, SC-PLDPC codes may

find their great potential for transmission over block-fading

channels. In fact, the inherent memory feature of the SC-PLDPC

codes makes them a powerful choice for slowly-varying fading

wireless communications. It was demonstrated in [212] that the

diversity order of a TE-SC-PLDPC code can be improved by

increasing the constraint length without a sophisticated design,

which is determined by the coupling width and the codeword

length of its original PLDPC code (i.e., νSC = (ς + 1)ZnP).

In other words, based on a length-N PLDPC code, the di-

versity order of its corresponding TE-SC-PLDPC code can be

significantly boosted by increasing the coupling width ς over

a block-fading channel at the price of a small rate loss. More

importantly, unlike the root-PLDPC codes [71], the TE-SC-

PLDPC codes are capable of achieving full diversity without the

need of any specific design. Although no high-order modulation

has been considered, the above feature may be further exploited

to boost the diversity order of SC-PLDPC-BICM systems over

MPSK/MQAM-modulated block-fading channels.

C. Summary

In this section, the recent development and contributions

in PLDPC-BICM systems over wireless fading channels are

reviewed. First, the code and bit-mapper design for such systems

over ergodic fast-fading channels are described. Then, some

typical research works concerning the design of PLDPC-BICM

systems are introduced, under the MPSK/MQAM and MDCSK

modulations over non-ergodic block-fading channels. Finally, the

application of PLDPC codes to PNC BICM systems over TWR

block-fading channels is discussed.

VI. DESIGN OF PLDPC-BICM OVER POISSON PPM

CHANNELS

Poisson channel is considered as a channel model that can

suitably describe the statistic characteristics of optical deep-

space and free-space links [228], [229]. PPM is a popular

alternative for such applications, which not only allows simple

bit-to-symbol mapping but also possesses near-optimal channel

capacity. To realize power-efficiency transmissions in free-space

optical communication systems, it makes sense to combine

capacity-approaching codes (e.g., PLDPC codes) with PPM over

Poisson channels. However, the PLDPC codes constructed for

MPSK/MQAM-aided BICM systems over AWGN and fading

channels do not work well for Poisson PPM channels.

During the past decade, a variety of code-design and

performance-analysis methodologies have been developed for

PLDPC-BICM systems over Poisson PPM channels, where the

receiver includes an inner PPM demodulator and an outer

PLDPC decoder [54], [55], [123], [124], [177]. On the contrary,

the application of SC-PLDPC codes to the Poisson PPM chan-

nels and their design approaches are relatively unexplored. For

this reason, in the following only the PLDPC-BICM systems

over Poisson PPM channels are discussed.

A. Principles of PPM and Poisson Channels

Distinguished from conventional MPSK/MQAM modula-

tions, PPM is a type of position-aware modulation scheme,

in which each transmitted signal is represented by an M -slot

PPM symbol. For each PPM symbol, only one single pulse is

transmitted in one of the M slots, while the remaining M − 1
slots keep silent. In other words, an M -ary PPM symbol can

be defined as a vector xk = [xP,k,0, xP,k,1, . . . , xP,k,M−1] of

size 1 × M , where xP,k,µ ∈ {0, 1}, k = 1, 2, . . . , N ′, µ =
0, 1, 2, . . . ,M − 1, N ′ = N/w = N/ log2 M, and each symbol

has only one element equal to 1 (i.e., one active pulse). In
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a PLDPC-BICM-ID system with MPPM, a length-N PLDPC

codeword Λ = (v1, v2, . . . , vN ) is first converted to a length-

N ′ non-binary codeword ΛNB = (vNB,1, vNB,2, . . . , vNB,N ′),
where vNB,k ∈ {0, 1, . . . ,M − 1}. Subsequently, the non-

binary codeword is modulated into an M -ary PPM symbol

sequence X = (x1,x2, . . . ,xN ′), where the k-th PPM symbol

xk is mapped from the k-th non-binary coded symbol vNB,k in

accordance with its value. Specifically, the µ-th element xP,k,µ

of xk equals 1 (i.e., xP,k,µ = 1) if and only if vNB,k = µ.

Consider a Poisson PPM channel. The received signal can be

described by a 1×M vector yk =[yP,k,0, yP,k,1, . . . , yP,k,M−1],
where yP,k,µ = αP,k,µxP,k,µ + nP,k,µ, αP,k,µ and nP,k,µ are

i.i.d. Poisson random variables with means λα and λn, respec-

tively, where λα and λn are the average power per pulsed slot

and of background radiation, respectively. In consequence, the

conditioned PDF of the µ-th element in the k-th channel output

is written as

f(yP,k,µ|xP,k,µ)=
(λαxP,k,µ+λn)

yP,k,µ

yP,k,µ!
exp(−(λαxP,k,µ+λn)),

(23)

where the average SNR per symbol in the MPPM Poisson

channel is defined as λα/(Mλn).

B. PLDPC-Code Design for PPM-aided BICM Systems

In 2010, the first attempt to design and analyze the PLDPC

codes in MPPM-aided BICM-ID systems over Poisson channels

was carried out in [177]. Specifically, the PEXIT algorithm

was generalized to facilitate the optimization of the PLDPC

codes in such transmission scenarios. Using the generalized

PEXIT algorithm, one can get a rate-1/2 optimized PLDPC

code, referred to as PPM-PLDPC-A code, for the 64PPM-aided

BICM-ID system based on certain constraints after a computer

search. The protograph corresponding to the PPM-PLDPC-A

code includes 88 non-punctured variable nodes and 44 check

nodes. In detail, there are 66 degree-3 variable nodes, 21 degree-

2 variable nodes, and 1 degree-24 variable node among all the

88 variable nodes. On the other hand, all the 44 check nodes

have a constant degree of 6. Simulation results showed that at a

BER of 10−5, the PPM-PLDPC-A code achieves a remarkable

gain of about 0.8 dB on the AR4A code in the BICM-ID system

over a Poisson PPM channel with M = 64 and λn = 0.2. More

importantly, the PPM-PLDPC-A code has a gap of only 1 dB
to the channel capacity. Although the PPM-PLDPC-A-coded

BICM is slightly inferior to the convolutional-coded serially

concatenated PPM, it is amenable to lower decoding latency (i.e.,

parallel decoding) with better rate compatibility.

As can be observed, the protograph size corresponding to the

PPM-PLDPC-A code is a bit large, which leads to relatively

complicated representation and implementation. Actually, it is

preferred to design a smaller protograph tailored for BICM

system over Poisson PPM channels. For this reason, another

notable contribution related to PLDPC-code design over Poisson

PPM channels was presented in [54], where the drawbacks of

the 3 × 5 protograph corresponding to a rate-1/2 AR4A code

(see Fig. 9(a)) were identified. Then, a 2 × 4 protograph was

optimized within the context of 64PPM, in which the maximum

number of edges connecting a variable node to a check node is

limited to 3. After a simple search, an optimized PLDPC code
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Fig. 17. BER curves of the rate-1/2 PPM-PLDPC-B code, AR4A code, AR4JA
code, AR3A code, and regular-(3, 6) PLDPC code in the BICM-ID system over
a Poisson PPM channel with NT = 8160,M = 64, λn = 0.2, tGL,max =
8, and tBP,max = 25.

(referred to as PPM-PLDPC-B code) that exhibits the lowest

decoding threshold can be obtained, with a base matrix

BPPM-B =

[
1 1 0 1
1 2 2 2

]
. (24)

Example 21: Considering a BICM-ID system over a Poisson

PPM channel with M = 64 and λn = 0.2, one can compare

the decoding thresholds and MHDGRs of the rate-1/2 PPM-

PLDPC-B code and AR4A code by using the PEXIT and AWE

analyses. It has been shown that the PPM-PLDPC-B code has

a decoding threshold of −14.98 dB, which is much smaller

than that of the AR4A code (i.e., −14.13 dB). Furthermore, the

decoding threshold of the former is only about 0.6 dB away to

the channel capacity. However, both codes do not have effective

MHDGRs because they have too many (i.e., more than 40%)

degree-2 variable nodes, which implies that they may suffer from

error-floor behavior in the high-SNR region [43].

To have more insight, the BER performances of the rate-1/2
PPM-PLDPC-B code and AR4A code in the BICM-ID system

over a Poisson PPM channel are compared in Fig. 17. For

reference, three classic rate-1/2 PLDPC codes, i.e., AR4JA code,

AR3A code, and regular-(3, 6) PLDPC code, are included in the

same figure. It can be clearly seen that the PPM-PLDPC-B code

significantly outperforms the other four types of PLDPC codes

in the low-SNR region with respect to the capacity-approaching

decoding threshold. Also, the PPM-PLDPC-B code, AR4A code,

and AR3A code encounter severe error-floor issues in the high-

SNR region. Particularly, the PPM-PLDPC-B code becomes

inferior to the regular PLDPC code once the SNR exceeds

−14.55 dB. Therefore, it is desirable to design more robust

PLDPC codes that have both excellent decoding thresholds and

MHDGRs in the context of MPPM, to meet the ultra-high-

reliability requirement of optical communication applications.

More recently, a novel design method was proposed in

[124] to construct capacity-approaching punctured non-binary

PLDPC codes for Poisson PPM channels with the usage of a

surrogate erasure channel model. It was shown that the non-

binary PLDPC-CM schemes outperform the binary PLDPC- and

convolutional- BICM schemes. Although the non-binary PLDPC

codes can combine with MPPM in a more seamless fashion

compared with the binary PLDPC codes, they have much higher
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implementation complexity. Thus, the binary PLDPC-BICM is

usually more preferable for practical Poisson PPM applications

with respect to the non-binary PLDPC-CM.

C. Summary

In this section, the majority of contributions in the PLDPC-

BICM design over Poisson PPM channels were reviewed. In par-

ticular, the structures of two types of optimized PLDPC codes,

i.e., PPM-PLDPC-A and PPM-PLDPC-B codes, are described,

which exhibit excellent decoding thresholds in the BICM-ID

frameworks over Poisson PPM channels. However, both types of

codes do not enjoy the benefit of the linear-minimum-distance-

growth rates, and hence may suffer from severe error floors in

the high-SNR region.

VII. DESIGN OF PLDPC-BICM OVER NAND

FLASH-MEMORY CHANNELS

As an excellent non-volatile memory technique, NAND flash

memory indicates a revolutionized paradigm shift in the evo-

lution of modern data-storage devices. With respect to con-

ventional hard disk drives (HDDs), flash-memory-based solid

state drives (SSDs) benefit from faster access speed, less power

consumption, and higher storage capacity, and thus have become

a mainstream data-storage scheme [193], [230]. Nowadays, flash-

memory-based storage techniques have been ubiquitously used

in most electronic and communication systems, including smart

devices and enterprise data centers. To increase the data-storage

density, the conventional single-level-cell (SLC) technique has

been replaced by MLC, TLC, and QLC techniques, for which

the storage density gradually increases from 1 bit/cell to 4 bit/cell

[191], [192]. However, due to the continual increase in storage

density, the flash-memory systems suffer from severer noise and

interference, which give rise to more errors during the read/write

procedure. As compared with the conventional algebraic codes

[193], PLDPC codes can significantly enhance the reliability of

such high-density flash-memory devices, which make capacity-

approaching data storage attainable [158]–[160], [231].

The voltage levels stored in the cell of an MLC/TLC/QLC

flash memory can be regarded as a 4PAM/8PAM/16PAM signal

[159]. In this sense, a multiple-level-cell flash memory deploying

the PLDPC code can be regarded as a BICM system. Yet, due

to the impact of various circuit-level noise, the conventional

PLDPC codes designed for communication systems may not

perform well in such environments. In addition, high code rate

(i.e., r ≥ 4/5) is required in order to meet the high-storage-

efficiency demand of flash-memory devices. During the past few

years, some research effort has been made to formulate robust

design of high-rate PLDPC codes and bit-mapping schemes for

MLC flash memory [232]. However, relevant investigation in this

field is still in its infancy, where many challenging problems have

to be resolved. Here, several design paradigms are introduced for

the PLDPC-BICM over MLC flash-memory channels in order

to take advantage of the potential benefits of these frameworks.

Within this context, the proposed designs may also be applicable

to TLC and QLC scenarios with appropriate modifications.

In general, a flash-memory channel model can be modeled as

vth = vw + nr + nc + nw + nu + np, where vth is the threshold

voltage representing multiple bits (e.g., 2 bits) in a memory cell,

vw is the write-voltage level, nr is the data retention noise; nc is

the cell-to-cell interference; nw is the random telegraph noise;

nu is the incremental step pulse programming noise, and np is

the programming noise [193], [233]. To retrieve the stored data

in flash memory, read voltages need to be applied to quantize

the threshold voltages into serval voltage regions [234], [235].

In addition, the cell-to-cell interference can be mitigated by

utilizing post-compensation techniques [233], [236]. As such, the

flash-memory channel can be regarded as a discrete memoryless

channel when establishing coding criteria [73], [158], [159].

A. System Design for Regular Mapping

The first works on specific design methodologies of unpunc-

tured and punctured PLDPC-BICM systems over flash-memory

channels were presented in [57] and [73], respectively. Then,

a novel combinatorial design approach, which consists of an

optimal overlap partitioning and circulant power optimizer, was

presented in [160] to construct superb non-binary SC-PLDPC

codes over flash-memory channels. However, this work did

not consider the design of binary SC-PLDPC codes and their

corresponding BICM schemes, which remains an unsolved issue

today. In the following, the recent progress of PLDPC-BICM

systems over flash-memory channels is briefly reviewed.

1) Design of Unpunctured PLDPC Codes: In [57], a design

and analysis of PLDPC-BICM-NI over MLC flash-memory

channels was presented. As a representative contribution to this

area, it first analyzed the raw BERs and MIs of the most

significant bit (MSB) and least significant bit (LSB), which are

located on different pages of the flash memory.4 It was found

that the MSB and LSB pages typically exhibit unbalanced raw

BERs, which may be very useful for improving the decoding

performance and convergence speed of the PLDPC-MLC flash-

memory systems. More precisely, the MSB page has relatively

better raw BER and MI than the LSB page. Accordingly, a new

bit-mapping scheme, referred to as variable-node-degree-based

mapping (VNDM) scheme, was proposed for the PLDPC-coded

MLC flash-memory systems. In the VNDM scheme, the nP

variable nodes in a protograph are first re-ranked in a descending

order by their degrees. Subsequently, the nP/2 higher-degree

and nP/2 lower-degree variable nodes are respectively mapped

to the MSB and LSB pages in order to accelerate the decoding

convergence of the MLC flash-memory system. Simulation re-

sults showed that the VNDM enables a desirable performance

gain over the conventional successive and random bit-mapping

scheme. Note that the VNDM can be viewed as a generalization

of the VDMM [83] to the flash-memory channel, which takes

into account the UEP feature between the MSB and LSB pages.

Assume a rate-1/2 unpunctured PLDPC code corresponding

to a 3 × 6 base matrix, where the degrees of the first three

variable nodes must be higher than those of the last three variable

nodes, and the maximum value of each element is limited to

3. Aiming to minimize the decoding threshold without losing

the linear-minimum-distance-growth property under the VNDM

4In an MLC flash memory, there are four possible symbols (i.e., 00, 01, 10, 11)
stored in each cell. Each symbol consists of two bits, where the left-most bit and
the right-most bit are called MSB and LSB, respectively [56]. The MSB and LSB
within each stored symbol correspond to the high protection-degree labeling bit
and the low protection-degree labeling bit within a 4PAM symbol, respectively.
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scheme over MLC flash-memory channels, one can easily obtain

an optimized PLDPC code, as shown in [57, eq. (5)].

However, the VNDM scheme may not achieve the best BICM

performance over MLC flash-memory channels. To find an

optimal bit-mapping scheme for the resultant rate- 12 PLDPC code

in order to attain the lowest decoding threshold, one can estimate

the decoding thresholds of all the possible permutations for the

column patterns mapped to the MSB and LSB pages. Then, the

optimized VNDM scheme for the PLDPC code in [57, eq. (5)]

can be obtained, i.e.,

BOPT-VNDM, 1
2

=




1 0 1
2 2 3
5 1 1
︸ ︷︷ ︸
MSB

|
|
|

1 0 0
1 2 1
3 1 1
︸ ︷︷ ︸

LSB


 , (25)

where the first three variable nodes and the last three variable

nodes are mapped to the MSB and LSB pages, respectively.

According to [56], [157], [158], [193], high-rate codes are

always required in practical flash-memory applications. To meet

this requirement, the rate- 12 PLDPC code in (25) was extended to

a family of optimized RC-PLDPC codes in [57], called VNDM-

PLDPC codes, by repeatedly appending the same variable-node

pattern to both the MSB and LSB pages. Consequently, the

base matrix of a rate-(6e + 3)/(6e + 6) VNDM-PLDPC code

is obtained, i.e.,

BOPT-VNDM=




1 0 1

3e︷ ︸︸ ︷
3 2 0 · · ·

2 2 3 1 2 1 · · ·
5 1 1 0 1 3 · · ·
︸ ︷︷ ︸

MSB

|
|
|

1 0 0

3e︷ ︸︸ ︷
3 2 0 · · ·

1 2 1 1 2 1 · · ·
3 1 1 0 1 3 · · ·
︸ ︷︷ ︸

LSB



.

(26)

where the newly added variable-node pattern for the MSB/LSB

page consists of three variable nodes with degrees 4, 5, 4, respec-

tively. The VNDM-PLDPC codes cover various rates ranging

from 1/2 to 1 − ǫ. For instance, one can construct a rate-9/10
VNDM-PLDPC code by setting e = 4 in (26). The structure

of such a variable-node pattern allows the resultant higher-rate

VNDM-PLDPC codes to preserve low-decoding-threshold and

linear-minimum-distance-growth benefits. The VNDM-PLDPC

codes outperform the irregular LDPC codes in [159], optimized

for the BICM-NI MLC flash-memory systems.

2) Design of Punctured PLDPC Codes: The code-design

method developed in [57] has only considered unpunctured

PLDPC codes and the BICM-NI framework. In fact, incorporat-

ing some punctured variable nodes into the PLDPC codes and the

ID framework into BICM can improve the transmission through-

put and error performance in communication applications. This

motivated the employment of the punctured PLDPC codes and

BICM-ID in the flash-memory systems [158]. However, due to

the impact of the ID framework, the existing PLDPC codes

designed for BICM-NI flash-memory systems may not preserve

their superiority. For this reason, in [73] a comprehensive study

was proposed on the design of punctured PLDPC-codes for

BICM-ID flash-memory systems with the anti-Gray labeling.

As is well known, the PEXIT algorithm can be used to

predict the asymptotic convergence performance of PLDPC

codes in terms of decoding thresholds. However, there exist some

problems that make the standard PEXIT algorithm unsuitable for

BICM-ID flash-memory channels, as follows.

• Different from communication channels, the flash memory

needs to apply the read voltages that are selected for

different PE cycles and retention time to dynamically adapt

to the variation of the threshold voltages.

• Due to the effect of quantization, the initial LLRs output

from a flash-memory channel no longer follow a symmetric-

Gaussian distribution.

To address the aforementioned issues, a voltage-sensing (VS)

PEXIT algorithm was proposed for PLDPC-BICM-ID over flash-

memory channels. Unlike the conventional PEXIT algorithm,

the VS-PEXIT substantially takes into account the variation of

the threshold voltages and the feature of the ID framework.

Particularly, to deal with the variation of threshold voltages, a

maximum MI (MMI) technique [159] is utilized to obtain the

read-voltage levels for different numbers of PE cycles in the VS-

PEXIT algorithm. Furthermore, the VS-PEXIT algorithm applies

the realistic LLRs to generate the initial MI of flash-memory

channel based on Monte-Carlo simulations.

Based on the VS-PEXIT analysis, it was found [73] that

the conventional optimal PLDPC codes over AWGN channels

cannot maintain excellent error performance over BICM-ID

MLC flash-memory channels. Therefore, a new design method

was proposed to construct high-rate PLDPC codes having low

decoding thresholds and effective MHDGRs over such channels.

The design starts with a rate- 12 PLDPC code. To obtain a good

rate- 12 protograph with the properties of a relatively low decoding

threshold and an effective MHDGR, one can first impose some

constraints on the protograph: (1) incorporate a degree-1 variable

node, a punctured highest-degree variable node, and a degree-2
variable node, into the rate- 12 protograph; (2) set the maximum

number of degree-2 variable nodes to be less than the number of

check nodes outside the precoding structure [43]. Through a VS-

PEXIT-aided computer search, the base matrix corresponding

to the optimized rate- 12 PLDPC code with the lowest decoding

threshold can be obtained, as

BOPT-ID, 1
2

=



1 2 0 0 0
0 1 1 3 1
0 3 2 0 1


 , (27)

where the variable node corresponding to the second column is

punctured. Furthermore, it was observed that repeatedly adding

a degree-3 variable-node pattern (i.e., two degree-3 variable

nodes) to the designed rate- 12 protograph can yield higher-rate

protographs with relatively low decoding thresholds.

More importantly, appending VNs with degrees no less than

3 to the rate- 12 PLDPC code can ensure the linear-minimum-

distance-growth property. Therefore, an optimized rate- e+1
e+2

PLDPC code, called optimized ARA (OARA) code [73], is

constructed, with the base matrix formulated as

BOARA =




1 2 0 0 0
0 1 1 3 1
0 3 2 0 1

2e︷ ︸︸ ︷
0 0 · · · 0 0
1 2 · · · 1 2
2 1 · · · 2 1


 . (28)

By means of AWE analysis, it can be verified that the OARA

code has an effective MHDGR. Assuming that e = 9, the decod-

ing threshold of the rate- 9
10 OARA code is obtained as 12.956

dB, which is lower than that of the AR4JA code, regular column-

weight-3 PLDPC code and the optimized VNDM-PLDPC code
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Fig. 18. BER curves of four different PLDPC codes over a BICM-
ID flash-memory channel with rP = 9/10, NT = 4200, tGL,max =
5, and tBP,max = 25.

[57], and moreover has a gap of only about 0.6 dB to the capacity

limit of the BICM-ID flash-memory channel. Besides, Fig. 18

plots the BERs of four different rate- 9
10 PLDPC codes over a

BICM-ID flash-memory channel. When the number of PE cycles

is 18000, the OARA code achieves a BER of 7 × 10−7, while

the regular column-weight-3 PLDPC code, AR4JA code and

optimized VNDM-PLDPC code only achieve BERs of 2×10−6,

3×10−5 and 5×10−5, respectively. This verifies that the OARA

code outperforms the other three types of PLDPC codes.

B. System Design for Irregular Mapping

According to [90], [93], [237], IM is a useful technique to

speed up the decoding convergence for BICM systems. However,

the existing works have only considered the design of IM

schemes over AWGN and fading channels, but not the flash-

memory channel. To fill this gap, the IM technique was applied

to the BICM-ID flash-memory systems in [120], with a specific

code-design method developed for this framework.

Consider a PLDPC code corresponding to a protograph with

nP variable nodes and mP check nodes. A length-NP PLDPC

codeword Λ = (v1, v2, . . . , vN ) is grouped into nP blocks, i.e.,

V1,V2, . . . ,VnP
, where Vj consists of Z = N/nP replicas of

vj . Furthermore, each block Vj is divided into D sub-blocks

{Vj,κ |κ = 1, 2, . . . , D} if D (D ≥ 2) different types of

constellations are employed. The length of Vj,κ equals ηκZ ,

where ηκ ∈ (0, 1) is the mixing ratio of the κ-th constellation

and
∑D

κ=1 ηκ = 1. After processing by the interleaver, the

interleaved sub-block V̂κ is generated, as illustrated in Fig. 19.

Consequently, the written symbol sequence xκ is produced by

the κ-th constellation to modulate V̂κ.

Example 22: Assume that two constellations (i.e., Gray-

labeled constellation and anti-Gray-labeled constellation, D = 2)

with a mixing-ratio vector η = (η1, η2) = (1/2, 1/2) are

applied in an IM-PLDPC-BICM-ID MLC flash-memory system.

In this system, each block V is divided into 2 sub-blocks. After

processing by the interleaver, two interleaved coded-bit sub-

sequences (V̂1 and V̂2) are produced. Then, the written symbol

sequences (x1 and x2) are generated by the Gray- and anti-Gray-

labeled constellations to modulate V̂1 and V̂2, respectively.

To satisfy the high-rate demand for flash-memory applications,

high-rate PLDPC codes are constructed with two constellations
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Fig. 19. Bit-interleaving process for an IM-PLDPC-BICM-ID over a flash
memory channel.

(i.e., Gray-labeled constellation and anti-Gray-labeled constella-

tion) in the IM-BICM-ID flash-memory systems in [120]. Here,

the mixing-ratio vector is assumed as η = (η1, η2) = (1/2, 1/2)
without loss of generality. Note that the proposed construction

approach can also be applied to other mixing ratios.

Next, assume a rate- 9
10 PLDPC code corresponding to a

3 × 21 base matrix, which includes 1 punctured variable node

and 20 unpunctured variable nodes. Then, some constraints are

imposed on the base matrix so as to obtain a desirable decoding

threshold and an effective MHDGR for IM-BICM-ID flash-

memory systems. The procedure is as follows.

(1) Initialize a protograph with a precoding structure and a

highest-degree punctured variable node.

(2) Enable the linear-minimum-distance-growth property, where

only one degree-2 variable node is allowed outside the

precoding structure of the protograph.

(3) Ensure the linear-minimum-distance-growth property by em-

ploying an extension variable-node pattern with two degree-3
variable nodes in the protograph.

Based on the above constraints, the optimized rate- 9
10

PLDPC code, referred to as irregular-mapped accumulate-

repeat-accumulate (IMARA) code, is constructed by a PEXIT-

adided computer search. According to [43], [65], adding degree-

3 VNs into a rate- 9
10 protograph can retain the lowest complexity

for its corresponding higher-rate counterparts without deteri-

orating the linear-minimum-distance-growth property. Hence,

one can easily construct a higher-rate IMARA code by fur-

ther appending the degree-3 variable-node pattern to the base

matrix of rate- 9
10 IMARA code. The base matrix of a rate-

rP = e+1
e+2 (e ≥ 8) IMARA code is given by

BIMARA =




1 2 0 1 0
0 3 1 0 1
0 1 2 3 1

2e︷ ︸︸ ︷
0 0 · · · 0 0
1 2 · · · 1 2
2 1 · · · 2 1


 , (29)

where the variable node corresponding to the second column is

punctured.

Now, consider five different rate- 9
10 PLDPC codes, i.e.,

IMARA code, AR4JA code, VNDM-PLDPC code, OARA code

and regular column-weight-3 PLDPC code. The IMARA code

not only possesses the lowest decoding threshold among the

five codes (i.e., 11.483 dB), but also has a 0.182-dB gap to the

capacity limit (i.e., 11.301 dB) of an IM-BICM-ID flash-memory

channel. Also, it is verified by AWE analysis that the IMARA

code enables the linear-minimum-distance-growth property.
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Fig. 20. BER curves of five different PLDPC codes in the IM-BICM-ID flash-
memory system with rP = 9/10, NT = 4000, tGL,max = 6, and tBP,max =
40.

Example 23: Fig. 20 compares the BER performance of

the rate- 9
10 IMARA code, AR4JA code, VNDM–PLDPC code,

OARA code and regular PLDPC code in an IM-BICM-ID flash-

memory system. At a BER of 10−6, the IMARA code achieves

performance gains of about 500, 1000, 1100 and 1800 PE

cycles over the OARA code, regular PLDPC code, AR4JA code

and VNDM-PLDPC code, respectively. This demonstrates the

excellent error performance of the IMARA code. Furthermore,

it should be noted that the IM-IMARA-BICM-ID flash-memory

system is obviously superior to its regular-mapped counterpart

(Simulations are omitted here for simplicity).

C. Summary

In this section, the optimization methodologies for PLDPC-

BICM flash-memory systems is reviewed. In particular, some

design guidelines of PLDPC codes and bit mappers are presented

for regular-mapped BICM flash-memory systems to meet the

high-reliability and high-efficiency requirements. As a further

advancement, a paradigmatic devise on the IM-PLDPC-BICM-

ID flash-memory systems is introduced, which can achieve better

error performance and lower decoding latency.

VIII. FUTURE RESEARCH DIRECTIONS

In the above sections, a thorough survey is provided for the

design of PLDPC-BICM over several typical channel models.

The PLDPC-BICM has attracted considerable attention in recent

years because it exhibits excellent performance with a simple

design and easy implementation. Despite the fruitful results in

the vast volume of literature on PLDPC-BICM, a number of

challenging issues still require to be addressed. Here, some po-

tential research directions are suggested for further investigation.

A. Further Optimization of SC-PLDPC-BICM

Most existing SC-PLDPC codes reported in the literature

suffer from relatively low rates (i.e., rSC ≤ 1
2 ), which to some

extent limit their applications in digital communications and

data-storage systems [153]–[155]. Actually, high-rate codes are

always preferred over low-rate codes, especially for data-storage

systems. To satisfy the high-throughput requirement in practical

applications, developing robust design approaches to construct

higher-rate SC-PLDPC codes (e.g., couple a series of higher-

rate PLDPC codes) for BICM systems becomes an urgent task

for the coding community.

Additionally, the investigation of SC-PLDPC-BICM systems

has been restricted to the AWGN and fading channels. Similarly

to conventional SC-LDPC codes [61], [160], [161], the SC-

PLDPC codes will find more applications in optical communi-

cation systems, flash-memory systems, and underwater acoustic

communication systems. Accordingly, it is expected to develop

efficient SC-PLDPC-BICM frameworks enjoying the wave-like-

convergence benefit in other channel models, which will support

more diverse transmission/storage services.

Different form the conventional point-to-point communica-

tions, multiple access is a critical technology to the future

massive IoT network. The existing orthogonal multiple access

technologies divide the resource elements (e.g., time and fre-

quency) orthogonally to avoid the inter-user interference, but

sacrifice the spectrum efficiency. To circumvent this limitation,

NOMA [130]-[132] becomes a promising solution, which can

assign limited resource elements to support more users at the

cost of inducing inter-user interference. Therefore, SC-PLDPC-

BICM will be an appealing technique for boosting the error

performance of NOMA-aided wireless communication systems.

B. Receiver Design of PLDPC-BICM

To date, most relevant work has been devoted to tackling

design issues from the transmitter perspective for PLDPC-

BICM systems. However, the optimization and implementation

of receivers, including detection and decoding algorithms, have

been largely ignored during the past decade. In fact, a detec-

tion/decoding algorithm is an inevitable technique to ensure

high performance and hardware-friendly implementation of the

BICM systems. Although there are some attempts to develop

novel receiver designs for BICM systems [23], [52], [93], [97],

[171], these algorithms do not consider the salient features of

protograph and spatial coupling. Aiming to improve the error

performance and to reduce the computational complexity, high-

efficiency detection/decoding algorithms for the PLDPC-BICM

are worth exploring. Besides, as receiver does not know the CSI

in actual implementation, channel estimation becomes a critical

issue in detector design. Then, based on the characteristics of

PLDPC codes and interleaver, using the soft information (i.e.,

bit-level LLRs) output from the decoder to assist the channel

estimator is expected to further improve the system performance.

An emerging solution is to incorporate learning techniques [238]

into receiver designs.

The hybrid-automatic-repeater-request (HARQ) [133]

PLDPC-BICM will be a promising technique to realize high-

reliability and high-throughput transmissions over non-ergodic

channels. The transmitter first sends the symbols associated with

the coded bits that are relatively easier to be recovered (i.e.,

the variable nodes with relatively high degrees in the parity

check matrix). The receiver exploits the cyclic-redundancy

check and HARQ to implement decoding, then the undecodable

codeword in the previous transmission slot can combine with

new incremental parity check bits to decode again.

The decoding performance of BICM flash-memory systems is

highly dependent on the reliability of read voltages that produce



34

initial LLRs for the PLDPC decoder. However, the existing

detection schemes, such as MMI and voltage-entropy-based de-

tection schemes [159], [236], require the knowledge of threshold-

voltage distributions in order to optimize the read voltages, and

thus dramatically increase the implementation complexity. As

a remedy, novel learning-aided detection schemes (e.g., read-

voltage optimization schemes), which can achieve excellent

performance without requiring threshold-voltage distributions,

are needed to be developed for such systems.

C. New Application Scenarios of PLDPC-BICM

1) Ultra-High-Density Flash-Memory Systems: Although the

design methodologies for high-rate PLDPC codes and bit map-

pers over BICM MLC flash-memory channels with regular

mapping and IM have been extensively investigated, as discussed

in Section VII, the optimization of PLDPC-BICM TLC/QLC

flash-memory systems have not been completely studied. Since

these higher-density flash-memory systems suffer from severer

circuit-level noise, more errors will occur. Consequently, it is

indispensable to develop excellent code-construction methods

and bit-mapping schemes to guarantee the storage reliability for

PLDPC-BICM TLC/QLC flash-memory systems.

Recently, three-dimensional (3D) NAND flash memory has

emerged as a new non-volatile storage medium. This type

of flash-memory devices have already been adopted in some

electronic and communication devices. Compared with the pla-

nar flash memory, 3D flash memory can significantly increase

the storage capacity and decrease the storage cost, but it is

prone to severer interference and noise. LDPC codes have been

demonstrated to have outstanding error-correction capability in

3D TLC flash-memory systems [239], [240], which may inspire

more research efforts on the design of low-complexity PLDPC

codes as well as robust BICM schemes.

2) Underwater Acoustic Communication Systems: Underwa-

ter acoustic channel represents another typical channel model

for practical wireless communications. The underwater acoustic

channel, which is commonly described as a doubly-selective

fading channel, is viewed as one of the most complicated

wireless-communication environments. It is extremely difficult

to establish design criteria for capacity-approaching FEC codes

together with their BICM schemes in such scenarios. Recently,

PLDPC codes were applied to significantly enhance the ro-

bustness against fading and noise incurred by the underwater

acoustic channel [61], [241]. To achieve higher throughput,

the PLDPC-BICM-ID is expected to outperform the algebraic-

coded counterparts [60] and to be a more favorable transmission

solution for underwater acoustic communications.

D. New Types of BICM Frameworks

1) Spatial-Modulation-aided PLDPC-BICM: Spatial modu-

lation can realize high spectral and energy efficiency with

relatively simple design, which has been explosively investi-

gated since 2008. In contrast to the conventional modulations,

like MPSK/MQAM, the space-domain and other signal-domain

(e.g., frequency/time/code/angle-domain) resources have been

integrated into the spatial modulation, thereby achieving more

desirable performance [242], [243]. Although the LDPC coding

techniques have been applied to high-order spatial-modulation

systems [168]–[170], there is a lack of systematic design guide-

line for the BICM systems involving PLDPC codes and spatial

modulations. Actually, the joint design and optimization of

PLDPC code, bit-to-symbol mapping and index scheme has

a significant effect on the performance of spatial-modulation

systems. Therefore, it is important to conceive some sophis-

ticated methods for intelligently integrating the PLDPC codes

into spatial-modulation systems, which may yield new types of

capacity-approaching BICM schemes.

2) Joint PLDPC-and-PNC BICM: Relay-aided cooperation is

a crucial enabling technique for future wireless-communication

applications, especially for PNC systems and IoT. Specifically,

this technique can be exploited to enhance the spatial diversity,

thus it has been widely applied in low-power and low-complexity

wireless-communication systems. Inspired by these advantages,

several robust constructions were developed for the PLDPC

codes in BPSK-aided relay systems [98], [99], [136], [179].

While PLDPC codes have recently been deployed to PNC BICM

systems over TWR channels [135], their optimization is still

unexplored. Especially, how to develop capacity-approaching

joint PLDPC-and-PNC algorithms tailored for BICM is still a

challenging issue to be resolved.

3) Polar-Coded BICM: As the first type of capacity-achieving

FEC codes, polar codes are superior to LDPC codes in certain

cases, hence providing a promising error-correction solution for

communication and storage [244]. In 2018, polar codes were

selected as the coding scheme for the control channel in 5G

radios. Some research efforts have been made to establish a

series of polar-coded BICM systems so as to achieve bandwidth-

efficient transmissions in communication and storage systems

[245], [246]. In this direction, a number of research issues (e.g.,

encoder/decoder design, constellation and bit-mapper optimiza-

tion) are waiting for further investigation to fully exploit the

polarization feature towards optimal BICM performance.

IX. CONCLUDING REMARKS

This article provides an overview of an promising bandwidth-

efficiency BICM technique, namely the PLDPC-BICM. During

the past fifteen years, the PLDPC-BICM has drawn a great

deal of attention from both academic and industrial communities

as it is capable of achieving capacity-approaching performance

with low implementation complexity. To offer a comprehensive

review, the evolution of the PLDPC-BICM was traced from the

deployment of PLDPC codes to the application of their SC-

PLDPC relatives. These two types of codes can be conveniently

represented by small-size protographs, which lead to easy design,

analysis and implementation. The inherited benefits allow the

PLDPC codes to be seamlessly combined with various high-

order modulations, thus making the resultant BICM attractive

for modern communication and storage systems including deep-

space communication systems, satellite broadcasting systems,

optical communication systems, wireless communication sys-

tems, and flash-memory-aided data-storage systems.

In order to give a full picture of this research field, most of the

representative design and analysis methodologies were presented

in relation to the PLDPC-BICM with many illustrative examples.

The code construction, constellation shaping and bit-mapper

optimization were discussed in several typical transmission
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environments, including AWGN, fading, Poisson PPM, flash-

memory channels, assuming a serially concatenated decoding

framework which comprises a soft-decision demodulator and a

BP decoder at the receiver. More than two hundred and thirty

technical papers were carefully selected, so as to substantially

elucidate the recent research progress and emerging development

trends in the regard of PLDPC-BICM systems.

As one type of structured LDPC codes, the PLDPC codes

exhibit capacity-approaching decoding thresholds and desirable

linear-minimum-distance-growth property in BICM systems un-

der different channel conditions. Although the presentation is

limited to several typical channel models, the corresponding

design and analysis techniques offer certain universal princi-

ples effective for more generalized channel models. Owing to

the superb performance and simple implementation, PLDPC-

BICM has been widely recognized as a competitive transmission

scheme for a myriad of digital-communication and data-storage

applications. Beyond any doubt, the PLDPC-BICM will be

adopted by more emerging practical use and industry standards.
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[183] G. Böcherer, F. Steiner, and P. Schulte, “Bandwidth efficient and rate-
matched low-density parity-check coded modulation,” IEEE Trans. on
Commun., vol. 63, no. 12, pp. 4651–4665, Dec. 2015.

[184] H. Wu, A. Ashikhmin, X. Wang, and et al., “Distributed error correction
coding scheme for low storage blockchain systems,” IEEE Internet Things

J., vol. 7, no. 8, pp. 7054–7071, Aug. 2020.

[185] M. Franceschini, G. Ferrari, and R. Raheli, “Does the performance of
LDPC codes depend on the channel?” IEEE Trans. Commun., vol. 54,
no. 12, pp. 2129–2132, Dec. 2006.

[186] S. Aggarwal, “A survey-cum-tutorial on approximations to Gaussian Q
function for symbol error probability analysis over Nakagami-m fading
channels,” IEEE Commun. Survey & Tut., vol. 21, no. 3, pp. 2195–2223,
3rd Quart. 2019.

[187] D. Sadhwani, R. N. Yadav, and S. Aggarwal, “Tighter bounds on the
Gaussian Q function and its application in Nakagami-m fading channel,”
IEEE Wireless Commun. Lett., vol. 6, no. 5, pp. 574–577, Oct. 2017.

[188] L. Chang, G. Y. Li, and J. Li, “Closed-form SNR estimator for MPSK
signals in Nakagami fading channels,” IEEE Trans. Veh. Technol., vol. 65,
no. 9, pp. 6878–6887, Sep. 2016.

[189] Y. Lee and M. Tsai, “Performance of decode-and-forward cooperative
communications over Nakagami-m fading channels,” IEEE Trans. Veh.

Technol., vol. 58, no. 3, pp. 1218–1228, Mar. 2009.

[190] Y. Fang, L. Wang, P. Chen, J. Xu, G. Chen, and W. Xu, “Design and
analysis of a DCSK-ARQ/CARQ system over multipath fading channels,”
IEEE Trans. Circuits Syst. I, Reg. Papers, vol. 62, no. 6, pp. 1637–1647,
Jun. 2015.

[191] W. Lee, M. Kang, S. Hong, and S. Kim, “Interpage-based endurance-
enhancing lower state encoding for MLC and TLC flash memory stor-
ages,” IEEE Trans. Very Large Scale Integr. (VLSI) Syst., vol. 27, no. 9,
pp. 2033–2045, Sep. 2019.

[192] Y. Liao, C. Lin, H. Chang, and S. Lin, “A (21150, 19050) GC-LDPC
decoder for NAND flash applications,” IEEE Trans. Circuits Syst. I: Regul.

Papers, vol. 66, no. 3, pp. 1219–1230, Mar. 2019.

[193] Z. Mei, K. Cai, and X. He, “Deep learning-aided dynamic read thresh-
olds design for multi-level-cell flash memories,” IEEE Trans. Commun.,
vol. 68, no. 5, pp. 2850–2862, May 2020.

[194] A. G. i Fabregas and G. Caire, “Coded modulation in the block-fading
channel: Coding theorems and code construction,” IEEE Trans. Inf.
Theory, vol. 52, no. 1, pp. 91–114, Jan. 2006.

[195] W. Ryan and S. Lin, Channel Codes: Classical and Modern. New York,
NY, USA: Cambridge Univ. Press, 2009.

[196] T. Koike-Akino, D. S. Millar, K. Kojima, K. Parsons, Y. Miyata, K. Sug-
ihara, and W. Matsumoto, “Iteration-aware LDPC code design for low-
power optical communications,” J. Lightw. Technol., vol. 34, no. 2, pp.
573–581, 2016.

[197] Z. Wang, D. Yang, and L. B. Milstein, “Multi-user resource allocation for
a distributed multi-carrier DS-CDMA network,” IEEE Trans. Commun.,
vol. 60, no. 1, pp. 143–152, Jan. 2012.

[198] T. M. Cover and J. A. Thomas, Elements of Information Theory. New
York, NY, USA: John Wiley & Sons, 1991.

[199] E. Biglieri, Coding for Wireless Channels. Springer Science & Business
Media, 2005.

[200] Q. Xie, J. Song, K. Peng, F. Yang, and Z. Wang, “Coded modulation with
signal space diversity,” IEEE Trans. Wireless Commun., vol. 10, no. 2,
pp. 660–669, Feb. 2011.

[201] C. L. Lin, T. H. Lin, and R. Y. Wei, “Bit labeling and code searches
for BICM-ID using 16-DAPSK,” IEICE Trans. Commun., vol. 101E-8,
no. 12, pp. 2380–2387, Dec. 2018.

[202] X. Li, A. Chindapol, and J. A. Ritcey, “Bit-interleaved coded modulation
with iterative decoding and 8PSK signaling,” IEEE Trans. Commun.,
vol. 50, no. 8, pp. 1250–1257, Aug. 2002.

[203] S. Liew, L. Lu, and S. Zhang, “A primer on physical-layer network
coding,” Synth. Lectures Commun. Netw., vol. 8, no. 1, pp. 1–218, 2015.

[204] R. Wei, J. A. Ritcey, and B. Lu, “TCM with differential encoding: Set
partitioning, trellis designs, and distance analysis,” IEEE Trans. Commun.,
vol. 63, no. 8, pp. 2776–2787, 2015.

[205] Q. Li, J. Zhang, L. Bai, and J. Choi, “Performance analysis and sys-
tem design for hierarchical modulated BICM-ID,” IEEE Trans. Wireless
Commun., vol. 13, no. 6, pp. 3056–3069, Jun. 2014.

[206] D. G. M. Mitchell, R. Smarandache, and D. J. Costello, “Quasi-cyclic
LDPC codes based on pre-lifted protographs,” IEEE Trans. Inf. Theory,
vol. 60, no. 10, pp. 5856–5874, Oct. 2014.

[207] N. Bonello, S. Chen, and L. Hanzo, “Construction of regular quasi-cyclic
protograph LDPC codes based on Vandermonde matrices,” IEEE Trans.

Veh. Technol., vol. 57, no. 4, pp. 2583–2588, Jul. 2008.

[208] D. G. M. Mitchell, A. E. Pusane, and D. J. Costello, “Minimum distance
and trapping set analysis of protograph-based LDPC convolutional codes,”
IEEE Trans. Inf. Theory, vol. 59, no. 1, pp. 254–281, Jan. 2013.

[209] Y. Fang, P. Chen, L. Wang, and F. C. M. Lau, “Design of protograph
LDPC codes for partial response channels,” IEEE Trans. Commun.,
vol. 60, no. 10, pp. 2809–2819, Oct. 2012.

[210] I. Kang, H. Kim, and L. H. Hanzo, “EXIT-chart aided design of row-
permutation assisted twin-interleaver BICM-ID,” IEEE Trans. Broadcast.,
vol. 64, no. 1, pp. 85–95, Mar. 2018.

[211] P. Zhang and et. al., “Protograph-based LDPC Hadamard codes,” IEEE

Trans. Commun., vol. 69, no. 8, pp. 4998–5013, Aug. 2021.

[212] N. ul Hassan, M. Lentmaier, I. Andriyanova, and G. P. Fettweis, “Im-
proving code diversity on block-fading channels by spatial coupling,” in
Proc. IEEE Int. Symp. Inf. Theory (ISIT), Jun. 2014, pp. 2311–2315.

[213] Y. Fang, G. Bi, and Y. L. Guan, “Design and analysis of root-protograph
LDPC codes for non-ergodic block-fading channels,” IEEE Trans. Wire-

less Commun., vol. 14, no. 2, pp. 738–749, Feb. 2015.

[214] L. T. N. Landau, M. Dörpinghaus, R. C. de Lamare, and G. P. Fettweis,
“Achievable rate with 1-bit quantization and oversampling using continu-
ous phase modulation-based sequences,” IEEE Trans. Wireless Commun.,
vol. 17, no. 10, pp. 7080–7095, Oct. 2018.

[215] Z. Yang, Y. Fang, Y. Cheng, P. Chen, and D. J. Almakhles, “Pro-
tograph LDPC-coded BICM-ID with irregular mapping: An emerging
transmission technique for massive internet of things,” IEEE Trans. Green

Commun. Netw., vol. PP, no. 99, pp. 1–14, Feb. 2021.

[216] L. Szczecinski, H. Chafnaji, and C. Hermosilla, “Modulation doping for
iterative demapping of bit-interleaved coded modulation,” IEEE Commun.

Lett., vol. 9, no. 12, pp. 1031–1033, Dec. 2005.

[217] M. Battaglioni, A. Tasdighi, G. Cancellieri, F. Chiaraluce, and M. Baldi,
“Design and analysis of time-invariant SC-LDPC convolutional codes with
small constraint length,” IEEE Trans. Commun., vol. 66, no. 3, pp. 918–
931, Mar. 2018.

[218] M. Zhang, Z. Wang, Q. Huang, and S. Wang, “Time-invariant quasi-cyclic
spatially coupled LDPC codes based on packings,” IEEE Trans. Commun.,
vol. 64, no. 12, pp. 4936–4945, Dec. 2016.

[219] H. Huang and Y. Tsai, “Protection-level-exchanging hierarchical modu-
lation for multiresolution services under decode-and-forward cooperative
networks,” IEEE Trans. Veh. Technol., vol. 66, no. 8, pp. 6742–6753, Aug.
2017.

[220] Z. Hossain and J. M. Jornet, “Hierarchical bandwidth modulation for ultra-
broadband terahertz communications,” in Proc. IEEE Int. Conf. Commun.
(ICC), May 2019, pp. 1–7.
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