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Abstract

This paper presents a decentralized motion planner for a formation of autonomous
mobile robots evolving in an unknown environment with obstacles. The motion plan-
ning scheme consists of decentralized receding horizon planners that reside on each
vehicle to achieve coordination among formation agents. The advantage of the pro-
posed algorithm is that each vehicle only requires local knowledge of its neighboring
vehicles. The main requirement for designing an optimal conflict-free trajectory in
a decentralized way, is that each robot does not deviate too far from its assumed
trajectory designed without taking the coupling constraints into account. Finally, a
comparative study between the proposed algorithm and other existing algorithms
is provided in order to show the advantages especially in terms of computing time.

Key words: Multi-vehicle formation, Decentralized intelligence, Receding horizon
planning, Nonholonomic mobile robot.

1 Introduction

The research effort in multi-agent system relies on the fact that multiple agents
have the possibility to solve problems more efficiently than a single agent. Co-
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operative control of multiple vehicles gives rise to significant theoretical chal-
lenges and has various engineering applications including cooperative trans-
portation of a large payload [18], formation flying of unmanned aerial vehicles
[10], multi-agent gaming such as robot soccer or robot rescue [1,14,19].

In this paper, the problem of interest is the navigation of a formation of au-
tonomous mobile robots evolving in environments with obstacles. Here, the
vehicles are dynamically decoupled but have common constraints that make
them interact. Indeed, each robot has to avoid collision with the other ones.
Moreover, some communication links between some vehicles must be main-
tained during the movement. Since the available power onboard the vehicle is
limited, the distance between two vehicles which may exchange information
will naturally be constrained. Besides maintaining the communication, the
feasibility of the trajectories implies the respect of the dynamic constraints,
as well as avoiding obstacles and collisions. In this paper, we will focus solely
on these dynamic and geometric aspects and ignore mobile networking fac-
tors, such as fading, cross talk, and delay, which can also affect the quality of
communication between the vehicles.

Motion planning consists in generating a collision-free trajectory from the ini-
tial to the final desired positions for each vehicle. Depending on the distance
that the robots have to travel, the computation of complete trajectories from
start until finish may be computationally expensive. Moreover, the environ-
ment is usually partially known and further explored in real time. Therefore,
the trajectories have to be computed gradually over time while the mission
unfolds. It can be accomplished using an online receding horizon planner [16],
in which partial trajectories from an initial state toward the goal are computed
by solving an optimal control problem over a limited horizon.

Two strategies for motion planning in multi-agent systems are the centrali-
zed and decentralized (distributed) approaches. Although the centralized one
has been used in different studies (see [7] for instance), its computation time
which scales exponentially with the number of vehicles, its communication
requirement and its lack of security make it prohibitive. To overcome these
limitations, one can use a distributed strategy which results in a formation
behavior similar to what is obtained with a centralized approach.

Recently, some decentralized receding horizon planners have been proposed
in [8,11-13]. In [8], a solution is provided for unconstrained subsystems (de-
coupled input constraints only). Therefore, the coupling constraints between
robots cannot be taken into account. In [11,12], a distributed planner is formu-
lated where each robot optimizes locally for itself as well as for every neighbor
at each update, resulting in the increase in the computing time and the de-
crease in the decentralization. Furthermore, in order to ensure collision avoid-
ance, some emergency strategies must be defined. In [13], the decentralized



scheme is based on a leader-follower architecture. Indeed, the vehicles update
their trajectory sequentially and the feasibility is guaranteed in spite of the
presence of coupling constraints between subsystems. One advantage of the
leader-follower approach is that it is easy to implement. However, there is
no explicit feedback from the follower to the leader. Another disadvantage
is that the leader is a single point of failure. Other decentralized strategies
based on potential fields are given in [5,6] but they do not enable to satisfy
the nonholonomic constraint imposed by the rolling wheels.

In this paper, a distributed implementation, without assigning any leader, of
receding horizon planning is presented. Each robot optimizes only for its own
trajectory at each update and exchanges information with neighboring sub-
systems. It requires the exchange of the assumed trajectory designed without
taking the coupling constraints into account between neighboring subsystems
prior to each update. Providing that the robot does not deviate too far from
the assumed trajectory, a conflict-free trajectory satisfying all the constraints
can be found. Contrary to [5,6,8,11,12], the distributed planning algorithm
guarantees the feasibility of the vehicle path, which is crucial for real-time
implementation.

The outline of this paper is as follows. In Section 2, the problem setup is
described. In Section 3, our decentralized algorithm which only uses local
information is presented. Finally, in Section 4, a comparative study between
the proposed algorithm and other existing algorithms is provided in order to
show the advantages especially in terms of computing time.

2 Problem setup

2.1 Modeling of mobile robot

Each mobile robot R, (n € {1,...,N}), shown in Fig. 1, is of unicycle-type.
The n'* robot body is of symmetric shape and the centre of mass is at the
geometric centre C,, of the body. It has two driving wheels fixed to the axis
which passes through C,, and one passive centrered orientable wheel. The two
fixed wheels separated by 2p,,, are independently controlled by two actuators
(DC motors) and the passive wheel prevents the robot from tipping over as
it moves on a plane. In this paper, we assume that the motion of the passive
wheel can be ignored in the dynamics of the mobile robot. The centre of mass
C,,, whose coordinates are (x,,y,), is located at the intersection of a straight
line passing through the middle of the vehicle and the axis of the two driving



wheels. The configuration of the robot can be described by:

qn(t) = [T (1), Yn(t), Hn(t)]Ty

where 6,(t) is its orientation in the global frame.
—

J

Yn

O T

<~}

Fig. 1. Unicycle-type mobile robot

In this paper, the kinematics of wheeled-mobile robot is shown under the
nonholonomic constraints (see [2] for details). The pure rolling and nonslipping
nonholonomic conditions are described by:

A"(q.)g, =0 with  AT(q,) = | —sin6, cosh, 0] -

The kinematic equations can be written as follows:

Qn(t) = f(%z(t)’un(t))a (1>

where vector field f : R?* x R? — R? and control inputs u,, are defined as:

cos B, (t) 0
F(gn(t),un(t)) = | sin6,(t) 0| un(t),
0 1
un(t) = [oa(t), wa ()"

v, (t) and w,,(t) are the linear and angular velocities, respectively. The system
(1) is constrained to take into account the practical limitations on the vehicle
velocities, i.e Vi > 0,

|Un<t) | S Un,maz
(2)

|wn (t) | S wn,max-

2.2 Problem setup

The following assumptions are made in this study:



(i) robots have on-board sensors which can detect surrounding objects and
vehicles within a range with a small margin of error,

(ii) robots can reliably communicate with each other,

(iii) the broadcasting range is limited,

(ilii) each robot R, (n € {1,..., N}) knows its initial configuration g, (tn;)
(

(

tini 1s the initial time instant) and its goal configuration g,(tfin) = Gn fin
t fin is the final time instant).

Let us consider the following distributed integrated cost for multi-vehicle for-

mation navigation:
N

L(Qa u) = Z Ln(Qn; Up,, %L,fin), (3)

n=1
where Ly, (qn, Un, @n. fin) : R¥xR?*XR?* — R is the integrated cost for one robot
stabilization (it is assumed that L, (¢n, Un, ¢n,fin) = 0 if and only if ¢, = ¢y, fin

T T
and u, = 0), ¢ = {qlT, e ,q]ﬂ and u = [ulT, e ,uﬂ are the concatened

trajectory and control input. To solve the motion planning problem, one can
make the following choices without loss of any generality ! :

e The geometric shape of robot R, is represented by a 2-D circle of centre
C,, = (zn,yn) and of radius p,. Its motion is controlled but nonholonomic
and is represented by the velocity vector u,(t). The range of its sensors is
also described by a circle centrered at C),.

e Thei™ (i = 1,...) obstacle in the environment will be represented by a circle
centrered at point O; = (X;,Y;) and of radius r;, denoted by B;(O;, ;).

Definition 1 Vi, € [tini, trin], VR, (n € {1,...,N}), the detected obstacle
set Op(ty) is defined as the subset O, (ty) C {B1(O1,711),B2(02,72),...,} of

M, obstacles in the range of the robot sensors.

Note that the detected obstacle set is time dependent and evolves as long
as the robot moves and discovers new obstacles (see Fig. 2-3). In order to
ensure the collision avoidance with obstacles, for all ¢ > 0, the distance be-
tween the robot and the detected obstacles (i.e O,,, € O,(t)), d(gn(t), Om,) =

\/(xn(t) — X, )2+ (yn(t) — Y, )? must satisfy:

d(qn(t), Om,) = pn + Tm,,- (4)

Here, a cooperative control problem is considered where some constraints cou-
ple the dynamic behavior of the robots. Indeed, the trajectory feasibility im-
plies that the topology of the wireless network is kept at any time, i.e some

L Tt is trivial to allow the envelope of either the robot or an obstacle to be repre-
sented by union/intersection of several circles. The envelopes could also be polygo-
nal. Mathematically, circular envelopes can be represented by second order inequal-
ities while polygonal envelopes can be described by first order linear inequalities.



Detected Detected ¢bstacle set O,
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O 1‘7](0) 7 O 771(is> 7

Fig. 2. Detected obstacle set at time Fig. 3. Detected obstacle set at time
ty = 0Os. t, = 1s.

communication links between some vehicles must be maintained during the
movement. These coupling constraints can be expressed by the communication
graph defined as follows.

Definition 2 A communication graph (R,E,S) is a labeled graph consisting
of:

e aset R={Ry,...,Ry} of N nodes representing the robots.

e a set of edges € C R x R encoding the communication links. Pair R, — R,
belongs to € if there is a communication link between robots R, and R,,.

e a set of edge constraints. Since the available power onboard the vehicle is
limited, the distance between two wvehicles which may exchange informa-
tion is constrained. Let us denote the broadcasting range of each R, as
dncom (> 0). For each pair (R,,R,) € &, the distance d(g,(t),q,(t)) =

\/(a:n(t) —2,(1))? + (Yn(t) — yp(t))? has to be smaller than the shortest range
of the two robots, i.e:

d(Qn (t)a dp (t)) < min<dn,com7 dp,com)' (5>

Lastly, the robots should remain at a safe distance (i.e. p, + p,) from each
other to avoid collisions. This coupling constraint can be expressed as follows:
for each pair (R, R,) € R xR, n # p,

d(gn(t), ap(t)) = pn + pp- (6)

The objective is to compute the optimal trajectory, for each vehicle, from
qn(tini) 1O Gn fin which satisfies requirements (1), (2) and (4)-(6) outlined
above, in a decentralized cooperative way and according to the performance
criteria (3). Depending on the distance that robots have to travel, the compu-
tation of complete trajectories from start until finish may be computationally
too expensive. Moreover, the environment is partially known and further ex-
plored in real time. Therefore, the trajectory have to be computed gradually
over time while the mission unfolds. It can be accomplished using an on-line



receding horizon planner, in which partial trajectories from an initial state
toward the goal are computed by solving a constrained finite time optimal
control problem over a limited horizon. In the next section, we propose a way
to decentralize the receding horizon planning problem in order to reduce the
computational complexity and communication requirements.

3 Decentralized motion planning scheme

In every distributed optimal control problem, the same constant planning
horizon T, € R* and constant update period T, € R* (T, < T},) are used. In
practice, T, is typically the time allocated for the resolution of the receding
horizon planning problem. At each update, denoted 7, (k € N),

Tk = tini + K1, (7)

each robot computes an optimal trajectory satisfying constraints (1), (2) and
(4)-(6) using local information. One idea is to only include, for each receding
horizon planner, the robots that could have direct conflicts (i.e. may produce
collision or may lose the communication). It enables a decentralized algorithm
based on local information.

3.1 Conflict sets

For each vehicle R,,, let us define two subsets of robots characterizing conflicts
that may occur:

e the inter-robot collision conflict set C,, coision(7) C R is the subset of all
vehicles R, for which the separation distance verifies:

d(qn(7%), Qp(Tk)) < pPnt+pp+ (Un,maz + Up,max)(Tp +T10), (8)

e the communication conflict set Cy, com(7:) C R is the subset of all vehicles
Ry, such that (R,, R,) € £ and for which the separation distance verifies:

d(Qn(Tk)a Qp(Tk)) 2 min(dn,coma dp,com) - (Un,maar + Up,maa:)(Tp + Tc) (9)

Once these two subsets are defined, the conflict set can be expressed as:

Cn(Tk:> - Cn,collision (Tk) U Cn,com(ﬂc)-

Remark 1 For all (R,,R,) € R x R with R, & C,(7;), the coupling con-
straints (5)-(6) between robots R, and R, are satisfied during the interval
[Th> Thsr + Tp).



3.2 Decentralized motion planning algorithm

In order to avoid a leader-follower approach and to strongly decentralize the
algorithm, it is proposed that each vehicle R,, only plans its own trajectory
using local information.

Let us denote the obstacle detection horizon as T, € R* (7, < T,) which
depends on the range of the robot sensors. Over any interval |1y, 7, + Ty,
every vehicle R,, must presume some trajectories for robots R, belonging to the
conflict set in order to plan its optimal collision-free trajectory. Two difficulties
can be stated:

e the definition of a unique presumed trajectory for each robot,

e the coherence between what a vehicle plans to do (the optimal planned
trajectory) and what the other robots believe that the vehicle will plan to
do (the presumed trajectory).

The proposed solution is to divide each optimal control problem into two steps.
First, each robot R,, computes its presumed trajectory, denoted G, (¢, 1), over
the prediction horizon (i.e. t € [7y, 7 + T}4]) and its corresponding control in-
put, denoted @, (¢, 7x). This trajectory is obtained without taking the coupling
constraint (5)-(6) into account. Then, each vehicle transmits its presumed
trajectory and control inputs to all the robots belonging to its conflict set.
Therefore, by design, the presumed trajectory is the same in every distrib-
uted optimal control problem in which it occurs, i.e. VR, € C,(7)), the same
trajectory is presumed for R,,. Then, using only local information, each robot
computes its optimal trajectory, denoted ¢ (¢, 7x), which satisfies constraints
(1), (2) and (4)-(6) and the associated control inputs, denoted u? (¢, 7%), over
the planning horizon (i.e. t € [ry, 71 + 1})).

A more formal description follows. Over each interval [1_1,7x), let the fol-
lowing optimal control problem P, (7;,) associated with the n robot which
consists in determining the presumed control input @, (¢, 7) and the presumed
trajectory g, (t, 7) which only satisfies constraints (1)-(4):

Problem P,(7;):

T +Tg
min [ L@ 7). Bt 78), G gin ), (10)

ZI\n(thk)’an(t’Tk) k



subject to: Vt € |1y, T + T4,

G (, 7) = J(@n(t, i), Un(t, %)),

CYn(Tkka) = (k,Tk 1)

Un (T, Tk) = uf (Th, Th—1), (a1
|0, 7k)| < Unmaz;

@i (t, 7k)] < Wn,maz

d(Gn(t, %), Om,) = pn+Tm,, VOm, € On(Ti-1).

Remark 2 During the initialization step, that is to say before robots move,
we denote:

T_1 = tin;
q;(’]—D;T—l) = Qn(tmz)

uy (70, 7-1) = Un(tini)

Given the conflict sets Cy, cotision(Tk—1) and Cpcom(Tk—1), the presumed trajec-
tory ¢, (t, ) and those of its neighbors, let us define the optimal control prob-
lem P*(73,) associated with the n'* robot, over each interval [r,_;, ), which
consists in determining the optimal control input «(¢,7;) and the optimal
predicted trajectory ¢ (¢, 1) which satisfies all the constraints (1)-(6):

Problem P}(7;):

—~
—_
[\

~—

. Tk+Tp " "
min )/ Ln(qn(thk)7un<t7Tk)7QTl,fin>dt7
k

qrn (t77_k)7u:1, (t77_k

subject to: Vt € 1y, 7o + T,

—_
o)

d(q(t, k), Gp(t, sz
d(qn(t, 7x), Gy (t, 1)
d(qn(t ), Gn(t, r)

> Pn + pp + é \V/R € Cn collzswn(Tk 1)
mln( n,COM ) dp ,com) 57 vFip € Cn,com(kal)a

NI \)
— O

Gn(ts k) = f(qn(t, ), up (L, 7)), (13)

@ (Thos T) = @ (Thes T, (14)

y (T, Tr) = Uy, (They The1), (15)

v (£, 7)< Vnmas (16)

[y (L, 7)| < Wnmaz (17)

( (t Tk) m )> P+ Tmns VOm, € O, (Tk 1) (18>
) (19)

) (20)

) (21)

where £ € R is a constant. Here, it is assumed that the optimal planned
trajectory ¢ (t, ) is constrained to be at most at a distance £ from the pre-
sumed trajectory §,(t, ) (see eq. (21)). This constraint enforces the degree



of correspondence between the optimal trajectory and the presumed trajec-
tory known by the neighbors. Therefore, in order to guarantee the collision
avoidance between vehicles and the preservation of the communication links,
deformation ¢ due to the mismatch between the presumed and the optimal
planned trajectories is added (see equations (19)-(20)).

Remark 3 ;From the optimal planned trajectory and control inputs associ-
ated to the planning horizon T, (i.e ¢ (t, ) and u},(t, 7)), only the part which
corresponds to the update horizon T, is stored (see Fig. 4).

A

T
’ R ---1 Predicted Trajectory

AN

— Reference Trajectory

e

Tk T+l

Fig. 4. Planning and update horizons

The decentralized receding horizon planner is described by the flow chart given
in Fig. 5. One can see that during the initialization (i.e. before robots move-
ment), each one only computes its own trajectory using local information and
enforcing the correspondence constraint (21). This process is then repeated
during the robots movement, over the interval [ry,71), and so on until they
reach a neighbourhood of their goal ¢, fin. As such, new information can be
taken into account in the next iteration.

Remark 4 One can note that constraints (14)-(15) which guarantee the conti-
nuity of the trajectory and control inputs need the optimal trajectory ¢ (Tg, Tr—1)
and control inputs u’ (T, Ti—1) computed in the previous step. Therefore, in the
proposed strateqy, the receding horizon planner is not used in order to reject
external disturbances or inherent discrepancies between the model and the real
process, as it is usually done (see for instance [3]). However, it takes the real
time constraint into account. Indeed, each mobile robot has a limited time to
compute its optimal trajectory. The time allocated to make its decision depends
on its perception sensors, its computation delays, etc. and is less than the up-
date period T, (see Fig. 6).

The discussed claim for robustness in trajectory tracking can be effectively
accomplished by sliding mode control. Robustness properties against various
kinds of uncertainties such as parameter perturbations, external disturbances
and measurement errors can be guaranteed (see []] for instance).

Remark 5 A compromise must be done between reactivity, optimality and

10



¢ [Determination of initial parameters|

On<7—0) (Qn(TO)7Un<TO))

Y

Resolution of problem
P (10)

_____________________________ : (@n(t,70), Un(t, 10))| YVt € [0, 70 + T4l
Initialization

! .
(before robots move) ' Computation of
"""""""""""""""" : conflict sets

Cn,com (TO) ) Cn,collision (7—0)

Exchange of local

Reach of a St information Vp € C, (1)
. op :
neighborhood 2 (Qp(t, 10), Up(t, 70))| Vt € [10, 70 + T))
of dn,fin : 5
Resolution of problem
P (79) and storage
N R P ARIECOD T T T S
0 Ga ) [ e A
R Obstacle set
update
On(Tk—l)

Y

Resolution of problem
P (k)

L (@t ), Tty h))| V€ [y T + TY)

__________________________ Computation of
Computation step conflict sets
over [Tg—1,Tk—1 + 1¢)

Cn,com (Tk—l) Cn,collision (Tk—l)
v

Exchange of local
information Vp € Cp,(75—1)

(@p(7h), Up(T))| VE € [7k, The + T

Resolution of problem
P*(71) and storage

(gn(E,7r), up (8, 78)) Yt € [T, 70 + T

Fig. 5. Flow chart of distributed motion planner

computation time. Indeed, the planning and detection horizon must be suffi-
ciently small in order to have good enough results in terms of computation

11



Trajectories:

---- Predicted! —Reference
q*a(tT el
Comput. Comput.

of g*u(t,m)  of q*(t,Tks1)

Tk Tict1

Fig. 6. Implementation of the receding horizon planner

time. However, the planning horizon T, must be higher than the update period
T, in order to guarantee reactivity and obstacle avoidance for the next plan-
ning problems. Similarly, it must be lower than the detection horizon Ty in
order to have sufficient authority to avoid collisions between robots and keep
the communication links.

Some specific advantages of the proposed decentralized algorithm are enumer-
ated below:

e security (without any supervisor or leader),

e high level of decentralization (each robot only knows its own trajectory, its
own desired goal and a presumed trajectory of vehicles for which conflicts
may occur),

low computation time,

real time constraint is not ignored,

quasi-optimal trajectory,

low communication bandwidth (local information) 2

3.8  Technique for solving receding horizon planning problems

There are three components for the real time resolution of optimal control
problems P, (7%) (resp. P!(7)): determination of the flat outputs, B-spline
parametrization and constrained feasible sequential quadratic programming.

The key approach is to determine outputs such that equation (1) is mapped
to a lower dimensional output space. It will imply that the problem becomes
computionally more efficient to solve. Using the flatness property of system

2 Since each trajectory and control inputs are approximated using B-spline func-
tions, only control knots and optimal control points are exchanged pairwise (see
next part for further details).

12



(1) (see [9] for further details about flatness), all system variables can be
differentially parameterized by z,, v, as well as a finite number of their time
derivatives. Indeed, 6,,, v, and w, can be expressed by x,, ¥, and their first
and second time derivatives, i.e.

0, = arctan =, v, = /22 + 32 and w, = —F— . 22
i Va2 + 92 21 (22)

Once the performance criteria (10) (resp. criteria (12)) and constraints (11)
(resp. constraints (13)-(21)) are mapped into the flat output space, the pre-
sumed (resp. optimal) trajectory is planned in this space (see Fig. 7).

Flat space

S

2 2
Xa(Th YT T oo X (T Ty (T )

Fig. 7. Flatness and motion planning

Then, in order to transform the optimal trajectory generation problem into
a parameter optimization one, a piecewise polynomial function, B-spline, is
adopted to specify the trajectory. The B-spline functions are chosen as basis
functions due to their flexibility and easiness of enforcing continuity across
breakpoints. B-Spline is the function defined by a series of knots called con-
trol knots. In our study, the three-order B-spline basis functions are used to
parameterize the trajectory. For problem P,(7;,) (resp. P*(73,)), the time inter-
val [1g, T, + Ty) (vesp. [k, Tk + T})) is divided into ng,. equal segments with
Ninot + 4 knots to be control knots:

nody = ... =nods =1, <nody < ... <nody,,, ,+3="1;+ Ty (resp. T,) (23)

The trajectories of the flat outputs are written in terms of finite dimensional
B-spline curves as:

x(t, T ) 3+nknot
=Y OB (24)
y<t77-k) J=1

13



where C; € R? are the control points and B; 3 is the B-spline basis function
computed recursively as follows:

1 if nod; <t < nodjiq

Bjo(t) =
0 otherwise
vd € {1,2,3}, (25)
t — nod; nod.; —t
Bja(t) = —Bja1(t) + il a1 (t).

nod; 442 — nod; nod; 441 — nod;q

Finally, the time domain is truncated into smaller intervals by quadratic laws.
The optimal control points C; are numerically found using the constrained
feasible sequential quadratic optimization algorithm [15]. See [17] for a detailed
analysis of the efficiency of this approach. To finish, the open-loop control
inputs are deduced using equation (22).

4 Simulation results and performance evaluation

In order to highlight the performance of the proposed decentralized strategy,
a comparative study with other existing motion planners for a formation of
autonomous mobile robots evolving in unknown environments is done. The
comparison criteria are: (1) the computation time, (2) the information flow,
(3) the easiness of implementation and (4) the optimal traveling time.

4.1 Generalities on existing cooperative motion planners

We have implemented and tested the following approaches suitable for our

motion planning problem under the same conditions? :

e a centralized algorithm where the trajectories are computed via a supervisor
by typically solving a large-dimension scale optimization problem.

e a “weakly” decentralized receding horizon approach [12] where each robot
optimizes locally for itself and every neighbor at each update. In this case,
over any interval [7;_1, 7%), only configuration ¢, (g, 7x—1) is exchanged pair-
wise. This fact enables to decrease the information flow. From g, (7%, 7%—1)

3 One can note that the existing strategies have been proposed in order to solve the
motion planning problem for linear systems. Nevertheless, using techniques given
in Section 3.3 (i.e flat outputs, B-spline parametrization and constrained feasible
sequential quadratic programming), these algorithms can easily be extended to non-
linear systems.

14



(Vp € Cn(m)), robot R,, generates its optimal trajectory g,(t,7) and the
presumed trajectories g,(t, 7x).

Two problems arise from using such a strategy. On the one hand, the lack of
correspondence constraint between the presumed and the optimal planned
trajectories implies that the coupling constraint (5)-(6) may not be satisfied.
Indeed, the presumed and optimal trajectories can be considerably different.
On the other hand, the computation of each presumed trajectory of robots
R, by vehicle R, increases the computation time and decreases the level
of decentralization because of the knowledge of desired objectives g, finai,
Vp eC, (7' k)

e aleader / follower receding horizon approach [13] where each robot sequen-
tially computes its optimal trajectory. At first, an order of resolution is
determined to establish the level of priority for each robot. So, over any
interval [7;_1,7%), the robot who has the highest priority plans its optimal
trajectory without taking the others into account. Once its trajectory is
planned, another robot, having the second highest priority, generates its
optimal trajectory by taking the already planned trajectories into account.
And, so on. The main advantage of this approach is its easiness of implemen-
tation. However, because of the leader / follower architecture, leaders are
single points of failure. Finally, when the velocity of the leader is maximal,
the manoeuvre margin of the follower is limited.

5 Simulation results and discussion

The geometrical shape of each robot R, is included in a circle of radius p,, =
0.2m. The linear and angular velocities are bounded, i.e. |v,| < 0.5m.s™! and
|w,| < 5rad.s7!. In the simulation examples, (1) represents the kinematics
of R,. A pentium IV (192Mo of RAM) micro-processor running at 2.4 Ghz
operating under linux real time hosts the motion planner written in C.

5.1 Scenario 1

In this scenario, the group consists of two robots (N = 2) starting at ¢;(0) =
[0,0,0]7 and ¢2(0) = [0,5.1,0]T, respectively, with velocities equal to zero.
These robots must cross each other in order to reach their desired configuration
q1.rin = [5,5,0)7 and ga i = [5,0,0]7, respectively as fast as possible.

Since the environment is partially known and further explored in real time

(i.e. the range of sensors of each robot is of radius 1.5m), a receding horizon
strategy, whose parameters are given in Table 1, is used.

15



T, 2s
T, 0.5s

Ty 2s
19 0.25

Nknot 3

Table 1
Parameters of the receding horizon planners

Here, we do not consider coupling constraint (5) on maximum separation
distance (i.e. di com = dacom = +00). Thus, only the collision avoidance (6)
between robots is taken into account as a coupling constraint.

For robots R,, (n = 1,2), the goal is to determine over each interval [1_1, %),
the optimal collision-free trajectory. One can note that, due to the symmetry of
this problem, some properties of the studied algorithms can be highlighted .

5.1.1 Centralized and “weakly” decentralized approach [12]

For the centralized strategy, a supervisor is used. At the initial time instance,
the two robots send their initial configuration and their objective. Then, the
supervisor solves, over any interval [7;_1,7%), an optimization problem of di-
mension scale 2N (3 + nNgnor). The time needed to find the optimal solution
when robots cross over is 172ms. The simulation results are given in Fig. 8.
The linear velocities, shown in Fig. 8(b), are less than 0.5m/s. In Fig. 8(a)-(b),
one can see that robots avoid collision by modifying their trajectory and their
velocity. During the crossing, robots slow down and adapt their trajectory.
Figure 8(c) shows the evolution of the distance between robots. Since it is
higher than 0.4m, the collision avoidance is guaranteed. The time to reach the
desired objective is 15.8s for robot R; and 16.2s for robot Rs.

For the “weakly” decentralized approach [12], a supervisor is not needed. Each
robot plans its own trajectory by solving an optimization problem of dimension
scale 2(3 4 nynot) as long as no collision may occur during the planning hori-
zon. Then, when a collision may occur, each robot exchanges its last planned
configuration and computes its trajectory and the one of its neighbor (opti-
mization problem of size 2N (3 4 nyyot)). Therefore, the results obtained are
the same as the results using a centralized strategy for this scenario.

4 For comparison purpose, every optimal control problem is solved using the tech-
nique given in Section 3.3. The parameters of the receding horizon planner are the
same for each algorithm studied.
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Fig. 8. Scenario 1: centralized and weakly decentralized approaches.

5.1.2  Leader / Follower approach [13]

First, an order of resolution is determined (robot Ry, then robot Rs). Contrary
to previous algorithms, leader R; does not try to avoid follower R,. It plans
its optimal trajectory by solving an optimization problem of dimension scale
2(3 4 Nnot) Without taking the coupling constraints into account. Once its
optimal trajectory is computed, it transmits it to robot R,. Then, robot Rs
generates its optimal collision-free trajectory in order to avoid leader R;. The
time needed to solve the problem when robots cross over is small (about
40ms). The simulation results are given in Fig. 9. The linear velocities, shown
in Fig. 9(b), are less than 0.5m/s. In Fig. 9(a)-(b), one can see that only
robot Ry modifies its trajectory and its velocity (i.e. deceleration) in order
to avoid collision. Therefore the time to reach the desired objective is 15.7s
for robot Ry and 16.4s for robot Rs. Figure 9(c) shows the evolution of the
distance between robots. Since it is higher than 0.4m, the collision avoidance
is guaranteed.
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Fig. 9. Scenario 1: leader / follower approach.

5.1.3 Proposed decentralized approach

Contrary to the leader / follower algorithm, there is no order of resolution. The
motion planning problem is solved in two steps. First, each robot computes
a presumed trajectory. Then, they exchange their presumed trajectory if a
collision may occur. Using the local information exchanged, they compute
their optimal collision-free trajectory. The time needed to solve the problem
when robots cross over is 94ms. The simulation results are given in Fig. 10.
The linear velocities, shown in Fig. 10(b), are less than 0.5m/s. In Fig. 10(a)-
(b), one can see that each robot modifies its trajectory and its velocity in
order to avoid collision. The time to reach the desired objective is 16.0s for
robot R; and 16.3s for robot Ry. Figure 10(c) depicts the evolution of the
distance between robots. Since it is higher than 0.4m, the collision avoidance
is guaranteed.

Remark 6 Contrary to the “weakly” decentralized approach [12], constraint
(21) is added in order to enforce the degree of correspondence between the op-
timal and the presumed trajectory known by the neighbors. Thus, the collision
avoidance between robots is gquaranteed.
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Fig. 10. Scenario 1: proposed decentralized approach.
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The comparison in terms of computation time and optimal traveling time for
the group using the above algorithms is summarized in Tab. 2.

Approach Centralized | Leader “Weakly” Proposed
Follower | decentralized | decentralized
13] 12)
Maximum
computation 172ms 40ms 172ms 94ms
time
Optimal
traveling 16.2ms 16.5ms 16.2ms 16.3ms
time

Table 2

Comparison of the proposed decentralized algorithm with other centralized and
decentralized algorithms for scenario 1.
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5.2 Scenario 2

In this scenario, the group consists of five robots (N = 5) starting at initial
configurations given in Tab. 3, with velocities equal to zero. These robots
must reach the desired configuration given in Tab. 4 as fast as possible. One
can note that the geometrical shape of the group will be reconfigured (from
“linear” to “triangular” shape). All along the way, they need to maintain the
connectivity, i.e there are communication links between the pairs (R, R»),
(Rs, R3), (Rq, Ry) and (R3, Rs) (see the communication graph given in Fig.
11). The five robots make decisions in order to avoid collision with other robots
and obstacles, initially unknown, and to maintain the communication links.
The broadcast range of each R, is d,, com = 2.5m.

Robot || x—position (m) | z—position (m) | #—position (rad)
R 0 0 0
Ry 0 2 0
R3 0 -2 0
Ry 0 4 0
Rs 0 -4 0
Table 3
Initial configurations (“linear” shape).
Robot || x—position (m) | z—position (m) | #—position (rad)
Ry 15 0 0
Ry 13.5 -1.5 0
R3 13.5 1.5 0
Ry 12 -3 0
Rs 12 3 0
Table 4
Desired configurations (“triangular” shape).
o
2 &
) )

Fig. 11. Communication graph.

Since the environment is partially known (i.e. the range of sensors of each
robot is of radius 1.5m), a receding horizon strategy, whose parameters are
given in Table 5, is used. One can note that, due to the number of potential
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Table 5
Parameters of the receding horizon planners

conflicts during crossings, the advantages and limitations of the algorithms
studied can be highlighted.

The simulation results are given in Fig. 12. One can see that each robot
modifies its trajectory and its velocity in order to satisfy all the constraints
(i.e. nonholonomic constraints, limitations on velocities, obstacle avoidance?
collision avoidance between robots and constraints on communication links).
The coordination is done by mutual adjustments (i.e. there is no leader).
The time to reach the desired objective is 36.5s for the group. Figure 12(b)
shows the evolution of the distances between robots which must maintain a
communication link. One can see that these distances are higher than 0.4m
and lower than 2.5m. The other relative distances are given in Fig. 12(c),

showing the collision avoidance between robots.

Finally, in order to show the advantages of the proposed decentralized algo-
rithm, the same five vehicle scenario is tested using other algorithms. The
comparison in terms of maximum computation time for the design of the
optimal trajectory during one planning horizon, optimal traveling time, com-
munication bandwidth and feasibility (i.e. guarantee of collision avoidance and

maintenance of communication links) using the algorithms studied is summa-
rized in Tab. 6.

The centralized algorithm provides the best results in terms of optimal travel-
ing time. However, since the maximum computation time for the design of the
optimal trajectory during one planning horizon is higher than update horizon
T,, this algorithm cannot be applied online. The same conclusion arises from
the “weakly” decentralized algorithm due to the high dimension scale of opti-
mization problems during conflicts. Here, only, the proposed decentralized and
the leader / follower algorithms can be applied in real time. However, using
the leader / follower approach, the optimality is damaged because of the lack
of information from the follower to the leader. This lack of cooperation im-
plies a more difficult motion planning for robots with low priority. Therefore,
we can conclude that the proposed decentralized algorithm provides the best

® In order to take the size of robots into account, the radius of obstacles is increased
by 0.2m (dotted lines around obstacles).
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Fig. 12. Scenario 2: proposed decentralized approach.

compromise between optimality and computation time for this scenario.

6 Conclusion

A decentralized algorithm, based on a receding horizon strategy, is proposed
in order to solve the motion planning problem for a formation of autonomous
mobile robots which is subject to constraints : control bounds, collision avoid-
ance and bounded distances between robots. The main idea is to divide in
two steps the generation of the optimal trajectory which satisfies the set of all
constraints for each robot. In the first step, an intuitive trajectory is computed
which respects just the constraints. In the second step, each robot elaborates
its optimal trajectory by taking the notions of intention and engagement of
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Approach Centralized | Leader “Weakly” Proposed
Follower | decentralized | decentralized
13) 12)
Maximum
computation 2050ms 313ms 703ms 121ms
time
Information global local local local
Flow
Feasibility YES YES NO YES
Optimal
traveling 3bs 39s 36s 36.5s
time

Table 6
Comparison of the proposed decentralized algorithm with other centralized and
decentralized algorithms for the scenario 2

robots into account. Simulations on a formation of five mobile robots high-
lighted the advantages of the proposed strategy in terms of computation time,
optimal traveling time, communication bandwidth and feasibility, compared to
the best decentralized algorithms of the literature [13], [12]. The most impor-
tant advantages of the proposed algorithms are the real time implementation,
especially when the formation contains more than two robots, and the reduc-
tion of the information exchanged between the robots. In fact, each robots
requires only local knowledge of its neighbors.
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