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ABSTRACT

Gesture can be used as an important way for human-robot interaction, since it is able to give accurate and intuitive instructions to the robots.
Various sensors can be used to capture gestures. We apply three different sensors that can provide different modalities in recognizing human
gestures. Such data also owns its own statistical properties for the purpose of transfer learning: they own the same labeled data, but both the source
and the validation data-sets have their own statistical distributions. To tackle the transfer learning problem across different sensors with such kind
of data-sets, we propose a weighting method to adjust the probability distributions of the data, which results in a more faster convergence result.
We further apply this method in a broad learning system, which has proven to be efficient to learn with the incremental learning capability.
The results show that although these three sensors measure different parts of the body using different technologies, transfer learning is able to find
out the weighting correlation among the data-sets. It also suggests that using the proposed transfer learning is able to adjust the data which
has different distributions which may be similar to the physical correlation between different parts of the body in the context of giving

gestures.

1. Introduction

Recently, robots that collaborate with human users have been
deployed widely. Since it has been reported that human workers
have unique problem-solving skills and sensory-motor capabil-
ities, human-robot collaboration can compensate the disadvan-
tages of human workers such as their weakness in force and
precision. But due to the limited autonomous ability of the robots,
instructions, direct mapping, or instant controls, still have to
be made by the human users, so it has been suggested that a
friendly and easy communication should be developed by less-
experienced users. Furthermore, such communication should be
intuitive and dis-ambiguous.

Among various approaches about human-robot interaction,
using gesture for demonstration or commands is one of the
major directions for the future development of human-computer
interaction. The way of using gesture to communicate between
human and robots has been developed in order to make the com-
munication between human workers and robots more effective
and efficient. At present, gesture recognition that can be used for

human-computer interaction is mainly based on the detection of
physical movements of arms. For instance, using camera(s) is able
to detect two-dimensional movements. Two-dimensional gesture
recognition basically does not involve any depth information. But
it is still enough to solve the simple basic gesture operation for
the user using computer vision with basic geographic transforma-
tion [1]. The 2-D technology not only recognizes the hand shape,
but also recognizes some simple two-dimensional gestures, such
as basic interactive gestures with objects such as waving and
dragging the camera. This kind of gesture recognition technology
needs simple hardware requirements, but it can obtain abundant
human-computer interaction content thanks to more advanced
computer vision algorithms.

Besides of the gesture recognition based on two-dimensional
computer vision, we can also use the 3D skeleton model to
accomplish the task (e.g. [2,3]), although it requires a large num-
ber of parameters to describe the entity with a skeleton. The
skeletal model takes advantage of the angle of the joint and the
length of each segment as parameters, thus it greatly improves
the accuracy and reduces the amount of calculation. It can be
compared with the template database of the skeleton to identify
the type of gesture. Since only the key points are used to describe
the model, important feature points of the hand can be extracted.
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With the development of sensing technologies and computer
vision technologies, there are still open challenges for gesture
recognition:

e how to process the data in real-time with incremental learn-
ing capability;
e how to improve the accuracy of gesture recognition.

All the incremental transfer learning methods should keep a
balance of this trade-off. While the first challenge is particularly
essential for human-in-the-loop learning for interaction, while
the system is able to update the parameters or even the architec-
ture on the run. To guarantee the real-time requirement during
incremental learning, some algorithms have to lower the accuracy
of the system. In this paper, we proposed a framework and neural
learning method for transfer learning among different sensory
modalities for gesture recognition. The main contributions are as
follows:

e A transfer learning framework across different modalities is
proposed. Here, the transfer learning is adopted while we
assume these modalities have different data distributions,
but all of them have the same output labels.

e We propose a weighting method to off-set the difference in
data-distributions of different modalities.

o Finally, we apply the broad learning system in this method
which also ensures the incremental learning requirement.

In the rest of this article, we will introduce the related work
about using transfer learning in gesture recognition in the next
section. The theoretical background about transfer learning using
different sensor will be formulated in Section 3. Then we will
apply the broad learning system to solve this problem in Sec-
tion 4. Experiments to examine this method will be introduced
in Section 5. The discussions and summaries will be given in
Section 6.

2. Related work
2.1. Transfer learning

Transfer learning is a research question about how to fine-tune
a model which was previously trained based on a data-set A, for
another relevant but different data-set B. Here the term “rele-
vant” means that the two data-sets are having data from the same
source of data, share the same data space or having the same
labels. But probably they have different distributions. Transfer
Learning is particularly useful when the data-set is not big enough
to support the training of the model, but it exists another relevant
data-set to pre-trained the model (e.g. [4-7]). Another advantage
of transfer learning is that people can save computational time
for the training process. For instance, in image classification, the
most well-studied field in machine learning, the parameters the
classification model for the target data-set (which usually has a
small number of labeled data) can be fine-tuned using transfer
learning. And some parameters of the deep learning model, which
usually belong to the lower level of the deep neural network,
can be fixed during the fine-tuning. Thus the knowledge obtained
during the pre-training by a large number of labeled data set
(e.g., ImageNet [8]) can be still stored in the lower level of the
neural network.

Domain adaptation is an overlapped but a different field from
transfer learning, in the sense that domain adaptation can be
seen as a sub-field of transductive transfer learning. In such
cases, when the source and target data sets of transfer learning is
dealing with the same task (e.g. image classification), the two data

sets come from different domains or sources (e.g. different data-
sets, or even different sensors). Basically, these two data-sets are
from different sources following different marginal distributions.
To eliminate such differences, most methods [9-11] uses opti-
mization method to maximize the predicted distributions on the
target domain data, by adapting the weights for either the source
data set or the target data set. This is realized by comparing the
distributions between each source domain and the target domain,
and thus to learn a new classifier. This kind of learning can be
done by the ensemble method [9], which constructs different
source-domain classifiers by estimating the weights from the
comparison between the trained classifiers from the source data-
set and the target instances. The prediction of the distribution of
the target data-set can be also used. This can be approximated by
a consensus regularization framework on both data sets [10].

The domain adaptation method may be also used when dif-
ferent sources of inputs, even they have different forms of joint
distributions [12]. For example, the multi-source domain adap-
tation is use to detect levels of fatigue of different subjects [13]
by the Surface ElectroMyoGraphy (sEMG) signals. For indoor ac-
tivity recognition, [14] conducts experiments on multiple devices
are used to imply the subject’s activities and locations. In this
optimization framework, these devices do not necessarily have
the same signal distributions. Domain adaptation is a useful to
deal while the training data and testing data are with different
distributions. But while different batches of training sets are also
with different distributions, the training cost is high especially in
a time-sensitive scenario.

2.2. Incremental learning

Incremental learning can be also referred to as an adaptive
learning algorithm that is capable of learning from a batch of
information belonging to different, or even novel classes of data
without forgetting the trained knowledge. It can be also called
continuous learning or lifelong learning. In general, besides using
the techniques of transfer learning where the model parame-
ters are updated with the new data-set, an incremental learning
framework should avoid the catastrophic forgetting and to follow
the following three properties:

e the model should be able to detect and start to train itself
while it receives a novel stream of data which is different
from the consolidated data;

e the remaining knowledge should be kept in any forms with-
out forgetting (i.e. catastrophic forgetting) [15].

e during the training process, its computational and memory
requirements should remain bounded.

Different from transfer learning, the incremental learning con-
cerns about how to update a model within the limited time
and avoid the catastrophic forgetting problem, the over-fitting
problem and the computational boundary problems. For instance,
the avoid the over-fitting, adding a regularization during learning
(e.g. [16,17]), which is the common way to avoid over-fitting, is
the most straightforward way to allow incremental learning. By
adding different levels of regularization, it provides more plastic-
ity on the synaptic weights during new knowledge comes and,
in the meanwhile, still keeps the existing partial representation
on some of the weights. This regulation can be applied in the
loss function to have the penalties into a large update of the
new information [ 18-20], so as to preserve the previously learned
input-output mappings by computing additional activation.

Another methodology in incremental learning focuses on the
modification and extension of the network structures, which
is similar to the generative learning. They incorporate novelty
detection and use different representational resources for new



samples. For instance, the growing-like networks [21,22] are able
to extend the architectures by allocating novel sub-networks
or neurons with a fixed capacity to be trained with the novel
information recorded in the new weights. This idea is not only
about extension by also subtraction/merging, while the similar
features are learnt in redundant connections [23,24]. Therefore,
the refined connectionist models and the optimization methods
have to be carefully designed to act as the memories or the
sub-systems. Some of the learning method can selectively learn
such process and form particular sub-systems, which allow both
long-time learning (by allocating similar features) and short-term
learning (e.g. by growing) [25]. The new-grown units and their
parameters are retrained using the group sparse regularization.
Although it claims that it allows the incremental learning, the
computational cost for such a method could be still demanding.

Therefore, since the multiple requirements the incremental
learning are to balance the trade-off between the computa-
tional costs and the training performance, a different neural-
architecture-optimized approach should be utilized. The opti-
mization method needs to calculate fast so that the incremental
variants can easily be formulated, whereby the reservoir-like
neurons represents the non-linear mappings of the new data-sets.

2.3. Multi-modal classification and interaction

A multi-modal interaction framework usually consists various
communication channels between humans and computers using
different sensors. It has been developed and used extensively
since different sensors can capture various types of informa-
tion for human-robot interaction. Such information may included
torso movement, arm gestures, etc, all of which can be useful
for non-verbal communication. The non-verbal communication
is as crucial as the verbal communication such as speech, since
quite a large portion of interactions, either human-human or
human-robot, incorporates both directions of non-verbal com-
munication [26]. And multi-modal human-robot interaction, in
the scenarios of human-robot collaboration and tele-operation,
has proven to be more efficient than using speech recognition and
touch screen commands [27,28].

In both service robots and industrial robots, the non-verbal
communication facilitates their ways of interactions in the forms
of interactive control and human-robot communication. The in-
teractive control for industrial robots, thanks to the high precision
of the novel contact-free sensors, such as LeapMotion and Kinect,
there have been increasing tele-operating robotic applications.
Particularly, in the case of direct human-robot cooperation or
collaboration, the gesture-based user interface is more straight-
forward and safe (e.g. [29,30]). Using multi-modal signals such
as the speech commands, hand gestures as well as body position
provides a complementary way to order the robot, thus the users
do not have to explicitly tell the instructions [31]. Furthermore,
one of the fields where such tele-operation is essential is the
medical robot, where we aim to minimize the risk of infec-
tions [32]. Besides the usage in robot control, the non-verbal
interaction can be also a way for the robots to detect the intention
and internal status of the users [33]. The hand gesture and bodily
movement interaction is reported the most natural method way
for drone navigation in the presented flight-tests in controlled
indoor environments.

3. Method
3.1. Problem formulation

Suppose there is a domain D; which is composed of an n
dimensional feature space X. Assume that we have a set of source

training data in the X that comes from the first modality:

Xe=xL,x, ..., & (1)

which fulfills a marginal probability distribution P(x).
Similarly, the test set belongs to a domain D; that comes from
another modality, with the m dimensional feature space:

Xe=x %, ..., XM (2)

where M # N, since the inputs of source and test sets may differ.
We also assume that there are two separate classifiers in two
feature spaces, C; and C;, for the source data-set X; and the test
data-set X;, respectively.
The output of both X; and X; are the same output labels. For
example, the same set of commands for interaction:

z =2,22,....2° 3)
We denote

X <> 2° (4)

and

Xie =5 2° (5)

where z is a predicted label as an output of the two classifiers,
and z € Z. The given sets are X; € X; and X;; € X;. C; and Cs
indicate the known mappings from the source data-set and the
test data-set to the labels, respectively.

We then define the complement of the sets A} and &, are the
unlabeled data &, and X, where

Xs = Xys U A (6)
and
X = Xy U X 7)

From this formulation of the background, we can derive the
following optimization target based on the labeled and the unla-
beled data we have.

3.2. Optimization target

In the multi-modal transfer learning applications, given la-
beled source data-set: {Xjs, 2} = {(x{,z), ..., (xL,z")}. During
the incremental learning stage, there comes a few labeled target
domain {x;, Z} = {(x},2z"), ..., (x, z")}. Since the modality of
both source and test sets differ, we also have the assumptions
that Py(y|xs) # P:(y|x¢) and Ps(z|xs) # P:(z|x;), so we have to
learn a domain adaptation in which the distribution differences
between Ps(xs) and Py(x;).

We then use H(-), which is the cross entropy loss between
the predictions of the model Z and the ground-truth labels 1 to
represent the minimization target often uses the cross entropy
loss between the predictions of the model. Based on the definition
of cross entropy, the optimization target thus is:

Jw = min H(P(y|x;), Pr(z:|x;)) (8)
= min ||Epy, )[T(). 1 = Epgy 2)[T(x), 21112 9)
A min | Epe, [ T(%), 2] = Epgye 2)[T(X), z]|1? (10)

where T is a function composition of C. The approximation is
established according to the assumption that the distribution of
predicting a particular label given the source examples is ap-
proximately the same as that of the target examples. In general,
this transformation function A = T should fulfill the following
statistical properties:

e the reconstruction error of the input data should be mini-
mized, which implies that we should maximize the variance
of the embedded data, which is closely related to dimension
reduction methods such as PCA.

argmax tr(ATXHXTA) (11)
ATX
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Fig. 1. Broad learning system.

e the marginal distributions difference between different do-
mains Ps(X;) and P(X;) should be minimized, which implies

1 & 1M
: T T
m1n||N ;]AXS v iElAX[H (12)

3.3. Domain adaptation based on importance weighting
In Eq. (10), note that there is few unlabeled data in the target
domain X} . So the functional optimization problem P(z:|x;)

cannot be estimated exactly.

Remark 1. Data Distribution Adaptation

The optimization target Eq. (10) can be further derived as

Ty = min ||Ep 2)[T(x), 2] = Epge, o[ Tx0), 2111 (13)
A min || Epge) [T(x:)] — Epguo) [ T(x)] 12
+ 1 Ec i) [21T06)] = Eeygereo 2 T0 )12 (14)

Remark 2. Sample Weighting

However, the distribution of source pre-training data-set Ds
may differ from the target data-set D;. This could be detrimental
as the model may emphasize features which are not relevant to
the target data-set. We will mitigate this by up-weighting the
examples that are most relevant to the target data-set.

P o[ T(%2), 2] = ZP[ X, 2)C(fy(x), ) (15)
P(x, z)
= ZPS(X’Z)PS(x,z) £(fp(x), 2) (16)
_ P[(Z Py (x|2)
ZP Dbz V) a

where we assume the transformation function T is a function f
owning the parameter ¢.

3.4. Broad learning based transfer learning

Considering the previous problems presented, the trade-off
between computational efficiency and the optimization process
of the neural structure should be carefully balanced in the in-
cremental learning algorithm. Broad learning has been found to
be an efficient optimization method in various applications, so
we adopt the broad learning method to do the optimization

of aforementioned problems. It is a novel learning architecture
which is different from deep learning method. Different from
the convolutional networks which delicately learn the features,
it uses both randomized weighting features and additional learn-
able ones which can efficiently encode the inputs. Though the
weights are firstly initialized randomly, by only updating the one
weighting matrix, it can approximate any non-linear functions.
Using those features, we can gradually learn the mapping pro-
posed by the Remark 1 (see Fig. 1). Let x is the raw input of the
network. A set of mapped features was first constructed by the
weighted multiplication of the inputs

ar = Pi(x; -

The first set of mapped feature-sets Z {z1,22, ..., 7}
are done by the randomly generated weights. Being different
from the usual network, the connecting weight W,; and bias
b; are randomly initialized and fixed afterwards. The non-linear
approximation ability of the BLS is realized by the additional
enhancement-sets H {h1, hy, ..., h;}, which maps from the
feature-sets Z:

wi + by) € A (18)

ej = {ilzr - wyy +bj) € € (19)

In practice, similar as choosing the number of neurons in MLP,
the number of i and j should be chosen depend on the size of the
data tasks. Assume we have n feature mappings and m groups of
enhancement features with each feature mapping and enhance-
ment features generating p nodes and g nodes, respectively. Then
the obtained BLS features can be represented as the concatenation
of both the features A and &

F = [Ag|€n] € RPN (20)
When we know the labels =, we have
Z=FxW (21)

where W are the connecting weights for the network. Also, the
original work of BLS [34] proposes that the resulting W should
follow the sparse auto-encoder characteristics in order to obtain
the efficient representation for all the incoming data.

argmin : |FW — 2|2 + A|W|3 (22)

w
where A||W||§ is the L, regularized term.

To solve this problem, we uses an approximation based on
a calculation of pseudoinverse. It is a convenient and efficient
approach to solve the training problem, with the bounded time
and computational requirement:
(Al + AATY1ATY

W= (23)



where [ is the identity matrix. And it can equivalent to the first
problem we proposed (Eq. (14)).

Furthermore, when the incremental learning is necessary, re-
sulting in the new sample the updated feature vector 7 becomes

Fr-D'z
S ] 4

where D = F - f, and

ct C#0
T
= 25
{(l—i-DTD)_lBT]—'D C=0 (25)
where C = ¢(AW + b) —

After all, the new weights becomes:

W, —-DB' =z

Wn+l = |: 8 BTZ ] (26)

As we can see, the update of W should be quite efficient
as it only considers the additional value of sample and feature
node, which fulfills the third requirement of incremental learning
(Section 2.2).

3.5. BLS based multi-modal transfer learning

The proposed BLS based domain adaptation frame contains
two stages: (1) BLS feature mapping, (2) output weights learning.
In the first stage, we want to generate the BLS features for all
samples. We calculate the corresponding features A using the
data from source and target domains by the procedure introduced
in Section 2. Take the features of Xs, As, as example. We first
randomly generate W,; and b,; and finetune them using sparse
autoencoder with all available training samples X. Then Zs; and
Hs; can be calculated using

Zsi = ¢i(Xs - Wei + bei) (27)
Hsj = ¢(Zis - Whj + by) (28)

The BLS-SDA aims to learn a classifier using all labeled in-
stances from the source domain, and set this set of very few
labeled data from the target domain as a new learning data
source.

We adapt the BLS-SDA proposed in [35] but change their way
of weighting sample. The optimization function is devised as
follows

argmin : G, - |[FW — Z||3 + G - [|FW — Z 5 + AIW[5  (29)
w

We can omit the last regularized term. To determine the
values of C; and C;, we can compare Eq. (29) with Eq. (17). We
can try to cancel out the terms P;(z) and Ps(z) in Eq. (17), then

we obtain
ZPs

Therefore, using Remark 2, we should have
G Pxl2)
G Ps(x]z)
which means that we can obtain the weights by calculating the
proportion of the distributions of the labels. By doing this, proba-

bility of a source sample can be adjusted to reflect the probability
under the target distribution.

(%), 2) (30)

P(xy. z)[T X2),z] =

(31)

4. Experiments

In this section, we will apply the algorithm obtained from
last section in the scenario of recognizing gestures based on sen-
sors with different modalities. Specifically, we incorporate three
relevant modalities of gestures: the depth information of arm
movement, the electrical activity of muscles and the movements
of fingers. Three types of sensors are also used to measure the
data of these modalities, which we will introduce in details below.

4.1. Experimental setting

We select the capture the hand and arm gestures data from
different modalities, while the user is trying to give specific in-
structions to the computer/robot. The three devices we used are:
Kinect, Leap Motion and Myo Armband sensors. We will briefly
introduce their specifications and working principles.

Kinect is a collection of a infrared (IR) projector, an inexpen-
sive depth sensor which receives IR signals, a color camera and
a microphone. It is originally developed as a device for human-
computer interaction, so it is brought with the Microsoft software
development kit. Based on these sensors, it can be used to capture
full-body skeletal motion, facial recognition, and voice recogni-
tion. In our experiment, we only use the IR depth sensor to track
the arm movement. The depth information is captured by the IR
projector which exerts the infrared and the monochrome CMOS
sensor, which reconstructs the depth information by capturing
the IR beams.

Similar as Kinect, Leap Meotion is an interactive hardware
device based on IR sensors. It can precisely measure the hand and
finger movements by IR sensors. But different from the Kinect
sensor, the Leap Motion is specifically designed to detect and
track human hand-gestures, so the error of tracking is about
200 pm about the 3D coordinate of fingertips [36]. It can accu-
rately capture and extract the angles of 14 finger-joints, and their
relative positions to the palm.

Being relevant to the body motion, the Electromyography
(EMG) evaluates and records the electrical activity produced by
skeletal muscles. The EMG signals can be measured by devices
worn on the arm. The EMG devices can be used in either medical
use or consumer use. For example, the Myo armband is usually
used for human-computer interaction by detecting the EMG sig-
nal of the forearm. It contains 8 channels and it can identify what
kinds of the arm gesture by indirectly detecting which muscles
are in contraction (see Fig. 2).

4.2. Experimental results

In this section, we compare the performances of the proposed
method and other two transfer learning methods. The targets
of the experiments is to examine the proposed method in the
context of transferring data between two modalities. Since we
have three kinds of sensors with three modalities, we will discuss
them in the following three sub-sections. The pre-processing is
done as follows:

1. the sampling rate of all the data from three modalities of
sensors has been unified to 50 Hz. This can be done by
comparing the actual sampling rate and select the corre-
sponding data points.

2. The invalid gesture data which is out of range has been
deleted.

3. Since the number of dimensions of different modalities
differs, we manually duplicate the last dimension of data
and add some more dimension(s). As such, we could align
them to be the same number of dimensions.



(a) Kinect 2.0

(b) One type of SEMG sensors

(¢) Leap Motion Sensor

Fig. 2. Three types of sensors.

To compare the performances of transfer learning, the follow-
ing data-sets are used:

e The database [37] provided by Marin et al. which includes
the gesture information of both Kinect (Depth Sensor) and
Leap Motion sensors (Finger). (Depth <> Finger)

e The multi-modal data-set [38] from Wang et al. includes
signals from multiple EMG sensors, Kinect and the Vicon
tracker. We will use the EMG and the Kinect sensors in the
following experiments. (EMG <> Depth)

e Since we have not found an open-source data-set incorpo-
rate both LeapMotion and the EMG sensors, we collect the
data by recruiting demonstrators to present the instructions
to the robots.

We compare the performances of our proposed method and
similar methods proposed in [39-42]. The results of all the 6
experiments about the accuracy (of the validation set) and the
running time are shown in Tables 1 and 2. The error and the
time are obtained via 20 trials to eliminate the differences of
initialization. As we can see from the tables, in most tests, our
proposed method can achieve similar or better performance than
the others. Among the four selected work, some results from [42]
are better than the proposed result, but our method takes less
time.

4.3. Result analysis

In this subsection, we discuss the results regarding different
modalities and how do the results related to the physical corre-
lations of these sensors. We will compare the accuracy and the
incremental learning capability of the proposed model with other
4 models.

4.3.1. Arm Movement <> Finger

In [37], the gesture recognition is realized by both Kinect and
the Leap Motion sensors. Although Kinect and Leap Motion do
not exactly track the same parts of the human body, the author
claim that they have complementary characteristics. The features
about 3-dimensional hand positions, hand orientation and the
coordinate of the hand center are already extracted in the Leap
Motion. Particularly, in this data-set, no color information but the
depth information is recorded from the Kinect sensor. The two
sensors are calibrated as [37] did. In our experiment, different
from the authors did in [37], we put the inputs of the original
features from either the Leap Motion or the Kinect. Then we
train the classifiers. After that, we adjust the weights according
to Eq. (31). The outputs of the classifiers are also the ten gestures
from American Sign Language (ASL) data-set. The training and ac-
curacy curves are shown in Fig. 3. After the comparison between
Figs. 3(a) and 3(b), it seems that the transfer learning from fingers

to arm movements are easier than vise versa, which is quite close
to our intuition: it is easier to guess the arm movement, which is
less complicated, given the finger gestures.

4.3.2. Muscle <> Arm movement

The EV-action data-set collected in [38] includes Kinect, elec-
tromyography and Vicon sensors. Compared with other similar
data-sets about actions of the whole human body, this data-set
is claimed to be the most accurate and comprehensive one. We
only utilized the former two sensors to do the comparison, in
order to correspond to the previous data-set. And we only use the
first part (“person-individual”) of the data-set to do the transfer
learning. But different from previous experiment in which only
one EMG (Myo) sensor is used, four sensors are used on the arms
of the subject. They are attached to the middle of each forearm
and the shank muscles. The Fig. 4(b) shows the error and the
accuracy while we use our proposed method for training and vali-
dation. As we can observe, to learn the mapping between muscle
EMG signals and the actions are quite challenge to the system,
especially at the beginning of the iterations. But the BLS system
perform the incremental learning quite well and converges fast
after 500 interactions.

4.3.3. Muscle <> Finger

Similar the previous two experiments on transfer learning,
we would like to construct the data-set incorporating the ges-
ture captured by both EMG and Leap Motion sensors. To our
best knowledge, such kind of data-set has not been revealed
yet. Therefore, using 10 gestures from the ASL, similar as the
experiment 1, we recorded the readings from the Myo and Leap
Motion sensors. As we can see there is a larger gap between the
training and the validation curves than our previous experiment.
This is because the correlation between the muscle and finger
movements are not significant, so the algorithm should incre-
mentally learn the distribution of the labeled data. But validation
error eventually converges around 700 and 800 iterations. We
will discuss the physical correlation among these modalities in
the next section (see Fig. 5).

4.3.4. Incremental learning

In this subsection, similar as the [34], we increase the dy-
namical structure to test its incremental learning capability. The
following three structures are changed and examined: (1) the
feature nodes; (2) the corresponding enhancement nodes; and
(3) the additional enhancement nodes. We are tested similar
cross-modal scenarios: the incremental learning among the three
sensory modalities are examined.

The setting of changing the structure is shown in Tabs. At
first, the network is initially number set to have 10 x 9 feature
nodes and 7,000 enhancement nodes at the beginning of the
incremental learning. Since the dimensions of sensory inputs
differ, the following common rules are followed:



Table 1
Validation error of three transfer learning methods.

Methods A<« F A—F A<M A—> M F«< M F— M
Base-line 0.542 0.642 0.691 0.535 0.458 0.414
Our method 0.752 0.748 0.724 0.646 0.567 0.581
2SW-MDA [39] 0.636 0.621 0.712 0.741 0.585 0.521
ITL-KRR [40] 0.744 0.729 0.601 0.568 0.502 0.567
SWIRN [41] 0.797 0.585 0.589 0.653 0.776 0.501
DSL-GSDA [42] 0.684 0.649 0.658 0.599 0.606 0.385
Table 2
Elapsed time of three transfer learning methods (in seconds).
Methods A<« F A—F A<M A—> M F«< M F— M
Base-line 320.3 301.7 11244 901.6 681.4 610.6
Our method 165.5 147.8 206.7 2724 217.8 266.4
2SW-MDA [39] 193.7 206.7 247.2 3245 336.1 306.6
ITL-KRR [40] 224.8 2153 523.7 549.2 522.6 598.3
SWIRN [41] 230.4 302.4 200.3 305.5 234.6 301.2
DSL-GSDA [42] 319.7 453.3 3024 4929 398.1 284.5
Table 3
Test of incremental learning.
Method Modalities No. of feature No. of enhancement Testing Training Testing
nodes nodes (x 1, 000) accuracy time (s) time (s)
BL A<« F 130 130 0.76 162.42 154
IBL A< F 70 — 90 70 — 90 0.54 72.32 0.92
IBL A<« F 90 — 110 90 — 110 0.60 93.58 1.35
IBL A < F 110 — 130 110 — 130 0.72 156.24 1.48
BL A—F 150 150 0.75 153.90 1.50
IBL A—F 90 — 110 90 — 110 0.41 98.19 0.98
IBL A—F 110 — 130 110 — 130 0.65 135.78 1.27
IBL A—F 130 — 150 130 — 150 0.76 164.32 1.61
BL A<M 100 100 0.64 105.19 1.79
IBL A<M 40 — 60 40 — 60 0.45 91.36 0.68
IBL A<M 60 — 80 60 — 80 0.58 98.01 1.56
IBL A<M 80 — 100 80 — 100 0.70 103.91 1.85
BL A—> M 150 150 0.65 298.23 1.87
IBL A—> M 90 — 110 90 — 110 0.41 187.84 0.93
IBL A—- M 110 — 130 110 — 130 0.54 229.59 1.22
IBL A—> M 130 — 150 130 — 150 0.68 275.87 1.88
BL F«< M 100 100 0.55 128.21 154
IBL F <~ M 40 — 60 40 — 60 0.41 60.92 1.09
IBL F<M 60 — 80 60 — 80 0.49 93.83 1.38
IBL F<M 80 — 100 80 — 100 0.57 122.29 1.61
BL F— M 130 130 0.57 276.91 1.64
IBL F—> M 70 — 90 70 — 90 0.38 190.66 0.99
IBL F—> M 90 — 110 90 — 110 0.40 233,52 1.38
IBL F— M 110 — 130 110 — 130 0.71 267.68 1.70

1. the initial numbers of feature nodes vary and they depend
on the sensory inputs;

2. the feature nodes are increased from their initial value at
the step of 20, until 100% of its initial value;

3. the corresponding enhancement nodes for the additional
feature are increased 250 each, and the additional enhance-
ment nodes are increased at 750 each.

The training time and results of each update are presented
in Table 3. We can observe that the incremental learning can be
done with increasing number of feature and enhancement nodes
during training. But the initial training results are also acceptable.

5. Discussions
5.1. Cross-sensor transfer learning

In this paper, we adopt the transfer learning in different sen-
sors. As such, the model trained from the data captured from

one sensor, can be used to classify data from another sensor.
Besides, the two sensors have different modalities. To our best
knowledge, this is quite a novel area in the sense that no much
research has been focused on this, besides of [43], who solved the
activity recognition using different sensors. But it also held the
assumption that the sensors still share the same feature space.
We propose a more complicated situation in this paper. But for
the future development, we would like to emphasize that there
are a few constraints and problems on this research topic:

1. the sensors have differences in both sensory modalities and
statistical modalities.

2. the data alignment in both spatial and temporal domains
is also a challenge.

To tackle the first problem, it can be divided as two sub-
problems: (1) using statistical methods, such as, we can do sensor
fusion to align and eliminate the uncertainties when the dif-
ference in statistical multi-modalities occurs [44]; (2) to tackle
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Fig. 3. The loss and accuracy curves between while doing transfer learning between “Arm movement” and “Finger”.

the differences in sensory modalities, firstly we should convert
the signals into the same form (e.g. discrete/continuous, sam-
pling rate, etc.), after which we can also use the same statistical
method as previously introduced. To solve the second problem,
we should utilize it as the pre-stage of the alignment problem.
This problem can be solved with manifold alignment [45], phase
correlation [46], etc. On the other hand, we can also solve it with
technical methods such as centralized servers and low-latency
network.

5.2. Hand and arm movements

In this paper, we utilize the gesture data-sets to compare our
proposed methods and other transfer learning methods. The data
was captured by three modalities, which focus on different parts
of the gesture movements using different principles of measure-
ments (e.g. EMG signal from the muscle, finger movements and
arm movements). Nevertheless, the transfer learning methods
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Fig. 4. The loss and accuracy curves between while doing transfer learning between “Muscle” and “Arm Movement”.

still work quite well, which exceed the original setting of the
transfer learning framework.

In the original setting of transfer learning, applications have
been developed to finish tasks such as image recognition. Ima-
geNet [47] has been widely used to pre-train the models which
are lately used to classify images which are not included in the
data-set. For instance, medical images [48], person detection [49]
and action recognition [50]. The pre-training using ImageNet
results in the learning in the visual features on the lower levels of

the models, which is similar as the biological vision systems [51].
And such pre-training even does not bring significant bias to the
results [52].

Our setting for transfer learning is a bit different, in the sense
that the training set of data and testing set of data are focusing
on different modality of signal. Besides of that, the two modalities
are from different parts of the human body, i.e. the original
dynamics and primitives of movements are not totally identical
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Fig. 5. The loss and accuracy curves between while doing transfer learning between “Muscle” and “Finger”.

as the basic visual features do. Nevertheless, the transfer learning
still works, which can be explained as follows:

1. for the Muscle <> Finger transfer learning, study by [53]
has pointed out that the sEMG signal of forearms can be
identified while the fingers are in movements.

2. for the Arm Movement <> Finger transfer learning. In gen-
eral, the human gesture system and the ASL system include
both the arm and finger movements, in a cross-culture
manner [54], although some evidences have suggested that

10

the finger may be involved more than the arm in the terms
of its utterance expression [55]. Therefore, it makes a lot
of sense that the gestures we used in our experiments that
represent some semantic meaning do not only involve the
fingers, but the arm movements as well. Such a relationship
seems not as obvious as the one between muscle and the
fingers, from the view of the performances of the transfer
learning. It can still be used as the source data-set mutually
for transfer learning.



6. Conclusions

In the context of transfer learning with different modalities for
gesture learning, the characteristics of data differ from modalities
although they own the same labeled data. Such a difference is
caused because different sensors with different technologies are
adopted to capture different parts of the bodily gestures. In this
paper, we propose to use a weighting method together with the
broad learning system, to endow an incremental and more ac-
curate transfer learning method. Experimental results show that
such a system is able to balance the trade-off between accuracy
and the efficiency in the recognition results.
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