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Abstract

Research has shown that speaker verification based on high-level speaker features
requires long enrollment utterances to guarantee low error rate during verification.
However, in practical speaker verification, it is common to model speakers based
on a limited amount of enrollment data, which will make the speaker models un-
reliable. This paper proposes four new adaptation methods for creating high-level
speaker models to alleviate this undesirable effect. Unlike conventional methods in
which only the phoneme-dependent background model is adapted, the proposed
adaptation methods also adapts the phoneme-independent speaker model to fully
utilize all the information available in the training data. A proportional factor,
which is derived from the ratio between the phoneme-dependent background model
and the phoneme-independent background model, is used to adjust the phoneme-
independent speaker models during adaptation. The proposed method was evaluated
under the NIST 2000 and NIST 2002 SRE frameworks. Experimental results show
that the proposed adaptation method can alleviate the data-sparseness problem ef-
fectively and achieves a better performance when compared with traditional MAP
adaptation.

Key words: speaker verification, high-level features, model adaptation,
maximum-a-posterior (MAP) adaptation

1 Introduction and Motivation

In most text-independent speaker verification systems, short-term spectra of
speech signals are extracted to train speaker-dependent Gaussian mixture
models (GMMs). To enhance the discrimination between the client (target)
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speakers and impostors, the distribution of impostors’ speech is represented
by a GMM-based background model [1]; verification decisions are then based
on likelihood-ratio hypothesis tests in which the client and background GMMs
represent the distribution of the null and alternative hypotheses, respectively.
The background model can be trained using the speech of non-target speakers
from large speech corpora. Therefore, collecting sufficient amount of speech
for training a background model is not a problem. However, it is difficult to
request a user to provide a large amount of speech for enrollment, because this
will impose too much burden on the user.

To address this problem, adaptation techniques such as maximum a posteriori
(MAP) [2], maximum-likelihood linear regression (MLLR) [3, 4], and speaker
clustering [5] have been proposed for creating low-level acoustic speaker mod-
els from a moderate amount of client data [1, 6]. When client utterances are
extremely short (e.g., a few seconds) and verification is text-dependent, it is
possible to create phoneme-dependent HMMs for each client speaker by adapt-
ing a universal phoneme-dependent HMM [7]. When the verification task is
text-independent, it has been shown that creating speaker models by linearly
combining several reference models in an eigenvoice (EV) [8] space can achieve
good performance [9]. The EV adaptation has been extended to the eigen-
space MLLR (EMLLR) [10]. In EMLLR, an eigenspace is derived from the
MLLR transformations of a set of speaker-dependent (SD) models; a speaker
is then represented by a point in the speaker space spanned by the lead-
ing eigenvectors of the MLLR-eigenspace. To introduce nonlinearity to the
adaptation, EMLLR has been extended to kernel eigen-space MLLR (KEM-
LLR) [11] and its fast version called embedded KEMLLR (eKEMLLR) [12].
The idea is to replace linear PCA in EMLLR adaptation by kernel PCA in a
way analogous to kernel eigenvoice (KEV) adaptation [11].

It has been shown that KEMLLR outperforms other adaptation methods when
the amount of enrollment data is extremely limited (e.g., 2s enrollment utter-
ances for speaker-dependent GMMs) and that when a small amount of enroll-
ment data is available (e.g., 32s enrollment utterances for speaker-dependent
GMMs), MAP is a better candidate for creating speaker models [13]. Com-
parison studies in [6] also show that MAP is the best adaptation method
for the NIST99 database. Therefore, in this paper we will compare our new
adaptation method with MAP.

Recently, to improve the robustness of speaker verification systems, researchers
have started to investigate the possibility of using long-term, high-level fea-
tures to characterize speakers. The idea is based on the observation that hu-
mans rely not only on the low-level acoustic information but also on some
high-level information to recognize speakers. There is convincing evidence
supporting this idea. For example, studies in speech prosody have shown
that individual speakers exhibit substantial differences in voluntary speaking
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behaviors such as lexicon, prosody, intonation, pitch range, and pronuncia-
tion [14,15]. Studies in linguistics have shown that speaking styles (e.g., read
speech versus spontaneous speech) have significant effect on pronunciation
patterns [16]. Kuehn and Moll [17] measured the velocity and displacement
of the tongue during speech production and found appreciable variation of
these two measurements among different speakers. Shaiman et al. [18] used
X-ray to capture the movement of the upper lip and jaw and found substantial
speaker-dependent patterns in the articulator coordination.

The use of long-term or high-level features for automatic speaker recognition
was pioneered by Doddington [19] and the SuperSID project [20]. These works
have led to extensive investigations into high-level features, in which prosodic
features [18,21–25], pronunciation features [26–30], and idiolect features [19,31]
were proposed and combined with acoustic features. The results show that
there is significant benefit of fusing high- and low-level features for speaker
verification. Among the high-level features investigated, the conditional pro-
nunciation modeling (CPM) technique [30] that extracts multilingual phone
sequences from utterances achieves the best performance [20]. One limitation
of the CPM in [30] is that it requires multi-lingual corpora to build speaker
and background models. To overcome this limitation, Leung et al. [32] pro-
posed using articulatory feature (AF) streams to construct CPM and called
the resulting models AFCPM. It was found in [32] that AFCPM can reduce
the error rate of conventional CPM by 25%. The state-of-the-art high-level
features for speaker verification and their modeling methods are summarized
in Table 1.

One problem of using high-level features is that a large amount of speech data
is required to create reliable speaker models. As a result, data-sparseness can
cause serious problems in high-level speaker verification. Unlike the low-level
acoustic GMM speaker models where plenty of adaptation methods have been
proposed and evaluated, adaptation of high-level speaker models has largely
remained unexplored. The closest method is the MAP adaptation of phonetic
N-gram speaker models in [34] and language models in [35]. Leung et al. [32]
have shown in their articulatory feature-based pronunciation model (AFCPM)
that high-level speaker models can be created by using MAP adaptation. How-
ever, the client models that they created are essentially a linear weighted sum
of enrollment data’s distribution and background models. It was found that
the modeling capability of the AFCPMs drops rapidly when the amount of
enrollment data decreases [36, 37].

To alleviate the above problem, this paper proposes to adapt not only the
phoneme-dependent background models but also the phoneme-independent
speaker models to create client speaker models. A scaling factor, which is
derived from the ratio between the phoneme-dependent background model
and the phoneme-independent background model, will be used to adjust the
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phoneme-independent speaker models during adaptation. The results show
that the proposed adaptation method, which uses as much information as pos-
sible from the training data, significantly outperforms the classical MAP adap-
tation method. It was also found that the new adaptation approach can effec-
tively alleviate the data sparseness problem in phoneme-dependent AFCPMs,
resulting in a significantly lower error rate.

The paper is organized as follows. In Section 2, a high-level speaker verifi-
cation system that is based on the phoneme-dependent articulatory feature-
based conditional pronunciation models (AFCPMs) is introduced. Then, four
new adaptation methods for creating AFCPM speaker models are proposed
and discussed in Section 3. Section 4 outlines the scoring procedure during
verification sessions. In Section 5, experimental evaluations on all proposed
adaptation methods are presented and compared.

2 Phoneme-dependent AFCPM

Articulatory features (AFs) are representations describing the movements or
positions of different articulators during speech production. In [32,36], manner
and place of articulation were used for pronunciation modeling. The manner
and place properties are shown in Table 2. AFs can be automatically de-
termined from speech signals using AF-based multilayer perceptrons (MLPs)
shown in Figure 1.

Specifically, for each articulatory property, an AF-MLP takes 9 consecutive
frames of MFCCs Xt as input to determine the output classes at frame t
[32, 36]:

lMt = arg max
m∈M

P (Manner = m|Xt)

lPt = arg max
p∈P

P (Place = p|Xt).
(1)

The two AF streams—one from the manner MLP and another from the place
MLP—for creating the conditional pronunciation models are formed by con-
catenating lMt ’s and lPt ’s for t = 1, . . . , T , where T is the total number of frames
in the utterance. See [32] for a detailed description of the AFCPM approach.

In phoneme-dependent AFCPMs, N phoneme-dependent universal background
models (UBMs) are trained from the AF and phoneme streams of a large num-
ber of speakers to represent the speaker independent pronunciation character-
istics. Each UBM comprises the joint probabilities of the manner and place
classes conditioned on a phoneme. The training procedure begins with align-
ing two AF streams (lMt and lPt ) obtained from the AF-MLPs and a phoneme
sequence qt obtained from a null-grammar recognizer. The joint probabilities
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corresponding to a particular phoneme q is given by

Pb(m, p|q) = Pb(Manner = m, Place = p|Phoneme = q, Background)

=
#((m, p, q) in the data of all background speakers)

#((∗, ∗, q) in the data of all background speakers)
,

(2)

where m ∈ M, p ∈ P , (m, p, q) denotes the condition for which Manner =
m, Place = p, and Phoneme = q, ∗ represents all possible members in that
class, and #() represents the total number of frames with phoneme labels and
AF labels fulfill the description inside the parentheses.

The unadapted speaker models Ps(m, p|q) are created in the same way:

Ps(m, p|q) = Ps(Manner = m, Place = p|Phoneme = q, speaker = s)

=
#((m, p, q) in the enrollment utterance of speaker s)

#((∗, ∗, q) in the enrollment utterance of speaker s)
.

(3)

We can see for each phoneme, a total of 60 probabilities can be obtained.
These probabilities are the products of 6 manner classes and 10 place classes.
The procedure of creating a phoneme-dependent AFCPM speaker model is
illustrated in Figure 1. However, this naive approach can result in many zero
entries in the probability mass functions, primarily because of the data sparse-
ness problem. To overcome this problem, this paper proposes several new
adaptation and model creation methods.

3 Adaptation Methods for AFCPMs

Here, we firstly review the classical MAP adaptation and then propose four
MAP-based adaptation methods that use as much information from training
data as possible.

The four adaptation methods investigated in this paper are summarized as
follows:

Method A: Classical MAP. Adapted from phoneme-dependent background
models, Pb(m, p|q). This is based on the classical MAP used in [32].

Method B: Phoneme-independent adaptation (PIA). Adapted from phoneme-
dependent speaker models Ps(m, p|q) and phoneme-independent
speaker models Ps(m, p|∗).

Method C: Scaled phoneme-independent adaptation (SPI). Adapted from phoneme-
independent speaker models Ps(m, p|∗) with a phoneme-dependent
scaling factor that depends on both the phoneme-dependent and
phoneme-independent background models.
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Method D: Mixed phoneme-dependent and scaled phoneme-independent adap-
tation (MSPI). Adapted from phoneme-dependent background
models Pb(m, p|q) and phoneme-independent speaker models Ps(m, p|∗)
with a phoneme-dependent scaling factor that depends on both
the phoneme-dependent and phoneme-independent background
models. This method is a combination of Methods A and C.

Method E: Mixed phoneme-independent and scaled phoneme-dependent adap-
tation (MSPD). Adapted from phoneme-independent speaker mod-
els Ps(m, p|∗) and phoneme-dependent background models pb(m, p|q)
with a speaker-dependent scaling factor that depends on both
the phoneme-independent speaker model and background mod-
els. This method is a combination of Methods B and C.

Figure 2 illustrates how these five adaptation methods use the available in-
formation from training data. Note that Method A is treated as the baseline,
and Methods B to E are the four proposed methods.

3.1 Classical MAP (Method A) and Its Limitations

For discrete probability models, MAP adaptation can be viewed as count
merging or model interpolation [38]. Following the N-gram language model
adaptation in [35], we assume that the prior distribution of the model pa-
rameters is the Dirichlet density. This assumption leads to the adaptation
formula:

P̂s(m, p|q) = βq
sPs(m, p|q) + (1− βq

s)Pb(m, p|q) (4)

where βq
s ∈ [0, 1] is a phoneme-dependent adaptation coefficient controlling

the contribution of the enrollment data and the background models (Eq. 2)
on the MAP-adapted model. It is obtained by

βq
s =

#((∗, ∗, q) in the enrollment utterances of speaker s)

#((∗, ∗, q) in the enrollment utterances of speaker s) + rβ

(5)

where rβ is a fixed relevance factor common to all phonetic classes and speak-
ers. Figure 3 illustrates the procedure of applying MAP adaptation (Method
A) for speaker-model creation.

The relationship between the adapted, unadapted, and background models is
illustrated in Figure 4. These models are projected onto the first two principal
axes [39] in the model space. When enrollment data is sufficient, MAP adap-
tation can create client models that capture the phoneme-dependent charac-
teristics of speakers. However, when the amount of enrollment data is limited,
this speaker-model creation method may have three fundamental problems:
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Problem 1: The method will make the client models of the same phoneme
very close to the background model of that phoneme (see Figure
4), even though the clients may have very different pronunciation
characteristics. This will cause the client models fail to discrimi-
nate the true speakers from the imposters.

Problem 2: The method does not fully utilize the information available in the
training data.

Problem 3: The method imposes too much constraint on the adaptation.

Problem 1 is further exemplified in Figure 5, which shows that the adapted
models (Figs. 5(d) and 5(e)) of two speakers look very similar because they
are very similar to the background model. This will make the speaker models
fail to discriminate the true speakers from impostors.

For Problem 2, Method A only uses two out of four possible unadapted speaker
and background models for adaptation. Figure 2 shows the four possible mod-
els from which the target models can be adapted. Method A uses the phoneme-
dependent models only and ignores the fact that the phoneme-independent
models (Pb(m, p|∗) and Ps(m, p|∗)) can also be used to create target speaker
models.

For Problem 3, Method A uses all of the background speakers’ data to train
phoneme-dependent background models from which phoneme-dependent tar-
get speaker models are created by MAP adaptation. Creating a phoneme-
dependent speaker model from the corresponding phoneme-dependent back-
ground model means that the resulting speaker model is constrained by the
articulatory properties of a single phoneme. In other words, the method does
not allow cross-phoneme adaptation. Note that the classical MAP adapta-
tion for acoustic GMMs does not have such a hard constraint. Instead, a soft
constraint is implicitly imposed by the posterior probabilities of the mixture
components.

3.2 New Adaptation Methods for AFCPMs

Our new adaptation methods attempt to utilize all of the available information
from the training data. To relax the constraint imposed by classical MAP
adaptation (see Problem 3 in Section 3.1), we introduce phoneme-independent
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models for target speakers and background speakers as follows:

Pb(m, p|∗) = Pr(Manner = m, Place = p|Background) (6)

=
#((m, p, ∗) in the data of all background speakers)

#((∗, ∗, ∗) in the data of all background speakers)
,

Ps(m, p|∗) = Pr(Manner = m, Place = p|speaker = s) (7)

=
#((m, p, ∗) in the enrollment utterance of speaker s)

#((∗, ∗, ∗) in the enrollment utterance of speaker s)
,

where m ∈ M, p ∈ P are defined in Section 2, and (m, p, ∗) denotes the
condition for which Manner = m and Place = p. Based on the definition of
Ps(m, p|∗), Pb(m, p|∗) and Pb(m, p|q), we can further derive (see Appendix):

Ps(m, p|∗) =
46∑

i=1

Ps(m, p|q(i))Ps(q
(i)),

Pb(m, p|q) =
M∑

k=1

Pbk
(m, p|q)P (bk|q), (8)

Pb(m, p|∗) =
46∑

i=1

Pb(m, p|q(i))Pb(q
(i)),

where M is the number of background speakers, bk is one of these background
speakers, q(i) represents one of the 46 phonemes in English, P (bk|q) is the
conditional probability:

P (bk|q) =
#((∗, ∗, q) in the utterances of background speaker bk)

#((∗, ∗, q) in the utterances of all background speakers)
,

and Ps(q
(i)) is the probability of phoneme q(i):

Ps(q
(i)) =

#((∗, ∗, q) in the utterances of speaker s)

#((∗, ∗, ∗) in the utterances of speaker s)
.

Figure 6 illustrates how the phoneme-independent models are used for creating
speaker models, which will be discussed next.

3.2.1 Method B: Phoneme-independent adaptation (PIA)

Instead of adapting from the phoneme-dependent UBM, we can create the
speaker model P̂s(m, p|q) by adapting the phoneme-independent speaker model
Ps(m, p|∗), i.e.,

P̂s(m, p|q) = βq
sPs(m, p|q) + (1− βq

s)Ps(m, p|∗). (9)
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Figure 7 illustrates the relationship (based on real data) between the un-
adapted and adapted speaker models created by this method. During the adap-
tation, the unadapted phoneme-dependent speaker models Ps(m, p|q) (repre-
sented by “blue cross” and “black plus” in Figure 7) will move towards their
corresponding phoneme-independent speaker models Ps(m, p|∗) (represent by
“blue circle” and “black circle”). As a result, the adapted phoneme-dependent
speaker models (represented by “green square” and “red diamond”) will be
created according to how much phoneme-dependent data the speaker pos-
sesses. The advantage of this method is that all of the unadapted phoneme-
dependent models Ps(m, p|q) will move towards their respective phoneme-
independent models (“blue circle” and “black circle”) instead of towards a
single background model as in MAP method. Therefore, for a given phoneme,
the adapted speaker models of different speakers created by Method B will
not concentrate in one place of the model space.

Figure 12(b) shows all of the 46 adapted phoneme-dependent and phoneme-
independent speaker models of speaker 1018 and 1042. Evidently, because the
speaker models were adapted from different phoneme-independent speaker
models, the adapted models belonging to the two speakers are well separated.

While this method can help solve Problems 1 and 3 mentioned in Section 3.1,
it does have its own problem. The problem is that for a particular client, all
of his/her phoneme-dependent models are adapted from the same phoneme-
independent model, causing loss of phoneme-dependence in the client model.
In fact, the method uses enrollment data only, as illustrated in Figure 2. This
loss of phoneme-dependence, however, violates the requirement of the scor-
ing procedure (see Section 4) where the speaker and background models are
assumed to be phoneme-dependent. Fortunately, the phoneme-dependence in
the client models can be easily retained by introducing a phoneme-dependent
scaling factor in the adaption equation. This is to be discussed next.

3.2.2 Method C: Scaled phoneme-independent adaptation (SPI)

In this method, a phoneme-dependent scaling factor Pb(m,p|q)
Pb(m,p|∗) is added to the

adaptation formula in Eq. 9, yielding

P̂s(m, p|q) = βq
sPs(m, p|q) + (1− βq

s)

[
Pb(m, p|q)
Pb(m, p|∗)Ps(m, p|∗)

]
, (10)

where Pb(m, p|∗) represents the phoneme-independent background model. With
this factor, the model to be adapted becomes

f q
s =

Pb(m, p|q)
Pb(m, p|∗)Ps(m, p|∗). (11)
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Therefore, the resulting target model P̂s(m, p|q) is now adapted from a model
with certain degree of phoneme-dependence instead of adapting from a purely
phoneme-independent model (Ps(m, p|∗)).

Note that f q
s in Eq. 11 can also be written as Ps(m,p|∗)

Pb(m,p|∗)Pb(m, p|q). In that case,

we can interpret Ps(m,p|∗)
Pb(m,p|∗) as a phoneme-independent scaling factor for the clas-

sical MAP adaptation in Eq. 4. This factor can help alleviates Problems 2 and
3 in classical MAP mentioned earlier, because it implicitly incorporates the
speaker-dependent articulatory properties of other phonemes into the adapta-
tion equation.

More interestingly, using Eq. 8, f q
s in Eq. 11 can be written as:

Pb(m, p|q)
Pb(m, p|∗)Ps(m, p|∗) =

[
M∑

k=1
Pbk

(m, p|q)P (bk|q)
]
·
[

46∑
i=1

Ps(m, p|q(i))Ps(q
(i))

]

M∑
k=1

46∑
i=1

Pbk
(m, p|q(i))P (bk|q)Pb(q(i))

(12)
where M is the number of background speakers, bk is one of these background
speakers, and q(i) represents one of the 46 phonemes in English. If we as-
sume Pb(q

(1)) = · · · = Pb(q
(46)) = Ps(q

(1)) = · · · = Ps(q
(46)) = constant and

P (s1|q) = · · · = P (sM |q) = P (s1|q(i)) = · · · = P (sM |q(i)) = constant ∀ i, then
we have

Pb(m, p|q)
Pb(m, p|∗)Ps(m, p|∗) =

[
M∑

k=1
Pbk

(m, p|q)
]
·
[

46∑
i=1

Ps(m, p|q(i))
]

M∑
k=1

46∑
i=1

Pbk
(m, p|q(i))

. (13)

Eqs. 12 and 13 suggest that all of the available information have been har-
nessed during the adaptation process.

Figure 8 illustrates the projection of the unadapted and adapted speaker mod-
els on the first two principal axes. During this adaptation, we firstly used
the phoneme-independent speaker models Ps(m, p|∗) (red dot), the phoneme-
independent background model Pb(m, p|∗) (pink circle), and the phoneme-
dependent background models Pb(m, p|q) (purple circles) to generate the speaker-
dependent phoneme-dependent term f q

s (orange dashed circles). Then, the
adapted phoneme-dependent speaker models (green square) will be produced
by linearly combining Ps(m, p|q) (blue cross) and f q

s (yellow dashed circles).
The advantage of this method is that each of the unadapted phoneme-dependent
speaker models Ps(m, p|q) will move towards a different position which is de-
pendent on the position of Ps(m, p|∗), Pb(m, p|∗), and Pb(m, p|q). Therefore,
using Method C, not only do the adapted models of different speakers become
well separated, the phoneme-dependence can also be maintained. This argu-
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ment is supported by Figure 12(c), which shows that the adapted phoneme-
dependent models of speakers 1018 and 1042 do not overlap with each other.

3.2.3 Method D: Mixed phoneme-dependent and scaled phoneme-independent
adaptation (MSPI)

It becomes clear that Method A is likely to impose too much constraint on the
adaptation. Method B aims to relax such constraint by introducing a phoneme-
independent model in its adaptation equation. However, the relaxation may
be overdone so that the phoneme-dependent scaling factor in Method C is nec-
essary to limit the loss of phoneme-dependence. Nevertheless, the target mod-
els created by Method C depend implicitly on the phoneme-dependent back-
ground models Pb(m, p|q) through the scaling factor. To strengthen the depen-
dence of these background models while allowing certain degree of phoneme-
independence, we may combine Methods A and C, which results in Method
D:

P̂s(m, p|q) = βq
sPs(m, p|q)+(1−βq

s)

[
αq

bPb(m, p|q) + (1− αq
b)

Pb(m, p|q)
Pb(m, p|∗)Ps(m, p|∗)

]

(14)

where, αq
b ∈ [0, 1] is a phoneme-dependent adaptation coefficient. It is obtained

by

αq
b =

#((∗, ∗, q) in the utterances of all background speakers)

#((∗, ∗, q) in the utterances of all background speakers) + rα

(15)

where rα is a fixed relevance factor.

Figure 9 illustrates the relationship between different models in Method D,
and Figure 10 explains why this method is better than Method A via an illus-
trative example. During adaptation, we firstly used the phoneme-independent
speaker models Ps(m, p|∗) (red dot in Figure 9), the phoneme-independent
background model Pb(m, p|∗) (red circle) and the phoneme-dependent back-
ground models Pb(m, p|q) (purple circles) to generate the speaker-dependent
phoneme-dependent term f q

s in Eq. 11 (orange dashed circles). Then unlike
Method C, the adapted phoneme-dependent speaker models P̂s(m, p|q) (green
square) in this method was produced by double adaptation to further enhance
the phoneme-dependence. During the first adaptation f q

s (yellow dashed cir-
cles) and Pb(m, p|q) (blue circles) were linearly combined to generate a new
point (?). Then, during the second adaptation, the new point and Ps(m, p|q)
(blue cross) were linearly combined. Therefore, in Method D, the adapted
models of different speakers will not only be well separated but also keep the
phoneme-dependence, which results in higher discriminative power.
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Comparing Figures 5 and 10 reveals that the Euclidean distance and dissimi-
larity between the AFCPM models of speakers 1018 and 1042 become larger
(the distance increases from 4.39 to 14.17 and the correlation coefficient re-
duces from 0.9966 to 0.8013). Therefore the two speakers will be better dis-
criminated if Method D is used to create their model.

3.2.4 Method E: Mixed phoneme-independent and scaled phoneme-dependent
adaptation (MSPD)

Using the same idea in Method D, the phoneme-independent speaker model
and phoneme-dependent UBMs can be linearly combined first. The contri-
bution of the latter is controlled by another scaling factor. The method is
described mathematically as follows:

P̂s(m, p|q) = βq
sPs(m, p|q)+(1−βq

s)

[
αq

bPb(m, p|q)Ps(m, p|∗)
Pb(m, p|∗) + (1− αq

b)Ps(m, p|∗)
]

(16)

where Ps(m,p|∗)
Pb(m,p|∗) is a phoneme-independent scaling factor used for incorporating

speaker-dependency into the phoneme-dependent UBM. The relationship be-
tween the unadapted and adapted models created by Method E is illustrated
in Figure 11.

3.3 An Illustrative Example

Figure 12 shows the relationship between the phoneme-dependent background
and adapted models (corresponding to 46 phonemes) of two speakers for Meth-
ods A to D. Apparently, Problem 1 in Method A mentioned in Section 3.1 does
not appear in Method D.

4 Scoring Method

Following the scoring method in [1], the verification score of a test utterance
X = {X1, . . . , Xt, . . . , XT} is defined as:

SAF(X) =
T∑

t=1

(log p̂s(Xt)− log pb(Xt)) , (17)

where the speaker models P̂s(m, p|q) and background models Pb(m, p|q) cre-
ated by using different adaptation methods discussed in Section 3 are used to
compute the scores:
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p̂s(Xt) = P̂s(l
M
t , lPt |qt) = P̂s(Manner = lMt ,Place = lPt |Phoneme = qt, Speaker = s)

(18)

pb(Xt) = Pb(l
M
t , lPt |qt) = Pb(Manner = lMt , Place = lPt |Phoneme = qt, Background).

(19)
In Eqs. 18 and 19, qt is the phoneme of frame t in the test utterance recognized
by a null-grammar phoneme recognizer, and lMt and lPt are the AF labels
determined by the AF-MLPs [32].

For the acoustic GMM-UBM system [1], we applied several channel com-
pensation techniques, including feature warping [40], Z-norm [41], short-time
Gaussianization (STG) [42] and fast blind stochastic feature transformation
(fBSFT) [43]. Acoustic scores SGMM-UBM were computed based on the log-
likelihood ratio:

SGMM-UBM(X) =
T∑

t=1

[log p(xt|Λs)− log p(xt|Λb)] (20)

where Λs and Λb are the acoustic GMM of speaker s and the acoustic UBM,
respectively.

To demonstrate the state-of-the-art acoustic speaker verification system can
still be improved by high-level features, we also fused the scores obtained from
AFCPMs and GMM-SVM [44]. For the GMM-SVM system, acoustic scores
SGMM-SVM were computed based on the SVM framework [44]:

SGMM-SVM(uttc) = α0K (uttc, utts)−
M∑

i=1

αiK (uttc, uttbi
) + d, (21)

where

K (uttc, utts) =
N∑

i=1

(√
λiΣ

− 1
2

i mc
i

)T (√
λiΣ

− 1
2

i ms
i

)
(22)

is the GMM-supervector kernel [44]. λi and Σi are the mixture weights and
covariances of UBM Gaussians, respectively. ms

i and mc
i are the mean of the

i-th Gaussian belonging to speaker s and claimant c, respectively. utts rep-
resents the utterance pronounced by speaker s. α0 is the lagrange multiplier
corresponding to the target speaker, 1 and αi (i = 1, . . . ,M) are Lagrange mul-
tipliers (some of them may be zero) corresponding to the background speakers.
M is the number of background speakers.

1 Assuming one enrollment utterance per target speaker, which is the case in
NIST00 and NIST02.
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5 Experiments and Results

5.1 Speech Data

NIST99, NIST00, NIST01, NIST02, SPIDRE [45], and HTIMIT [46] were used
in the experiments. 2 NIST99 and NIST01 were used for creating the back-
ground models, and NIST00 and NIST02 were used for creating speaker mod-
els and for performance evaluation. 3,794 utterances selected from HTIMIT
were used to train the manner and place MLPs (see [32] for the architecture),
and utterances from SPIDRE were used to train a null-grammar phoneme rec-
ognizer with 46 context-independent phoneme models (HMMs with 3 states,
16 mixtures per state). For NIST00 evaluation, the training part of NIST99
was used for creating phoneme-dependent AF-based UBMs. For NIST02 eval-
uation, the training part of NIST01 was used for creating the AF-based UBMs.
The purposes of the databases used in this work are summarized in Table 3.

NIST00 contains landline telephone speech extracted from the SwitchBoard-
II, Phase 1 and Phase 4 Corpus. The evaluation set comprises 457 male and
546 female target speakers, each with approximately 2 minutes of enrollment
speech, and after silence removal, approximately 1 minute of speech remains.
There are 3,026 female and 3,026 male verification utterances. Each verifica-
tion utterance has length not exceeding 60 seconds and is evaluated against
11 hypothesized speakers of the same gender as the speaker of the verification
utterance. This amounts to 6,096 speaker trials and 60,476 impostor attempts.

NIST02 contains cellular telephone speech. The evaluation set comprises 139
male and 191 female target speakers, each with approximately 2 minutes of
speech for enrollment. There are 2,983 speaker trials and 36,287 impostor
attempts.

5.2 Low-Level Features and Models

The phone recognizer uses standard 39-D input vectors comprising MFCCs,
energy, and their derivatives. The inputs to the manner and place MLP com-
prise 9 frames of 26-D acoustic vectors: 12 MFCCs, log-energy, and their first
derivatives. For the NIST00 evaluation, the acoustic vectors for the GMM-
UBM comprise 19 MFCCs plus their first derivative. For the NIST02 evalua-
tion, the acoustic vectors comprise 12 MFCCs and 12 delta-MFCCs. 3

2 See http://www.nist.gov/speech/tests/sre/ for NIST SRE plans.
3 We have also tried using 38-D acoustic vector for NIST02 evaluation, but the
performance is inferior to that using 24-D vectors.
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For the GMM-UBM, gender-dependent UBMs with 1,024 Gaussians were
used. The GMMs of target speakers were adapted from the UBMs using MAP
adaptation [1]. Each supervector in the GMM-SVM comprises the means of
a MAP-adapted GMM, each with 256 Gaussians. 4 The SVM of each target
speaker in NIST02 was trained by using his/her training utterance as the
positive sample and the training utterances of the same gender in NIST01 as
negative training samples. This amounts to 112 male and 122 female negative
samples for each SVM. SVMlight was used for training the SVMs. The penalty
factor (-c) and cost factor (-f) were set to 5,000 and 100, respectively.

5.3 Score Fusion of AFCPMs and Acoustic GMMs

Research has shown that features and classifiers of different types may com-
plement each other, and thus improvement in classification performance can
be obtained by fusing them [20, 47]. The AFCPMs and the acoustic GMMs
characterize speakers at two different levels. The former represents the pronun-
ciation behaviors of individual speakers, whereas the latter focuses on their
vocal-tract characteristics. Therefore, fusing their scores is expected to im-
prove speaker verification performance. In this work, the scores from AFCPMs
and the acoustic GMMs were linearly combined to obtain the fused scores.

Because high-level AFCPMs and low-level GMM produce scores with different
dynamic range, score normalization should be applied before fusion:

SF(X) = αu
SAFCPM(X)− µAFCPM

σAFCPM

+ (1− αu)
SGMM(X)− µGMM

σGMM

(23)

where µ and σ are the mean and standard deviation of scores.

Figure 13 shows that normalizing the scores before fusion can make the EER
less sensitive to the fusion weight αu. Another advantage of score normalization
is that the value of αu can suggest which set of scores is more reliable. For
example, in Figure 13, the scores produced by the GMM-UBM system are
more reliable because the best fusion weight is about 0.4.

5.4 Choice of Relevance Factors

All the adaptation methods mentioned in Section 3 use relevance factors to
control the dependence of the adapted model on target speaker’s data. The
discriminative power of the resulting speaker models depends on the amount

4 We have also tried using 1,024 Gaussians, but the performance is poorer than
that using 256 Gaussians.
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of adaptation, which in turn depends on the relevance factors (Eq. 5 and
Eq. 15). To investigate the sensitivity of the adapted models with respect to
the relevance factors, we used NIST02 data and varied the relevance factors
rβ in Eq. 5 and rα in Eq. 15. The EER performance is shown in Table 4 and
Table 5.

Clearly, the performance is very stable across a wide range of rβ, suggesting
that the relevance factor is very robust. Nevertheless, the relevance factor
cannot be too large or too small; otherwise, the speaker models will either
be identical to the background models or depend purely on the adaptation
data. Both scenarios are undesirable. In this work, we set rβ to 180 and rα to
9.5× 104 in an attempt to avoid these extreme scenarios.

5.5 Effect of Phone Recognition Errors

We have tried replacing the null-grammar recognizer with a full-blown speech
recognizer equipped with a good language model. 5 However, the results turn
out to be slightly worse. We conjecture that this is mainly because a good lan-
guage model will help the recognizer to “correct” the pronunciation mistakes
made by a speaker; therefore, the performance of AFCPMs may degrade if the
langauge model is too good.

5.6 Verification Performance

Table 6 shows the equal error rate (EER) and p-values [48] (with respect to
Method A) achieved by different adaptation methods. It shows that Methods
C, D, and E achieve a lower error rate as compared to the classical MAP
adaption. This confirms our earlier argument that better speaker models can
be obtained by adapting the phoneme-independent models in addition to the
phoneme-dependent models.

We have also compared our methods with the adaptation method for acoustic
GMMs proposed by Hansen et al. [49]. Applying the idea in [49], the adapta-
tion equation for AFCPM can be written as:

P̂s(m, p|q) = βq
sPs(m, p|q)+(1−βq

s) [αq
bPb(m, p|q) + (1− αq

b)Ps(m, p|∗)] , (24)

which can be considered as a combination of Methods A and B. The EER is
25.65%. Evidently, its performance is better than that of Methods A and B
but is worse than Method D. Because the performance of Method B is worse

5 We thank M.H. Siu for providing the phone sequences.
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than that of Method C, combining Methods A and Method B is unlikely to
give better result than combining Methods A and C.

The DET plots corresponding to Tables 6 are shown in Figure 14. Evidently,
Method D achieves the best performance across a wide range of decision
threshold. It was found that the proposed adaptation approaches can effec-
tively alleviate the data sparseness problem, resulting in a significantly lower
error rate. Apparently, Problems 2 and 3 in Method A have also been allevi-
ated by Method D.

Figure 15 shows the DET performance when the low-level GMM scores and
high-level AFCPM scores are fused. It demonstrates that the AFCPMs are
complementary to the acoustic GMMs, leading to a slightly better performance
when the scores of the two types of models are combined.

5.7 Conclusion

To minimize the undesirable effect of insufficient enrollment data on system
performance, this paper proposes four new adaptation methods for creating
speaker models based on high-level features. The best performing method is
the one that adapts not only the phoneme-dependent background model but
also the phoneme-independent speaker model. The amount of adaptation in
the latter is adjusted by a proportional factor derived from the phoneme-
independent background models. The proposed method was compared with
traditional MAP adaptation under the NIST2000 and NIST2002 SRE frame-
works. Experimental results show that the proposed method can alleviate the
data-sparseness problem effectively and achieves a better performance when
compared with traditional MAP adaptation.
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7 Appendix

Denote

ai = #
(
(m, p, q(i)) in the utterances of all backgroud speakers

)

bi = #
(
(∗, ∗, q(i)) in the utterances of all backgroud speakers

)

where q(i) represents one of the 46 phonemes (including silence) in English.
We have

Pb(m, p|q(i)) =
#((m, p, q(i)) in the utterances of all backgroud speakers )

#((∗, ∗, q(i)) in the utterances of all backgroud speakers)
=

ai

bi

Pb(m, p|∗) =
#((m, p, ∗) in the utterances of all backgroud speakers

#((∗, ∗, ∗) in the utterances of all backgroud speakers
=

46∑
i=1

ai

46∑
i=1

bi

.

(25)

Assume that there exist constants Ai that satisfy

Pb(m, p|∗) =
46∑

i=1

AiPb(m, p|q(i)). (26)

Substituting Eq. 25 into Eq. 26, we obtain

46∑
i=1

ai

46∑
i=1

bi

=
46∑

i=1

(
Ai

ai

bi

)
(27)
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=⇒
46∑

i=1

ai =
46∑

i=1







Ai

(
46∑

j=1
bj

)

bi




ai




(28)

=⇒ Ai =
bi

46∑
j=1

bj

=
#((∗, ∗, q(i)) in the utterances of all backgroud speakers)

#((∗, ∗, ∗) in the utterances of all backgroud speakers)
= Pb(q

(i))

(29)

which suggests that

Pb(m, p|∗) =
46∑

i=1

Pb(m, p|q(i))Pb(q
(i)). (30)

Other equations in Eq. 8 can be derived similarly.
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Feature Category Feature
Description

Feature
Extractor

Feature
Time Span

System
Models

Pronunciations
Multilingual
phone
streams

Language-
dependent
phone ASR

Several
frames

N-gram [26];
Binary tree
[28]

(Place of birth,
education, socioe-
conomic status,
etc.)

Multilingual
phone cross-
streams

Language-
dependent
phone ASR

Several
frames

N-gram [29];
CPM [30]

Articulatory
features

MLP and
phone ASR

Several
frames

AFCPM [32]

Idiolect

(Education, socioe-
conomic status,
etc.)

Word streams Word ASR Several
frames

N-gram [19];
SVM [31]

F0 & Energy
distribution

Energy esti-
mator

One frame GMM [21]

Prosodic
Pitch contour F0 estimator

& word ASR
Several
frames

DTW [25]

(Personality type,
parental influence,
etc.)

F0 & energy
contour &
duration
dynamics

F0 & energy
estimator &
phone ASR

Several
frames

N-gram [21]

Prosodic
statistics
from F0 &
duration

F0 & energy
estimator &
word ASR

Several
frames

KNN [24]

Acoustic

(Physical structure
of vocal organs)

MFCC &
its time
derivatives

MFCC ex-
tractor

One/Several
frames

GMM [1]

Table 1
A summary of high-level features in speaker verification. The level of features de-
creases from top to bottom. (After [33]).
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Articulatory
Properties

Classes Number of
Classes

Manner (M) Silence, Vowel, Stop, Fricative, Nasal,
Approximant-Lateral

6

Place (P) Silence, High, Middle, Low, Labial,
Dental, Coronal, Palatal, Velar, Glottal

10

Table 2
The manner and place properties in AFCPMs. The products of 6 manner and 10

place classes produce 60 probabilities.

Database Purpose

SPIDRE To train the null-grammar phone recognizer

HTIMIT To train the manner and place MLPs

NIST99 To create the background models for NIST00 evaluation

NIST01 To create the background models for NIST02 evaluation

NIST00 & NIST02 To create speaker models and evaluate their performance

Table 3
The purposes of the databases used in this study.

Relevance factor rβ 60 120 180 240 300

EER (%) 25.58 25.22 24.93 25.18 25.36

Table 4
The effect of varying the relevance factor rβ in Eq. 5 on the system performance.
Results based on the female part of NIST02. Classical MAP (Eq. 4) was used in the
adaptation.

Relevance factor rα (×104) 8 9 9.5 10 11

EER (%) 24.16 23.79 23.50 23.76 24.21

Table 5
The effect of varying the relevance factor rα in Eq. 15 on the system performance.
Results based on the female part of NIST02, and rβ = 180. Method D (Eq. 14) was
used in the adaptation.
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Adaptation Method EER (%) p-values H-L Fusion

Method A (MAP) 25.89 — 15.89

Method B (PIA) 26.18 < 0.00001 16.05

Method C (SPI) 24.63 0.0042 15.78

Method D (MSPI) 23.91 < 0.00001 15.56

Method E (MSPD) 24.86 < 0.00001 15.72

Score Fusion (A+D) 23.67 < 0.00001 13.19

(a)

Adaptation Method EER (%) p-values H-L Fusion

Method A (MAP) 24.87 — 8.42

Method B (PIA) 25.76 < 0.00001 8.51

Method C (SPI) 24.14 0.0018 8.14

Method D (MSPI) 23.46 < 0.00001 8.10

Method E (MSPD) 24.22 0.0127 8.26

Score Fusion (A+B+C+D+E) 23.18 < 0.00001 8.01

(b)
Table 6
Results based on (a) NIST00 and (b) NIST02. The EERs were obtained by

phoneme-dependent AFCPMs created by the methods described in Section 3. The
p-values between the classical MAP and the proposed adaptation methods are listed
in the third column (p < 0.01 implies that the difference between the two EERs
is statistically significant). The H-L (high- and low-level) Fusion means linearly
combining of the scores of AFCPM and acoustic GMM systems (GMM-UBM +
GMM-SVM). The EER of the GMM systems for (a) NIST00 is 13.88 and that for
(b) NIST02 is 8.60.
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Fig. 1. Training of unadapted phoneme-dependent AFCPM speaker models and the
data-sparseness problem they may encounter. Note that there are 46 AFCPMs for
each client speaker because there are 46 phones (including silence) in English.
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Fig. 2. The use of available information from training data. Four different types of
unadapted models can be directly derived from training data using Eqs. 2, 3, 6 and
7, and the adapted speaker models can be derived from different combinations of
these unadapted models. Method A only uses part of the available information via
phoneme-dependent background models and phoneme-dependent speaker models.
Similar situation occurs in Method B. Methods C, D and E fully utilize all of the
possible information (via all types of unadapted models) that can be obtained from
the training data. A model with an ‘∗’ means that it is phoneme-independent,
whereas a model with a density function conditioned on q means that it depends
on phoneme q.
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Fig. 12. The projection of adapted phoneme-dependent speaker models and phoneme-de-
pendent background models on the first two principal axes for speakers 1018 and 1042 based
on Methods A to D.
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(a) Results based on NIST00
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Fig. 14. DET performance of AFCPM speaker verification systems using different
adaptation methods. (a) NIST00 results. (b) NIST02 results.
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Fig. 15. DET performance of AFCPM, GMM-UBM, GMM-SVM, and their fusions.
For (a), short-time Gaussianization (STG) and fast blind stochastic feature trans-
formation (fBSFT) [43] were applied to the low-level features, and for (b) feature
warping was applied.

35


