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Detection of overlapped speech using lapel microphones in meeting

Ryo Yokoyam&*, Yu Nas®, Koji lwanad®, Koichi Shinod&

aDepartment of Computer Science, Tokyo Institute of Technology, 2-12—-1 Ookayama, Meguro-ku, Tokyo 152-8552, Japan
bFaculty of Environmental and Information Studies, Tokyo City University, 3-3—1 Ushikubo, Tsuzuki-ku, Yokohama 224-8551, Japan

Abstract

We propose an overlapped speech detection method for speech recognition and speaker diarization of meetings,
where each speaker wears a lapel microphone. Two novel features are utilized as inputs for a GMM-based detector.
One is speech power after cross-channel spectral subtraction which reduces the power from the other speakers. The
other is an amplitude spectral cosine correlatiorfibcient which dfectively extracts the correlation of spectral com-
ponents in a rather quiet condition. We evaluated our method using a meeting speech corpus of four speakers. The
accuracy of our proposed method, 75.7%, was significantly better than that of the conventional method, 66.8%, which
uses raw speech power and power spectral Pearson’s correlatiticieag

Keywords: Overlap speech detection, Spectral subtraction, Cosine distance

1. Introduction

In recent years, meeting speech recognition (Maganti et al., 2007; Nasu et al., 2011) and meeting speaker di-
arization (Boakye et al., 2008; Ben-Harush et al., 2009; Stolcke et al., 2010; Sun et al., 2010; Valente et al., 2010;
Vijayasenan et al., 2010; Boakye et al., 2011; Stolcke, 2011; Valente et al., 2011; Yella et al., 2011; Vijayasenan et
al., 2012; Zwyssig et al., 2012) have bedfeetively utilized to transcribe and browse meeting procedures. However,
their performance is usually low at the overlapped speech segments where more than one speaker is speaking. One
possible solution to this problem is to first detect the overlapped speech segments, and then to ignore them in the
following process or to apply special techniques such as source separation to recover the signal from each speaker.
We focus on overlapped speech detection (OSD) in this paper.

Several recording devices such as boundary microphones (Boakye et al., 2008; Ben-Harush et al., 2009; Boakye
etal., 2011; Sun et al., 2011) and microphone arrays (Moore et al., 2003; Yamamoto et al., 2006; Rozgic et al., 2010)
have been employed for meeting speech processing. Boundary microphones are easy to use and inexpensive, but it
is difficult to separate the speech signal of one speaker from those of the others. Microphone arrays can separate the
speech signals better but are expensive and need to be calibrated carefully. In this study, we use lapel microphones
for collecting meeting speech data. While the use of lapel microphones takes aflitttefrem each participant, it
enables the identification of each participant’s speech signal with relatively low costs. We can also use a smart phone
in one’s breast pocket or in front of hilver on the meeting table as a microphone.

Most conventional OSD methods successfully use a GMM-based classifier, which consists of one GMM for over-
lapped segments and one for non-overlapped segments, with a threshold set for their likelihood ratio. Then, the
problem is what features we should use as input. The power summed over all the frequency bands has proven to be
effective (e.g., Pfau et al., 2001; Wrigley et al., 2004; Xiao et al., 2011). Large powers in more than one microphone
indicate overlapping. Some studies (Pfau et al., 2001; Wrigley et al., 2004; Ghosh et al., 2010; Xiao et al., 2011)
focused on the similarity of the signals fromfférent microphones. They tend to be similar with each other when
only one speaker speaks, and b@atent when more than one speaker is speaking.
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Pfau et al. (2001) proposed an OSD method using both of these two features sequentially. It first detects the speech
activity of signals from each microphone using the overall power. Then, if signals from more than one microphone are
active, it calculates short-time cross-correlation (XC), which is a measure for signal similarity, between them. Those
frames with short-time XC smaller than a certain threshold are detected as overlapping frames. In this method, the
error in the first step cannot be recovered in the second step. Then, Wrigley et al. (2004) proposed an OSD method
utilizing both of these features, the overall power and the short-time XC, at the same time as inputs to a detector
and proved its fectiveness. Ghosh et al. (2010) found that XC with a long-term window yielded better results in
cross-talk detection than that with a short-time window. Based on these studies (Wrigley et al., 2004; Ghosh et al.,
2010), Xiao et al. (2011) proposed Pearson’s correlatiofficeent (PPC) as long-term XC, and reported that using
the overall power and PPC as inputs fieetive for OSD.

However, each of these features, the overall power and PPC, has a serious problem. The overall power may be
contaminated by speech signals from the other speakers and detect overlapping segments incorrectly when only one
speaker is speaking. PPC is normalized by the mean of the power spectral components over all the frequency bands of
nearby frames. This normalization process is indgigttve when there exists stationary environmental noise which
should be subtracted. However, it may also normalize speech signals when more than one speaker is speaking, and
hence, may make the PPC large, leading to false detection of overlapped segments.

To solve the first problem, we focused on the source separation methods (e.g., Bell et al., 1995; Smaragdis, 1998;
Aoki et al., 2001; Rickard et al., 2001) utilizing multiple channel signals from multiple microphones. Some of them
used independent component analysis (ICA) (Bell et al., 1995; Smaragdis, 1998) and others employed binary masks in
the spectrogram (Aoki et al., 2001; Rickard et al., 2001). The ICA-based methods, however, need high computational
costs to calculate higher-order statistics. Signals separated by binary masking may include the other speaker’s speech
signals when the source signals are not sparse enough or when the estimation of masks is not reliable. Recently, cross-
channel spectral subtraction (CCSS) was proposed (Nasu et al., 2011). It is based on spectral subtraction (Boll, 1979)
and has less computational costs than ICA-based methods. It is also more robust than binary masking methods since it
effectively estimates and suppresses interference components, while binary masking methods force all time-frequency
components to be allocated to one channel.

In this paper, we propose two new features for OSD in meeting speech. One is CCSS power, which is an overall
power obtained by CCSS. It is verytective at excluding the speech signals from other speakers in meeting speech
using lapel microphones. The other is an amplitude spectral cosine correlatiiciene (ACC) which does not
include a feature normalization process and hence remains small when more than one speaker is speaking. We use
these two features as inputs to a GMM detector and examine theitieeness using a meeting speech data with four
speakers.

This paper is organized as follows. Section 2 review frequency analysis and spectral subtraction for speech signals.
The two features used in this paper, CCSS power and ACC, are explained in Section 3 and Section 4, respectively.
The experimental results are reported in Section 5. Finally, Section 6 concludes the paper.

2. Speech analysis
Let x(t) be a recorded signal at timelt can be written as:
X(t) = s(t) + n(t), 1)

wheres(t) andn(t) are the speech signal and the environmental additive noise, respectively.
It is generally assumed that speech is quasi-stationary, and hence, it can be analyzed in the frequency domain by
the short-time Fourier transform (STFT). STFT transforms the recorded signal Eq. (1) to:

X(f,t) = I ) X(T)w(r — t)e 1 &7y, 2)

whereX(f, t) represents the STFT of the recorded signal in a frequency bahtimet, andw(t) is a window function.
In speech processing, the Hamming window function is typically used.



Since the recorded signal is usually discrete, discrete short-time Fourier transform (DSTFT) is often used for
computation. It is calculated as:

00

X(f,0= > x@wr - e >, 3)

T=—00

and is denoted as STFT in this paper.
Spectral subtraction (Boll, 1979) is widely used for single channel speech enhancement. The power spectrum of
the observed signal is approximated as:

IX(f, )17 ~ [S(F, )1 + IN(F, )%, (4)

where f andt are the frequency and frame indices, &, t) andN(f, t) are spectra of speech and additive noise,
respectively. With the estimated noise power spectiif, t)|?, the power spectrum of speech is estimated as:

IS(F, )1 = IX(F, )1 - aIN(f, 1), (5)

whereq is the subtraction factor.

3. CCSS power

3.1. Cross-channel spectral subtraction (CCSS)

In order to reduce the power from the other speakers, we introduce cross-channel spectral subtraction (CCSS)
(Nasu et al., 2011), a source separation method based on spectral subtraction.

3.1.1. Algorithm

Let the number of speakers be Consider that one lapel microphone is prepared for each speaker. We use the
same stfix for one speaker and Higer microphone. Then, assuming the speech signals from multiple speakers are
linearly mixed and ignoring noise, the signal recorded byittiemicrophone (of théth speaker) can be modeled as:

N
X(1.0 = > Gi(f.0S;(f.0), (6)
i=1

whereS;(f, t) is the speech in a frequency bahdt timet of the j-th speaker an;;(f,t) is the transfer function
from the j-th speaker to theth microphone. The transfer functions are time-variable, since they may change when
speakers move around, while they are regarded as stationary in most conventional studies.

The target signal is thgth speaker’s speech recorded by fha microphone for each By defining it as:

Yi(f.t) = Gj; (f,)S;(f. 1), (7
and substituting the transfer function with:
Gij(f,1)
Hij(f,t) = ————, 8
W0 = 57D (®)
the recorded signal can be written as:
Xi(f,t)=Yi(f,t)+ZHij(f,t)Yj(f,t). 9)

j#



Then, the power spectrum of the recorded signal is calculated as:

IXi(f, 1)1
2

= [Yi(F.0+ D Hi(F.OY (F, 1)
j#i
= (£, 02+ D" I (F,0Y(F, )P
j#i

N
+ ) D Hik(LOY(FOH; (LYY (f, O] cosdi,

k=1 j#i

(10)

wheredyj; is the phase dierence between the speech of ki andj-th speakers observed with théh microphone.
Since the phases offtirent speakers are uncorrelated in each time-frequency bin, the expectatiodgf s
zero. Assuming that the sparseness of speech holds approximately, i. e., the following equation holds:

Si(f,)Sk(f,t) ~0 (j #K), (11)

the third term of Eq. (10) becomesfBaiently small and can be ignored. Hence, the speech signal oftthepeaker
is represented as:
Ni(F, 07 = IX(F, 017 = > 1Hg (P (F, 0P, (12)
j#
in the same manner as in Eq. (5). A A
We will discuss the ways to estimate the transfer funciiiy( f, )| and the separated sigri¥|(f, )| in the next
two subsections.

3.1.2. Estimation of transfer functions

We estimate the transfer functiorﬁsj (f,1)[2 using frames in which only one speaker is speaking. It can be safely
assumed that such frames exist in meetings. The signal channel recordedj4ils theerophone is expected to have
the largest power when only thjeth speaker is speaking. Thus we calculate the target signal otlthehannel as:

Vi (F, 0 = max| IX (£, 97 = D IX;(F.0,0], (13)
j#i

and select the frames whichfiue both of the following conditions:

1 n
= M |Yi(f. )P > Tj(1), 14
Hf; J(F.0P > Tj(0) (14)
1 -
% i(F D) < Ti(t), Vk#]j 15
H;J (.07 < T(®) j (15)

as the frames where only theth speaker is speaking, wheFg is a set of frequency bands ag(t), T(t) are
predetermined thresholds. The thresholds were set as:

2 ~
Ti) = = > INy(F,0)P, 16
i® |F1|feF1| i(f.0l (16)
1 ~
Te(t) = — Ne(f, 012, VK # | 17
k(t) = nglI k(. )l ] (17)



Where|Nj(f,t)|2, INk(f, t)]2 are the estimated noise power spectra ofjttle andk-th microphone. The noise power
spectra are updated as: A A
|Ni(f’ t)lz = Pn|Ni(fa t - 1)|2 + (1 _pn)|xl(f’ t)lza (18)

using predetermined initial valu¢ii(f,0)? and forgetting factop, € [0,1]. This update is carried out during the
noise frames in which nobody is speaking. When the signal atttidoes not have a large power at any frequency
band, it is estimated as a noise frame. We select the ftamhéch sufices the following condition:

DL V(RO <€ Y IX(FL 0P, Vi (19)

fEFl fEFl

wheree € [0,1) and|Y;(f,t)]2 is calculated in Eq. (13), as a noise frame. Since the noise power is usually large in
lower frequency bands, we seld€t from the low frequency region.
Let |X;(f,t)|? be the power spectrum which includes the environmental noise. The clean power spectrum is calcu-
lated as: A
X (£, )7 = max(1Xi(f. )7 - IN (. 1), 0). (20)

using the noise estimated in Eqg. (18). Since the transfer function is considered to be time-variable, we update it in
some time intervals as: )
X (f, 1)l

5 2 _ o 1B (F = 1)2 %) Ivrrranw)
IR (0 = pnlF (= 1+ (1= o) -

(21)
This update is carried out when only tl¢h speaker is speaking, using the predetermined initial vaﬁu@@‘,O)F
and forgetting factopy, < [0, 1].

3.1.3. Estimation of separated signals
The separated signals are estimated by an iterative process using the estimated transfer functions. We set the initial
value ag¥O(f,t))2 = |X/(f, 1) fori = 1,..., N and iteratively update it as:

VO, D = max| 1% (F, 017 = o > 1Fy (£, )P, )2 0, (22)

j#i

wherec is the number of iterations and® is the subtraction factor of each iteration.

If we use Eqg. (22) only once, some speech components of the talgspeaker may be subtracted from the signal
of thei-th microphone. This may cause large distortion in the target speaker’'s speech. We can obtain less distorted
signals by improving the estimates of the second term of Eq. (22) with this iterative process.

Figs. 1 and 2 show examples of the raw signals recorded by 4 speakers’ lapel microphones in meeting and the
signals separated by CCSS. In Fig. 1, the 4th speaker is mainly speaking from 15 s to 65 s, and their attenuated signal
appeared in the signals of the other microphones. When we use the power of raw signals for OSD, the segment where
only one speaker is speaking may be detected incorrectly as a segment with overlapped speech. Whereas in Fig. 2,
the signals of the other three microphones are much smaller than those in Fig. 1. Using the power of signals separated
by CCSS is &ective for achieving high OSD performance.

Nasu et al. (2011) evaluated the performance of CCSS using speech recognition. CCSS achieved significantly
better recognition accuracies than the use of raw signals. They concluded that CCSS has high performance in source
separation.

We evaluated the subjective overall quality of the signal separated by CCSS, using mean opinion score (MOS)
that takes into account both the level of speech distortion by noise and the level of the target speech intelligibility. In
this experiment, we selected two types of signals, the raw signal and the signal separated by CCSS, of 4 short time
segments, making 8 signal samples in total. We asked 8 listeners to listen to them. Each listener chooses one of the
five scores shown in Table 1 for each of the three questions about the signal quality. The results showed in Fig. 3
indicate that the overall signal quality of them is almost the same. Thus, it can be concluded that CCSS achieves high
source separation performance without any significant degradation of the overall signal quality.



3.2. Implementation to OSD
The raw power (P) used as the feature for OSD in the previous methods (e.g., Xiao et al., 2011) is calculated as:

P = > IX(F 0P (23)

fEFZ

whereF; is the set of all frequency bands in STFT.

Since signals of one microphone contain the speech from the other speakers, more than one microphone’s power
may be large even when only one speaker is speaking. In this case, false detection may occur.

To solve this problem, we use the power of the signal estimated in Eq. (22) by CCSS. It is defined as:

CCSSP(t) = Z VO£, 1)2. (24)

f€F2

The CCSS power is not expected to include the power from the other speakers, and only one of microphone’s
CCSS power will be large when only one speaker is speaking. Thus, it can be used to distinguish between overlapped
and non-overlapped segments.

4. Spectral similarity

4.1. Difference of similarity
Some studies have focused on theet of cross-talk and use a spectral similarity between the signals from
microphones to detect overlapped speech segments. In meetings, the similarity becomes high when only one speaker
is speaking, and becomes low when more than one speaker is speaking. In the following explanation, the number of
participants is fixed at two for simplicity.
Let the participants bé j and only speaker is speaking. The power spectrum of the recorded signals from
microphond, j is calculated as:
Xi(f, )P = Yi(f, ), (25)
X (£, O = [H; (f, )P (f, )2, (26)
from Eq. (12).
Then, the power spectrum of theh microphone becomes:

IX;(F, 017 = [H;i (F, )2 (£, )12, (27)

and it becomes highly similar 1 (f, t)|?, the spectrum of thith microphone.
On the other hand, consider the situation when both spegKexse speaking. The power spectrum of the recorded
signals from microphong j is calculated as:
(£, 0P = (£, + [Fi (£, O (£, D1, (28)
X (F, O = [H;i (f, )PV (F, ) + 1¥5(f, 2. (29)

SincelYi(f, 1) and|Y;(f, t)]? are diferent, the similarity betwed; (f, t)|? and|X;(f, t)]> becomes low.

4.2. Measurement of similarity
4.2.1. Power spectral Pearson’s correlation gément

In the previous method (Xiao et al., 2011), the power spectral Pearson’s correlatiboieng(PPC) is employed
to measure the similarity between the power spectra afthenicrophone and thgth microphone. It is defined as:

(P - Pi) - (P;(1) - P;(®)
IP® - PO [Py - Py
6

PPG;(t) = (30)



whereF; is a set of frequency bands af(t) is the|F3| x (2T + 1) dimensional vector of power spectral components
IXi(f,7)?for f € F3,t—T <7 <t+T, andP;(t) is its mean over all thg¥ 3| bands of all the Z + 1 frames. Since most
speech information is represented in the spectrum under 4 kHz, thg Betludes only the frequency bands under 4
kHz. Since PPC represents the similarity between two signals, it becomes large when only one speaker is speaking
and becomes low when more than one speaker is speaking.

Normalization usingP;(t) in Eq. (30) is expected to bdfective when there exists additional noise which should
be subtracted. However, since speech signals are also normalized even when more than one speaker is speaking, PPC
tends to become higher than without normalization. This may cause false detection of a single speaker when more
than one speaker is speaking.

4.2.2. Amplitude spectral cosine correlation giment
Instead of PPC, we employ an amplitude spectral cosine correlatidficta®t (ACC) to measure similarity be-
tween the amplitude spectra of théh microphone and th¢th microphone. It does not include the normalization
process. Itis defined as:
Ailt) - Aj()
laol Aol

whereA(t) is the|F3| x (2T + 1) dimensional vector of amplitude spectral componéX\(d, )| for f € F3, t - T <
T <t+T. We use amplitude instead of power to keep the dynamic range of tfiecemes small.

While ACC may not be better than PPC under noisy conditions, it is expected to be better in a rather quiet condition
such as that of meeting speech data recorded by lapel microphones in a meeting room.

ACG; () = (31)

5. Experiments

5.1. Experimental conditions

We recorded a sit-down meeting of 19 minutes long, conducted in Japanese language by four speakers, one female
and three male speakers. We divided the meeting data into two in the middle, and the first half is used as a training
set and the latter half is used as a test set. The speakers’ positions are shown in Fig. 4. The participants did not move
from their seats, but they were allowed to change their posture as they desired. A lapel microphone was attached to
the lapel of each speaker. The speech segments were hand-labeled, including laughter and coughing, and the label for
overlapped speec) or that for non-overlapped speedl) is given to each frame (every 25 ms). Their statistics
are given in Table 2.

The recording was done at 16 kHz sampling frequency. STFT was performed using Hamming window with 50 ms
width with 25 ms frame shift. We experimentally set the following factors which achieved the highest performance.

In Eq. (14) and Eqg. (15), the frequency bands are séyte- [60,4000] Hz. For noise estimation in Eq. (18), the
opening 500 ms segments are used as the initial val{i df 0)]2 with € = 0.1 andp,, = 0.98. The transfer functions

in Eqg. (21) were calculated on 10 divided frequency ranges of the overall frequency|bands400 to reduce the
error and were updated wigh, = 0.98, “:'ij(f, 0)]2 = 0.20. In the estimation of separated signals, we performed two
iterations and set the subtraction facton@t = 1.0, '? = 4.0in Eq. (22). In the calculation of the spectral similarity,

we set the window widtir = 10 and used 200 bins in the lower half frequency of the overall frequency bands. The
frequency range i§3; = [20,4000] Hz. Each component in the GMM has a diagonal covariance matrix, and the
number of Gaussian components in each GMM is 8.

The raw power (P) used in the previous method (Xiao et al., 2011), the CCSS power_ @@ 8e proposed
method, the power spectral Pearson’s correlatiorfimient (PPC), and the amplitude spectral cosine correlation
codficient (ACC) are extracted from each frame. The dimensions of P and GO8&ure vectors are both 4, one
from each of the four microphones, and those of PPC and ACC feature vectors are both 6, which is the number of pairs
among the four speakers. The previous method (Xiao et al., 2011) is denote@BE€Pand our proposal method is
denoted as CCSB+ACC.



The log likelihood ratio oM\, to W, is calculated as:

P(3\Wo)

P(sWh) (32)
= In[P(sWo)] — In[P(sWh)],

whereP(s\W,) is the likelihood ofs givenW,, andP(gW,) is the likelihood ofs givenW,,. We decided the overlapped
speech according to:

A(s) =1In

o { Overlapped speech  A(S) > Tporder 33)

| Non-overlapped speechotherwise

with the thresholdporger

We used average precision (AP) (Zhu, 2004) as the measure of detection performance. We ca¢s) affeall
frames in Eqg. (32), and listed them in descending orde¥;és), wherer is the rank in this list. The AP is calculated
as:

M
AP = Z P(r)(R(r) - R(r - 1)) (34)

whereM is the total number of frameB(r) andR(r) are the precision and the recall respectively Wihgfiger= Ar(S)
in Eg. (33), and leR(0) = 0. This AP corresponds to the area size inside the recall-precision curve. The closer the
recall-precision curve is to the upper-right corner, the higher the detection performance is.

5.2. Results

The detection results are shown in Fig. 5. As can be seen, the proposed methodPES3S, achieves the
highest performance. Its AP is 75.7% which is better than the 66.8%BPE by 26.8% relative reduction of error.

We conducted experiments using part of the test dataset in which only two speakers participate to compare the
performance of P and CCSSin Fig. 6. The overlapped region and the non-overlapped region in GC88 more
clearly separated than those in P. These results indicate that E€&ftices the speech power from the other speakers,
and thus, contributes to the high OSD performance of our method.

We also compare the performance of PPC, ACC, an amplitude spectral Pearson’s correldficiermo@PC),
and a power spectral cosine correlationf@ioeent (PCC) in Table 3. The highest AP of ACC is 50.6%. In Fig. 7, it
is shown that the ACC histogram of the overlapped frames and that of the non-overlapped frames are more clearly
separated than those of PPC.

We analyze how CCS8 and ACC complement each other in our proposed OSD. The power histogram of the non-
overlapped frames misdetected as overlapped frames whenze&@lis shown in Fig. 8. CCS® tends to misdetect
the frames whose power is relatively large. In these frames, GE€S8f more than one microphone become large
because the power from the other speaker, who is speaking loudly, cannot be reduced enough by CCSS. For example,
it can be seen in the upper-left region of Fig. 6(b) that CE3®) in framest, where only the 2nd speaker is speaking,
tends to be larger when CC3%(t) is relatively large and that there are some mixtures of the non-overlapped and the
overlapped frames. On the other hand, ACC tends to misdetect the frames whose power is relatively small. In these
frames, ACC between any microphones becomes small because, when only one speaker speaks quietly, the power
from the other speaker is almost silence. In this way, CESd ACC make up for each other.

5.3. Evaluation with ICSI meeting corpus

5.3.1. Evaluation data

We evaluated our method using the first 20 minutes of the ICSI meeting data set (Bro027), which is in English
with four male speakers (Janin et al., 2003). We divided the data into two in the middle, and used the first half as a
training set and the latter half as a test set. The speech segments were hand-labeled, in which labels include laughter
and coughing, and the lab®l, or W, was given to each frame (every 25 ms). Their statistics are given in Table 4.
The other experimental conditions are the same as in Subsection 5.1.



5.3.2. Results
The detection results are shown in Fig. 9. As can be seen, the proposed methodPES3S, achieves the
highest performance. Its AP is 73.3%, which is better than 64.4%-BH. It reduced errors by 25.0%.

6. Conclusion

In this study, we have proposed CC8Snd ACC as the features for OSD in meeting speech. In our evaluation
experiments, we compared our features with the previously proposed features, P and PPC. The AP of the proposed
method is 75.7% which is better than 66.8% of the previous method by 26.8% relative reduction of error.

In spite of these improvements, misdetected frames still exist and more features are required to improve the OSD
performance. One promising applicant would be entropy. In addition, we used hand-labeled speech segments in this
study. An overlapped detection method with unsupervised learning is required to reduce the annotation costs.
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Score Distortion Intelligibility ~ Total quality
5 | Not distorted Excellent Excellent
4 | Slightly distorted Good Good
3 | Somewhat distorted  Fair Fair
2 | Fairly distorted Poor Poor
1 | Verydistorted Bad Bad

Table 1: Mean opinion score (MOS) evaluation criteria.

Length W, Wo
Train | 9.7min  70% 30%
Test | 9.7min  68% 32%

Table 2: Statistics of overlapped speetth) and non-overlapped speedl) in the training and test dataset of the self-recorded meeting.

PPC ACC APC PCC
AP | 445 50.6 49.6 447

Table 3: AP (%) of the overlapped detection results using each spectral similarity features.

Length W, Wo
Train | 10min  75% 25%
Test 10min  69% 31%

Table 4: Statistics of overlapped speeth) and non-overlapped speedN) in the training and test dataset of the ICSI meeting corpus.
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Fig. 2: Waveform of the signals separated by CCSS.
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Distortion Intelligibility ~ Overall quality

Fig. 3: Mean opinion score (MOS) of the raw signal and the signal separated by CCSS. The error bars indicate the 95% confidence intervals.
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Fig. 5: Recall-precision curve of the OSD result in the test dataset of the self-recorded meeting.
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Fig. 6: Scatter diagram of frame labels obtained by OSD. The horizontal axis is the power obtained from the 1st microphone, and the vertical axis

is the power obtained from the 2nd microphone.
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Fig. 7: Correlation coficient histogram of the overlapped and non-overlapped frames. The horizontal axis is the value of PPC and ACC, and the
vertical axis is the normalized count of overlapped and non-overlapped frames in each correldfioiecbealue.
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Fig. 8: Power histogram of the misdetected frames. The horizontal axis is the power of the non-overlapped frame misdetected as overlapped frame,
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Fig. 9: Recall-precision curve of the OSD result in the test dataset of the ICSI meeting corpus.
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