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Abstract—Distributed real-time systems often relies on clock needed, low-resolution clocks can be a viable choice [12],. [
synchronization. However, the achievement of precise syhm-  |n such cases, to reduce the synchronization quality detrim
nization in Wireless Sensor Networks (WSNs) is hampered by 4 tions able to push precision to the limits are needed.

competing design challenges, which finally causes many WSN We h hronizati hani that mini-
hardware platforms to rely on low frequency clock crystal for We here present a synchronization mechanism that mini
local timebase provision. Although this solution is inexpesive Mizes the effect of quantization on the synchronizatioorerr
and with a remarkably low energy consumption, it limits the with a minimal overhead. The work is cast in the framework
resolution at which time can be measured. The FLOPSYNC of multi-hop master-slave clock synchronization, i.e., when the
synchronization scheme was then introduced to compensate\y/gn is composed by a master that holds the reference clock,

for possible quartz crystal imperfections. The main limitation . .
of ELOPSYNC is that it does not account for the effects of and of a number of slaves that must synchronize their clocks

guantization. In this paper we propose a switched control véant 10 the master.

of the base FLOPSYNC scheme to address quantization explibi A preliminary conference version of this paper has been

in the compensator design, providing clock synchronizatio in  presented in [13]. The present manuscript extends [13] in

cost-sensitive WSN node platforms with a minimal additiond g0\ erq) girections. More precisely, a characterizatiorthef

overhead. Experimental evidence is given that the approach . A . .
behavior of the proposed synchronization mechanism inderm

reaches a synchronization error of at most 1 clock tick in a ) g ) _ e _
real WSN. of invariant set is given together with an intuitive explioa

Keywords-Quantized control; Clock synchronization; Switched and some illustrative pI(_)ts. Implemer}tation of the schelrme_o
control; Wireless Sensor Network. typical WSN hardware is detailed. Finally, a more extensive
simulation study is provided.

I. INTRODUCTION

The increasing pace of smart applications and devices to
handle complex issues is nowadays growing alongside within master-slave clock synchronization, timing informatio
the demand for connectivity. Recent studies estimate tledisseminated to the WSN by one master node. In a single-
Internet of Things (10T) to count.8 billion devices (excluding hop WSN this happens by direct communication. In multi-
smartphones, tablets and computers), with a forecast 0b uphbp WSNs, flooding schemes [14], [15] allow for the said
21 billion by 2020 [1]. Communications are crucial in thiglissemination irrespectively of the network topology, and
arena, and in particular, Wireless Sensor Networks (WSNsyithin a very small amount of time. The disseminated packets
proliferate. Tiny, inexpensive, low-power WSN nodes wills may contain a timestamp of the master clock, or timing
become ubiquitous, as an enabling technology for IoT [J], [Sinformation can be implicit if packets are flooded periotlica

For the correct operation of WSNs, a major challenge is agver a contention-delay-free MAC [16].
curate time synchronization [4], [5]. This is required tsere Upon receiving master time information, the slaves can
reliable communication links, but also for location/praiy  correct their local time, and in the WSN literature this awti
estimation [6], energy efficiency [7], [8], mobility [9], &@n is calledclock synchronization. However, the slaves also need
wherever WSN nodes coordination — possibly with reate maintain accordance with the master time in between two
time tasks — is required. Moreover, since most WSN nodegbsequent arrivals of master information; this is catiieaiv
operate on battery and synchronization must be guaranteethpensation [17]-[19], as NTP defines the skew as the
continuously, energy-efficient solutions are in order [10]  derivative of the synchronization error with time. The skew

Requirements are not equally tight in any applicatioman however vary with time as well, for example owing to
however. To reduce costs, when high timing precision is n@mperature variations, and its derivative with time is rdm
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w400 Fee e 2 [16] scheme on the WandStem [23] WSN node platform.

g 200 % This platform has VHT support, which made it possible to
5 0 compare the synchronization quality, in the two cases with a

g —200 without VHT, on the same hardware. The tests were done with

& o40F a 10s synchronization period, and the reported error sample
L U e are taken at the end of each period.

= 5 H1hH The top plot in Figure 1 shows the results with a high-
g 0 ” ' ’ ’ ' ' H frequency timer, while the bottom one shows the low-
Z ‘ ‘ ‘ l l l ‘ H ‘ frequency timer case. The high-frequency timer has a reso-
U% 20| lution of 20.8ns (gray area), but the standard deviation of the
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synchronization error is 164ns (dashed lines), a signifigzan
higher value. The reason is that at high frequencies, thi& osc
lator phase noise jitter and the packet transmission fiteam

Figure 1: Experimental result showing the synchronizatidhe radio transceiver, are greater than the quantizatidoeed
error using the high frequency timer (top graph) and lo&fror [16]. On the contrary, with the low-frequency timéret
frequency timer (bottom graph) on the WandStem node. N@#or standard deviation is Bus (dashed lines), i.e., lower
the different time units on the vertical axis. than the 3(us timer resolution (gray area). Interestingly, the
error shows a regular pattern with only three values — 0 and
+1 timer tick — evidencing that the quantization-induceaerr

generating events. Incoming packet timestamping can thusrbagnitude is greater than the noise sources.
done by reading the hardware counter in the packet receptiomhe clock synchronization algorithm we propose herein,
interrupt handler [14], or by using a hardware input captufgacludes a switching control scheme that minimizes theceffe
module [15], [16] that takes a counter snapshot upon remeptiof quantization on the synchronization error. The proposed
In any cases, the finite frequency of the local hardware @unsolution is therefore applicable and useful in all the cases
inevitably introduces quantization in packet timestargpinwhere quantization is the major source of error.
and the entity of this quantization increases as the counter
frequency is decreased. Ill. THEFLOPSYNCSYNCHRONIZATION SCHEME

To limit energy consumption by the counter, its frequency |n this section we formalize the problem, point out the
has to be limited with respect to typical CPU clocks—considgources of quantization, and review the original FLOPSYNC
that the CPU can be set to “deep sleep” to save power, but $ygchronization scheme as proposed in [18].
timekeeping timer cannot be stopped to not lose the notion of
time. Briefly, in WSN nodes it is_commpn to haye the CPW  problem formalization
clocked at several megahertz, while the timekeeping tinnes r
at just 32768Hz [11], a frequency for which inexpensive a
ultra low-power quartz crystals are available.

To tackle the tradeoff between timing resolution and co
sumption, the Virtual High-resolution Time (VHT) algo-
rithm [7] was introduced. This synchronizes a high-frequen

dTime synchronization in a distributed system is a well
r‘\<nown and studied problem in computer science [25]-[28],
r:f\_nd has recently gained attention in the control community
as well [8], [29]. We here limit the scope to the master-slave
case in which the master floods the WSN with synchronization

timer, turned off in deep sleep, with a low frequency time?agkef atl:] a fixed periofl, contshtant and knO\;vn fnettV\;lork(-j_
always active. This solution has been used to achieve hig €. Furthermore, we assume the presence ot a fast flooding

synchronization precision and ultra-low consumption [1it cheme like Glossy [15], so that medium access contention

requires a hardware support that is not common in WS'IQUOduce.S no ur_10erta|.nty n th? tr_apsm|35|on time. Rjnall
nodes. synchronization is achieved by individual controllers atub

The main requirements for VHT are a high-frequenc?/aCh slave node, that only receive packets from the master.

timer clocked with a stable oscillator, and hardware supp rTTrlleesI%/n;:Shronlzatmn error at thieth synchronization time

for timestamping an edge of the low-frequency clock with "’ '

that high-frequency timer. In [7] this problem is solved in e(k) :=t(k) —f(k),

hardware, and a VHDL realization is also proposed. Recentl

nodes appeared with this support [23], but widely emplo N )

nodes [ZF;F])' such as the Teloglg [11[], aare not VHT)-/capallobIey.t'on’ and t(k) the slave estimate of t_he master cloc_:k. As
ﬁle error accumulates over time, during each time interval

This is far more than a legacy issue. Cost-sensitive Iﬂ A C
applications may not justify the additional cost of VH KT, (k+ 1)T] the synchronization error dynamics is ruled by

support. Thus, obtaining accurate synchronization usimg | e(k+1) = e(k) +d(k), 1)

frequency clock timers is a relevant research topic, with th . . .
potential to enable low-cost, real-time capable WSN praté whered(k) is a disturbance that accounts for different phe-

To evidence that synchronization with a high- and a low°Mena, briefly discussed later on, and characterized as
frequency clock are two differerscenarii, we present a test 4K — (k)T &¢ (1) 5
in which two nodes are synchronized with the FLOPSYNC- (k) = _/kT fo 2)

eret(k) denotes the master clock at theh synchroniza-




where f, is the nominal frequency of the slave clock, and Jd
O (t) the (continuous-time) variation of that frequency caused u [P+ + e
ol
le

by manufacturing tolerances, aging, thermal stress, aad-sh P

term jitter. The minus sign in (2) is becaude> 0 makes the

local clock advance, while (1) contaidg¢k) with the plus sign

for convenience. N ' _ Figure 2: The FLOPSYNC synchronization scheme with quan-
Notice that all the uncertainty is confined in the way th Sers.

disturbanced(k) is generated. Based on (1), a controller can

be designed to rejead(k) with a very little computational

overhead, see e.g., [18]. . .
The phenomer?a iEui ;re briefly listed below, and can bevalue of the counter as last incremented by the edge pragedin

counteracted by considering their different time scales. the event. Thus, hardware timestamping works like ithor

| d . fecti in th aﬁ(’;{erator on the synchronization errar
» Tolerances due to imperfections in the quartz Crystajy fo; the |atter quantization, it occurs when the outpudf
manufacturing result in aonstant frequency error Js.

- h h ; e of d the clock correction algorithm, computed using floatingnpoi
« Aging is a phenomenon that acts on a time scale o 5prfixed point numbers, is converted back to the tick resofuti

while reasonable yalues for the synchronization pefiod This is done in software, however, hence one can choose the
are seconds or minutes, hence this can be safely thoug(g]éntization function—for example, tireund operator.

Of. as a constant d|sturban<_:e contrlbutlon_as well, an Summarizing, we have two sources of quantization. One
eliminated at steady state — like the effect of imperfection

by int I irol is physically constrained to act as tHéoor operator, acts
;h ytln egra tcon(;o. d f tals i . on the synchronization errog, and depends on the clock
+ 'helemperalure dependence ot crystals 1S a major SOUEkk, ytion. The other is software-configurable, acts on the

of varl_able d|st_u_rbance [7]. However, n virtually aNYeorrective actionu, and depends on the arithmetic precision
operating condition, a WSN undergoes either abrupt bgf the used architecture

s!o_oradlc thermal stress ep|so_de_s like shade-sunlight tranWithout loss of generality, we conduct the following treati
sitions, or environmental variations that are slow when

compared to the thermal dynamics of typical nodei‘f if the resolution of the clock were the unity. Re-scalioigd

]

ifferent quantum is just the same as changing the time unit.
The controller of [18] can be extended to compensa d J . o nanging .
o . s for the control resolution, it is configurable and here is
for abrupt thermal variations [16], but in between suc . . . . .
o o set equal to the clock resolution. This design choice will be
events, this disturbance contribution can be assumed .. ) .
motivated in Section IV (see Remark 1).
constant as well.

« Short-term jitter acts on the time scale of electronic nois .At this point, we need to define the required operators.

hence it is too fast to compensate, and provides tl elvenareal numbez, we denote by sig(E) the sign function,

ultimate bound for the achievable synchronization qualitby [2] the floor operator, and bp (2) theround operator, with

y a B - : .
However, as anticipated, in this work we are addressifi 0.5 =1, andp(-0.5) = —1. We also define _theoundlng

T ror for the real number asA; :=z— p(z). Notice that the
the case where quantization is a greater source of errg

than jitter. ro[mding error is always bounded g%| < %
. o Coming back to FLOPSYNC, since the control action is
The above disturbance characterization allows to focus 8[]antized (3) becomes
optimizing the controller for the constadtcase, although the '
proposed controller will obviously still be able to cope fwit e(k+1) = e(k) + p (u(k)) +d(k), (4)
(reasonably) variable disturbances.
whereu is determined from the quantized measurements of the

B. The FLOPSYNC synchronization scheme with quantizers ~ Synchronization errote], by the discrete-time Pl controller

In [18], the FLOPSYNC scheme was proposed. FLOP- u(k+1) = u(k) + |e(k) | — o [e(k+1)] (5)
SYNC introduces a corrective actianto compensate for the
sources of the synchronization errar wherea is the only design parameter.
e(k+1) = e(k) + u(k) +d(k), 3) Figure 2 shows the FLOPSYNC control scheme, where

is the process (4), an the controller (5). Substituting (5)
with uis computed with a Proportional Integral (PI) controlletinto (4) we get
The control scheme performance is limited by the presence

of a quantization on both the synchronization ereofcon- e(k+1) =e(k) +d(k)

trolled variable that should be driven to zero) and the oudu +puk—-1)+lek—1)| —alek)])

the clock correction algorithra (corrective action that should

drive the synchronization error to zero). In the original formulation of FLOPSYNC in [18] both

As for the former quantization, the hardware counter iséncrquantizers were just neglected in the controller desigul, an
mented on the active edge of its clock, while asynchronoteegated to implementation-related accidents. With nangqu
events — such as packet arrivals — can occur at any titiation in place, by replacing the expression fgk) in (4)
between two edges. The reported timestamp will thus be twith that given by (5) withk in place ofk+ 1 and then using



e(k—1)+u(k—1) = —e(k) —d(k— 1) (derived from (4)), we in Figure 4, whereR is the linear component (6)P the
get: synchronization error dynamics (4), aad' the unitary delay

ek+1) =(1-a)ek) +ek—1)+uk—1)+d(K) operator.
=(2-a)ek) +d(k)—d(k—1)

which corresponds to an asymptotically stable system«if 1 _
a < 3. For a constant disturbancék) = d(k—1) = d, the R
scheme makes the synchronization error converge to zetto, wi
a rate that depends an.

When quantizers come into play, the synchronization error
still (ideally) converges to zero, but quite intuitively,is not
possible to discriminate from zero errors that are below thgigure 4: The FLOPSYNC-QACS synchronization scheme.
clock resolution. Moreoved is integrated over time according
to (4). The integrated residual disturbance is not deté®@b  The switched control system dynamics is characterized in

the quantized outpute| until it exceeds the clock resolution.iarms of the evolution in time of the variablesand u as
This makes the controller react whenever the quantizatfon o

the integrated residual disturbance switches to +-or As a if [e(k+1)] = [e(k)+p(u(k)) +d(k)] =0
result, the controlled system enters a limit cycle of anpli e(k+1) = e(k) + p (u(k)) + d(K)

2. An example of this effect is illustrated in Figure 3, with u(k+1) = p (u(k)) + [e(K)|

a =14, dKk) =d=+/3, and the control system initialized

with e(0) = 2, u(0) =0. else (8)

e(k+1) =e(k) + p (u(k)) +d(k)
u(k+1) = u(k) + [e(k)| — a e(k) +p (u(k)) +d(K) |,

which are obtained from (4) and (7) with réplaced by
its expression in (6). Apparently, the computational com-
plexity of the proposed solution is limited to measuring
le(k)+p(u(k))+d(k)] = |e(k+1)] and to computing the
control actionu as per the applicable alternative in (8), based
Figure 3: The impact of quantization on the synchronizatioh the measured quantized value|etk+1)].

error in the FLOPSYNC scheme. Let the disturbance be constant and equal(fg =d, k> 0.
We define the disturbance rounding error
This paper proposes a switched control scheme that reduces Ag=d—p (a) 7 9)

the just evidenced effect of quantization, steering theesys _ _ _

to a limit cycle of an amplitude that is half of that obtaine@nd the residual control input signal

with the bare FLOPSYNC control scheme as proposed in [18]. k) = u(k d 10
The solution presented herein has the additional advantage (k) =u(+p (), (10)
of sticking to simple controllers, easy to implement in awhich is zero when the control input perfectly counterals t
embedded device, with very low computational and memoguantized value of the disturbance.

overhead. The proposed FLOPSYNC-QACS control scheme is able to
reduce the amplitude of the limit cycle for the quantizecooitit
IV. THE PROPOSEDFLOPSYNC-QACS le] from 2 to 1. This is actually evident in Figure 5, where
SYNCHRONIZATION SCHEME an example of possible evolution of the system is shown, for

. . . i ._a=11/8, whenAy = —0.2 and the switched control system is
In this section we describe FLOPSYNC-QACS, the Var'ari?rgitialized ate(0) = 0, andu(0) = 2. The left column present

to FLOPSYNC that we propose to improve its performance fhe results obtained with FLOPSYNC, while the right column

the presence of quantization. . .
Tr?e FLOPSYI\?C-QACS controller is composed of a IineaPrresents the results obtained with FLOPSYNC-QACS. The top
raphs in Figure 5 show the phase plot of the system, with

and a switched component. The linear part is described bytghe green square indicating the initial condition. The cant

Gk+1) = |lek)| —alek+1)] (6) and bottom graphs represent the time evolution of the state
, L , ! variablese andt and their quantized version.
and generates signa) Which is fed into the switched part that In the case of FLOPSYNC-QACS, after the state enters
computes the control input as the red area in the top plot, it ends up in one time step (and
u(k) + Gk + 1), if |e(k+1)] #0 kee_ps evolving forever) in an invariant set w_here the qu_adti
u(k+1) (k) +d(k+1), if |e(k+1)] =0 (7) variables|e(k)| andp (U(k)) have an excursion of amplitude
P ’ 7 equal to 1. This same behavior can be observed for other
depending on the quantized synchronization error measuvalues ofa, which are given in Theorem 4.1 together with
ment|e|. The resulting switched control scheme is representtite characterization of the red area (equation (11)).
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but this is hampered by the presence of the round quantizer.
The process then integrates the residual disturbarjog+d

and the controller realizes that the disturbance is not com-
pensated exactly only when the process outptgaches the
guantization threshold, since only at that point the mesbur

synchronization errote| will jump to either 1 or -1.|e| is

then brought back to zero, and the same kind of behavior is
observed over and over, thus resulting in a cycle|&rwith a
unitary amplitude. Improving the control resolution woulat
have any impact on the control scheme performance in terms
of amplitude of this cycle: The time needed for the process
outpute to reach the quantization threshold will be larger, but
still a cycle of amplitude 1 fote| will be observed.

V. IMPLEMENTATION OF FLOPSYNC-QACS

In this section we describe how FLOPSYNC-QACS can be
) _ efficiently implemented on typical WSN hardware. To do so,
Figure 5: Comparison between FLOPSYNC (left column) angle first have to briefly review the FLOPSYNC synchronization
FLOPSYN(;-QACS (right _column). The top graph shows th§cheme, which is composed of two main parts.
phase plot in the state variableandu. The lower plots SNOW g first part is implemented at the MAC (Medium Access
the 'qme evolution of the state variables and their quadt'z%ontrol) level. Its task is to periodically take over the ity
Versions. MAC used for the applications, and switch the radio control
to the flooding scheme used to receive and rebroadcast the
synchronization packet. The flooding scheme we adopt is
Glossy [15], which was extensively proven capable of making
synchronization packets reach all the nodes of a realilstica
sized, multi-hop WSN in a practically negligible time. From
the timestamped arrival time of the synchronization padket
clock synchronization error is measured, and the contridle
run to compute the correctian This quantity is used both to
decide the expected arrival time for the next synchroronati
packet, and as the input to the second part of FLOPSYNC.

N — This second part is implemented at the operating system
whereu(h)_u(h)+p(d). Then, level. Its role is to employ the correction provided by the

(le(k)|,p (k) € .# = {(0,0), (sign(Aq) ,—sign(Aq))},  controller to offer timestamping and clock services to the

running applications. FLOPSYNC-QACS does not introduce
for all k > h. Moreover,.# is the smallest invariant set forchanges to this part compared to FLOPSYNC, hence the
(lel,p(T)), when system (8) evolves starting from (11).  mpatter will not be explained further.

The proof of Theorem 4.1 (here omitted) can be obtained byA simplified version of the aforementioned first part is
adapting the proof in [30] to the case whprie) is replaced shown in Listing 1. The code paths to handle packet losses
with |e]. have been omitted, to better focus on the control law. The

In [30], we performed a numerical reachability analysisnplementation of the said law is a task that a short time
study and showed that if/8 < o < 3/2 and|Aq| < 0.5, then, (called thereceiver window) before the expected arrival time
the invariant set in Theorem 4.1 is globally attractive,,i.efor a synchronization packet, disables the ordinary MAGs se
it will be eventually reached from any initial condition. iFo the radio to receive mode, and timestamps the packet et its
|Aq] = 0.5, global attractiveness does not hold true and tteerival. The packet is then rebroadcast, as required bysglos
system may end up in an invariant set where the amplitudearfd after that the synchronization error is computed as the
the excursion for the quantized state is 2, while|fy| # 0.5 difference between the expected and the actual arrival. time
and 1< a <5/4 only invariant sets where the excursioDue to the limited hardware timer resolution the actualatri
amplitude is 1 appear. time has a finite resolution as well, hence computing thererro

We can then conclude that the proposed switched scheimtoduces the first quantization in the control loop.
performs better than the bare FLOPSYNC control schemeThe control law is easy to implement using fixed point arith-
proposed in [18] for almost alhy values. metic, which is a notable advantage, as most WSN nodes lack

Remark 1 (control resolution): Note that in both modes of hardware floating point support. The computed correctipn
operation in (8), the synchronization erreris obtained by still in fixed point form, is then converted to an integer n.enb
integrating the signap (u) 4 d. Ideally, the control actionu using therounded_division function, which is necessary as the
should be set so as to compensate exactly for the disturba@¢€++ division operator does not perform arithmetic roungdi

Theorem 4.1: Let the design parameter be chosen within
(1, %’). Suppose that at some tintethe state variables and
u of system (8) satisfy:

O<eh) <1
1 < a—1u(h)sign(Aq) < %
~1<ah) <,

(11)



int uo 0; /| past control val ue

int eo 0; /'l past error

int w= wwax; /] receiver w ndow

long long eat = period; // expected arrival tine
while (1) { /1 each synchronisation k

di sabl eMacLayer ();
int timeout = (2xw) + packetTine;
wai t For SyncPacket (ti neout);

/'l get actual arrival time, first quantization (floor)
long long at = rtc. getVal ue();

rebroadcast Wt h@ ossy();

/1 conpute error

int e = eat - at;

/1 u(k)=u(k-1)+11/8*e(k)-e(k-1)

/1 fixed point inplementation with 3 bit fractional part

int u=uo + 11*e - 8+eo;

/1 fromfixed point to int, second quantization (round)
int uguant = rounded_division(u,8);

/'l switched part, the core of FLOPSYNC QACS

if(e==0) {
uo = 8 * uquant;
} else {
uo = u;
}
eo = e;
w = updat e_recei ver _wi ndow(e) ;
/1 updating expected arrival tine

eat += period + uquant;
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Figure 6: One of the WandStem WSN nodes used for testing.

control sampling time, then, results of our analysis shatiltl
be valid. The test presented in this section shows that $his i
indeed the case.

We implemented the base FLOPSYNC and FLOPSYNC-
QACS schemes on a WSN composed of WandStem [23]
nodes, that employ ARM Cortex-M3 microcontrollers running
at 48MHz, and CC2520 radio transceivers operating in the
2.4GHz band. One of these nodes is shown in Figure 6. The

bl eMacL ; X : . . o
f?i sfee;uﬁtyﬂ&at Y control algorithms are implemented in C++ in the Miosix [31]

} microcontroller operating system. The synchronizationqgae
Listing 1: FLOPSYNC-QACS controller. T is 60 seconds. The hardware timers of the nodes have

a measurement and actuation resolution (also catiek)

of 30.5us, which is the source of quantization, and it is

) ) ) normalized to 1. For our implementation, we set11/8 as

Computing the actually applied control therefore introeRiC i, | isting 1, since this value preserves stability of theseio-

the second quantization. o loop linear dynamics and satisfies the conditionoorequired
The switched part of the controller is implemented as @&, Theorem 4.1 to hold.

singleif statement, selecting either the quantized or fixed pointIn the test, three nodes are used. One plays the role of the

co_rrrﬁctllon:[deptent?ntﬁ OT thke error V?Iuet.h . ind master, broadcasting synchronization packets. Out ofttier o
€ 1ast part of the fask computes the recever Windoyy,, - ,ne runs the bare FLOPSYNC scheme, and the other

. tW )
pased on the error.value N the mtere_sted reader can flﬂé) FLOPSYNC-QACS switched variant of the scheme. The
information about this step in [16], suffice here to say th%todes are placed in an office environment, and, hence, teey ar
this is motivated by minimizing the radio ON-time for energ : X '

- . )éxposed to radio interference from local wireless netwarks
efficiency — and then re-enables the ordinary MAC layer. Thf temperature variations like those encountered in a &pic

done, the FLOPSYNC-QACS task is suspended till the neﬁ%tdoor setting with standard climatization. In order to who

synchronization. the long-term behavior of the system in the face of slowly
varying disturbances, the experiment was set to last 20shour

VI ] ) Results are not specific to the experiment duration. We chose
The performance gains provided by FLOPSYNC-QACg 54 as to cover a time window large enough for the WSN
have been tested both in a real WSN node and in simulatigg.experience a (slow) variation in the disturbance thatesak
In Section VI-A we show a representative example of theswitch between the two invariance sets in Theorem 4.1 that
performed experimental tests, to testify the correct dm1@f e associated to the two signs of the disturbance rounding
the technique in practice. In Section VI-B we then summarizgor.

the results of a simulation campaign, in which the operation Figure 7 shows both the quantized synchronization error in

FLOPSYNC with and without the proppsed §W|tc_hed contrcﬁlcks (top plots), and the quantized control variable (@it
scheme is compared. The use of simulation is necessayis) for FLOPSYNC (left column) and its switched version
for this purpose, as it is the only way to compare the tWjght column). The horizontal axes report the experiminét
algorithms in the exact same conditions. in hours. Thg—1, 1] synchronization error range is highlighted
] in both top plots with a gray area. The transient leading the

A. An experimental test error to approach the gray area can be estimated from the

Experimental testing aims at assessing the performardaa to last approximately 6 periods (i.e., minutes) in both
improvement yielded by the proposed FLOPSYNC extensidine bare and the FLOPSYNC-QACS case. Notice that in the
in a real-world setting. The main point is that in the theicadt case of FLOPSYNC, the gray area is practically covered by
analysis the disturbance has been considered constamgaghethe quantized synchronization error trajectory. This isause
real disturbances are actually varying. However, if thiemet  the quantized synchronization error oscillates within et
variability occurs at a timescale that is much longer than tH{—1,0,1} with an excursion of amplitude 2.

EXPERIMENTAL AND SIMULATION RESULTS
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Figure 7: Experimental results comparing bare FLOPSYNC L \ \ 1 | | !
with FLOPSYNC-QACS. Quantized synchronization erfey o s 10150 0 5 101520
(top plots), and quantized control actigr{u) (bottom plots).

Figure 8: Replication of the experimental results with simu
lated dynamics.
In the case of FLOPSYNC-QACS, the quantized synchro-
nization error first switches within the sét1 0}, then, after
a brief transient, it switches withif0,1}. For practically the p(u) = —p(d)+p(T) by equation (10), we can conclude that
whole experiment, the quantized synchronization erroraras ¢ quantized value of the disturbancepi&d) = 12.
e?«:ursion of amplitude 1. More in de_tails, the error lies in After about 17 hours from the beginning of the experiment,
either{—1,0} or {0,1} for 97% of the tlme._ the evolution of the quantized synchronization error clesng
We compare the two results by computing the Root Meap, it settles to the invariant set of Theorem 4.1 associated
Square (RMS) performance index of the quantized synchigsp, Ag > 0, yielding p(u) € {~1,0}. We can therefore

hization error, that is defined as: conclude thatAy changed its sign. Since the value pfu)

pHL still switches in the sef—12,—11}, but nowp (T) € {—1,0},
RMS(|e]) =4/ a zo le(i)]? we can conclude that the quantized value of the disturbance
i= is now p (d) = 11. This entails that the disturbance decreased

whereH is the number of samples collected in the experimer@ossing 115.
The RMS computed in the case of bare FLOPSYNC.g16, In order to better investigate what caused the transition
while the RMS computed for FLOPSYNC-QACS is7@0, between the two invariant sets in the experimental results,
i.e., about 22% less than with bare FLOPSYNC. This meawsg performed a simulation study trying to replicate the same
that in FLOPSYNC-QACS the quantized synchronization erréehavior with a slowly changing disturbance. The results of
le] is equal to zero more times than in FLOPSYNC. the simulation are shown in Figure 8, where on the left column
Note that the values taken hy(u) in the two nodes are we reported the synchronization ermgrthe control signal
different, possibly owing to the manufacturing tolerande @nd the disturbance, while on the right column we reported
each clock crystal that results each in an unique offset @.e their quantized versions. We initialized the systene(@) = 0,
different disturbance value) to compensate. This is, hewevu(0) =0, and we setr = 11/8, as in the experimental setting.
not relevant for the purpose of the test. We selected a disturbance that starts as a constant
In summary, we can conclude that the proposed contdi = 11.6, i.e.,Aq = —0.4 < 0. Then from timek = 960 (16
scheme results in a lower RMS error magnitude in a practidaburs) the disturbance slowly decreases linearly up toaheev
setting, where the disturbance is not rigorously constant. d = d, =114, i.e., Ag = 0.4 > 0. Finally, the disturbance
Relying on the theoretical analysis presented in this papkeeps constant and equal th, from time k = 1080 (18
it is possible to analyze a bit more in detail the experimientaours). Apparently, the abrupt change of signrdgfwhen the
results. In particular, focusing on the FLOPSYNC-QACS casdisturbance crosses the threshold of5lat time k = 1020
we see that, after the initial settling, the quantized syoch (17 hours) causes a transient, that is reflected in the queahti
nization error enters the invariant set of Theorem 4.1 andJersion only at timek = 1038, where the quantized synchro-
kept in the set{—1,0} for about 17 hours. During this time nization error oscillates betwedn-1,1] and correspondingly
span, we can guess that the rounding error of the disturbatice quantized control input oscillates betweged3, —10]. This
A4 is negative and that it does not change sign—even thouighexactly the same behavior that can be observed in the
it might have varied. In fact, the evolution @f(e) is com- experimental data of Figure 7.
patible with the invariant set associated with < 0, yielding We can thus conclude that the behavior that appeared in the
p (0O) € {0,1}. Within the same time span, it is possible t@xperimental results may have been caused by a disturbance
observe thap (u) switches in the sef—12 —11}, and since similar to the one presented in the left bottom graph of



While in the absence of quantization the synchronization
error converges to 0 with the designed controller, when guan
tization is in place it is not possible anymore to guaramigei
convergence to zero. In the case of bare FLOPSYNC, the
synchronization error oscillates in the argal, 1], while in
the case of its switched extension, it ends up oscillating in
the region|0, 1] according to Theorem 4.1. As pointed out in
Remark 1, the oscillation extent does not improve if a higher
control resolution is adopted and only the frequency of the
oscillations is affected.

The results presented next refer to a simulation campaign
aimed at investigating the effect of the disturbance magleit
on the synchronization quality, with and without the progbs
FLOPSYNC extension.

The campaign was carried out by choosing the values
of d reported in Table I. For each value af the two
synchronization schemes, one with FLOPSYNC and the other
with FLOPSYNC-QACS, were initialized t@(0) = 0 and
u(0) =0, and then subjected to a constant disturbance of the
selected amplitude. Data were collected over a time horizon
of H = 1000 synchronization periods. Table | summarizes the
| | | | results: the proposed extension decreases the RMS by about

30%.

Synchronization error RMS

d FLOPSYNC FLOPSYNC-QACS

+0.01 0134 Q100

+0.02 0195 Q141

+0.04 0279 Q200

+0.05 0313 Q223

+0.1 0.444 0314

-1 | \ \ | | ] +0.2 0631 0447
+0.4 0.893 Q632

0 5 10 15 20 25 30 :i:(ﬁ— ) 0,908 0643

k

Table I: RMS values of the simulation campaign.

Figure 9: Quantized (red line with squares) and non quashtize
(blue line with circles) synchronization error in a simeiet
experiment obtained by adopting (a) FLOPSYNC without
guantizers, (b) bare FLOPSYNC, (c) FLOPSYNC-QACS, and
(d) FLOPSYNC-QACS with a higher control resolution. A control-based time synchronization mechanism for

WSNSs, called FLOPSYNC-QACS, was proposed for reducing

the degradation effect due to quantization of both cowecti
Figure 8. actions and synchronization error. FLOPSYNC-QACS was
implemented in a real WSN, and experimental results back
up the proposed solution.

As a future work, we plan to perform some study and
We first present some simulation results comparing the cagaperimental analysis so as to evaluate the power consompti
when no quantization is present in the control scheme, whesguested by the proposed methodology compared to alterna-

guantization is present and either FLOPSYNC or its switcheigte state-of-the-art approaches.

extension FLOPSYNC-QACS is implemented. Notice that in

the absence of quantization FLOPSYNC and FLOPSYNC- REFERENCES

QACS COI.nCIde'.The three plots on the top of Flgl.”.e 9 rel?re[-l] Gartner, 2015, http://www.gartner.com/newsroon®k65317.

sent the simulation runs for the three cases for a finite boriz (5] | “mainetti, L. Patrono, and A. Vilei, “Evolution of witess sensor
of 30 synchronization periods. The bottom plot shows the networks towards the internet of things: A survey,” $oftCOM, Sept

performance of FLOPSYNC-QACS when a control resolution_ 2011, pp. 1-6. .
f05 i d di d of K i0 3] N. Khalil, M. R. Abid, D. Benhaddou, and M. Gerndt, “Wieds sensors
of 0.5 is adopted instead of 1 (See Remar 1)' e, i networks for internet of things,” inSSNIP, April 2014, pp. 1-6.

approximated as .8 instead of 1. In all plots the error is [4] Y. C. Wu, Q. Chaudhari, and E. Serpedin, “Clock synchzatibn of

normalized, i.e., a unit clock resolution is assumed. THaeva  Wireless sensor networks|EEE Sign. Proc. Mag., vol. 28, no. 1, pp.
d fora is 12, andAg = 1.6, while the system state is g = apmaooin 2001

use ) ora is Lz, andfq = 1.6, while the sysiem state IS [5] F. Sivrikaya and B. Yener, “Time synchronization in sensetworks: a

initialized ate(0) =0, andu(0) = 0. survey,” |EEE Network, vol. 18, no. 4, pp. 45-50, July 2004.

VII. CONCLUSIONS AND FUTURE WORK

B. A comparative simulation campaign



(6]

(7]

(8]

El

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

[23]

[24]

[25]
[26]
[27]

(28]

[29]

[30]

G. Mao, B. Fidan, and B. D. Anderson, “Wireless sensonwoek
localization techniques,Comp. Netw., vol. 51, no. 10, pp. 2529-2553,
2007.

T. Schmid, P. Dutta, and M. B. Srivastava, “High-resmof low-power
time synchronization an oxymoron no more,” liRSN, 2010, pp. 151—
161. [Online]. Available: http://doi.acm.org/10.114381212.1791231
A. Leva, F. Terraneo, L. Rinaldi, A. V. Papadopoulos, aidMaggio,
“High-precision low-power wireless nodes’ synchroniaativia decen-
tralized control,”|EEE Trans. Cont. Syst. Tech., vol. 24, no. 4, pp. 1279—
1293, July 2016.

R. Silva, J. S. Silva, and F. Boavida, “Mobility in wiras sensor
networks — survey and proposalComp. Comm., vol. 52, pp. 1-20,
2014.

N. Aakvaag, M. Mathiesen, and G. Thonet, “Timing and powssues
in wireless sensor networks: An industrial test casefURP, 2005, pp.
419-426.

J. Polastre, R. Szewczyk, and D. Culler, “Telos: emapliltra-low power
wireless research,” ilPSN, 2005, pp. 364—-369.

S. Ping, “Delay measurement time synchronization fineless sensor
networks,” Intel Research Berkeley Lab, Tech. Rep. IRBO&RO13,
2003.

F. Terraneo, A. Papadopoulos, A. Leva, and M. Prandirippsync-
gacs: Quantization- aware clock synchronization for wesel sensor
networks,” inl EEE 4th International Workshop on Real-Time Computing
and Distributed systems in Emerging Applications, November 2016.
[Online]. Available: http://www.es.mdh.se/publicatgid559-

M. Mar6ti, B. Kusy, G. Simon, and A. Lédeczi, “The flood time
synchronization protocol,” irsenSys, 2004, pp. 39-49.

F. Ferrari, M. Zimmerling, L. Thiele, and O. Saukh, “Efint network
flooding and time synchronization with Glossy,” iIRSN, 2011, pp. 73—
84.

F. Terraneo, L. Rinaldi, M. Maggio, A. V. Papadopoulaesid A. Leva,
“FLOPSYNC-2: Efficient monotonic clock synchronisationrf RTSS
2014, pp. 11-20.

S. Yoon, C. Veerarittiphan, and M. Sichitiu, “Tiny-synTight time
synchronization for wireless sensor network&CM Trans. Sens. Netw.,
2007.

A. Leva and F. Terraneo, “Low power synchronisation ineless sensor
networks via simple feedback controllers: the FLOPSYNGCesuod,” in
ACC, 2013, pp. 5017-5022.

F. Ren, C. Lin, and F. Liu, “Self-correcting time synohization using
reference broadcast in wireless sensor netwde&EE Wreless Comm.,,
2008.

T. Schmid, Z. Charbiwala, R. Shea, and M. Srivastavaniperature
compensated time synchronizationEEE Embedded Systems Letters,
vol. 1, no. 2, pp. 37-41, 2009.

F. Terraneo, A. Leva, S. Seva, M. Maggio, and A. V. Papaddtos,
“Reverse flooding: Exploiting radio interference for effiet propagation
delay compensation in wsn clock synchronization,”RRSS, 2015, pp.
175-184.

R. Lim, B. Maag, and L. Thiele, “Time-of-flight aware tam
synchronization for wireless embedded systems,”EBWSN, 2016,
pp. 149-158. [Online]. Available: http://dl.acm.orgatibn.cfm?id=
2893711.2893732

F. Terraneo, A. Leva, and W. Fornaciari, “Demo: A higbdprmance,
energy-efficient node for a wide range of wsn applications,EWSN,
2016, pp. 241-242. [Online]. Available: http://dl.acngitation.cfm?
id=2893711.2893753

V. Handziski, A. Kopke, A. Willig, and A. Wolisz, “TWIS: A
scalable and reconfigurable testbed for wireless indoorraxents
with sensor networks,” INREALMAN, 2006, pp. 63-70. [Online].
Available: http://doi.acm.org/10.1145/1132983.113&99

L. Lamport, “Time, clocks, and the ordering of eventsairdistributed
system,”Commun. ACM, vol. 21, no. 7, pp. 558-565, Jul. 1978.

D. L. Mills, “Network time protocol (NTP),” Network Wdding Group
Report, Tech. Rep. RFC-958, 1985.

F. Cristian, “Probabilistic clock synchronizatiomDistributed Comput-
ing, vol. 3, no. 3, pp. 146-158, 1989.

R. Gusella and S. Zatti, “The accuracy of the clock synofzation
achieved by TEMPO in berkeley UNIX 4.3BSDIEEE Trans. Soft.
Eng., vol. 15, no. 7, pp. 847-853, Jul 1989.

J. He, P. Cheng, L. Shi, J. Chen, and Y. Sun, “Time synulzation
in WSNs: A maximum-value-based consensus approd&tE Trans.
Aut. Cont., vol. 59, no. 3, pp. 660-675, March 2014.

A. V. Papadopoulos, F. Terraneo, A. Leva, and M. PrandBwitched
control for quantized feedback systems: invariance andt laycles
analysis,” 2017, submitted. Available as arXiv:1701.(Z48

[31] F. Terraneo, Miosix embedded OS
http:// m osix.org.

sources

available

at



