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#### Abstract

We propose two policy gradient algorithms for solving the problem of control in an off-policy reinforcement learning (RL) context. Both algorithms incorporate a smoothed functional (SF) based gradient estimation scheme. The first algorithm is a straightforward combination of importance sampling-based off-policy evaluation with SF-based gradient estimation. The second algorithm, inspired by the stochastic variancereduced gradient (SVRG) algorithm, incorporates variance reduction in the update iteration. For both algorithms, we derive non-asymptotic bounds that establish convergence to an approximate stationary point. From these results, we infer that the first algorithm converges at a rate that is comparable to the well-known REINFORCE algorithm in an off-policy RL context, while the second algorithm exhibits an improved rate of convergence.


## 1 Introduction

In a reinforcement learning (RL) problem, an agent learns to achieve a goal through interactions with an environment. The interactions between the agent and the environment are represented as a Markov decision process (MDP). The agent interacts with the environment through actions, and as a response the environment changes its state and provides a reward. The goal of the agent is to maximize the cumulative reward over time by learning an optimal policy to choose actions.

We consider the problem of control in an off-policy RL setting, where the agent aims to learn an optimal

[^0]policy using the data collected by executing an exploratory policy called behavior policy. Off-policy RL is useful in practical scenarios where the system may not allow execution of any policy other than a fixed behavior policy. While the behavior policy may not be optimal, it can be exploratory, and aids in the search for the optimal policy.

Policy gradient algorithms [39, 38, 25, 20, 7, 31, 40, 42, 1] are a popular approach for solving MDPs. In a few special cases such as linear systems with quadratic cost, policy gradient algorithms can be shown to be globally convergent [4, 13, 28]. In the general case, the usual convergence guarantees for a policy gradient algorithm are to a stationary point of the underlying value function (cf. [31, 42]). In [26, 1, 5], the authors analyze policy gradient methods in the idealized setting where the gradient information is made directly available, while we consider a typical off-policy RL setting where the gradient of the objective has to estimated from a sample path of the behavior policy. Most of the previous works use the likelihood ratio method, proposed in [33], see [15, 16] for an introduction. This approach for estimating the policy gradient was first used in a policy optimization context in the REINFORCE algorithm [39]. REINFORCE style gradient estimate methods are analyzed in [41, 23]. While [41] uses $\log$ barrier regularization, [23] analyzes a natural and variance-reduced counterparts of the policy gradient algorithm. The likelihood ratio method leads to unbiased estimates of the policy gradient.

An alternative approach for gradient estimation is the simultaneous perturbation method, see [8] for a textbook introduction. This method is based on finite differences, and results in a biased estimate of the policy gradient. A popular algorithm in this class is simultaneous perturbation stochastic approximation (SPSA), proposed in [36]. Using the classic finite difference
type estimate of the policy gradient, i.e., a scheme that perturbs each co-ordinate separately, would require $2 d$ function measurements, where $d$ is the dimension of the policy parameter. On the other hand, the SPSA scheme used random perturbations, e.g., a vector of independent Rademacher random variables (r.v.s), to simultaneously perturb all co-ordinates, and this scheme would work with two function measurements, irrespective of the dimension. SPSA has been used in a policy gradient algorithm in [7, 6]. Smoothed functional (SF) [21, 29] is another simultaneous perturbation method, where one could employ a vector of independent standard Gaussian r.v.s as random perturbations.

In this paper, we propose two policy gradient algorithms for off-policy control. For the purpose of policy evaluation, both algorithms use the importance sampling ratios - a standard scheme for unbiased offpolicy evaluation. Unlike previous works on off-policy RL, our algorithms incorporate a SF-based gradient estimate scheme. We use the two function measurements variant of SF , which is equivalent to evaluating two perturbed policies. In an on-policy RL setting, SF-based approach may be restrictive owing to the fact that running two system trajectories corresponding to two perturbed policies may not feasible in some practical applications. On the other hand, using a SF-based policy gradient scheme does not run into practical difficulties in an off-policy RL context, since the system is simulated using a single behavior policy.

The first algorithm, henceforth referred to as OffPSF, is a straightforward combination of importance sampling-based off-policy evaluation with SF-based gradient estimation. The second algorithm is inspired by the SVRG algorithm, which was proposed in [19] for optimizing finite 'strongly convex' sum of smooth functions, and later adapted to a non-convex optimization setting (cf. [32, 2]). This algorithm, referred to as OffP-SF-SVRG, is the variance-reduced variant of the OffP-SF algorithm. To the best of our knowledge, a variance-reduced policy gradient algorithm inspired by SVRG has not been proposed/analyzed in an off-policy RL context in the literature, while SVRG has been explored in the context of on-policy RL in [31, 40]. Recent work in [24] explores variance reduction in an offpolicy context inspired by a momentum-based method [10].

In this paper, we focus on the non-asymptotic performance of the proposed algorithms. The results for policy gradient methods employing simultaneous perturbation-based gradient estimates are asymptotic in nature (cf. [7, 6]). On the other hand, using ideas from zeroth-order optimization, policy gradient methods with

REINFORCE style gradient estimates have been shown to converge to an $\epsilon$-stationary point (see Definition 1 below) in the non-asymptotic regime. In this paper, we study policy gradient algorithms with the simultaneous perturbation approach, and derive non-asymptotic bounds for these algorithms - see Table 1 for a summary of our bounds in terms of iteration complexity, which is the number of policy gradient iterations required to find an $\epsilon$-stationary point. The primary conclusions from our non-asymptotic analysis are as follows: (i) After $N$ iterations of OffP-SF, the value function gradient at a suitably chosen iterate, say $\theta_{R}$, satisfies an order $O\left(\frac{1}{\sqrt{N}}\right)$ bound on $\mathbb{E}\left\|\nabla J\left(\theta_{R}\right)\right\|^{2}$; (ii) The corresponding bound for OffP-SF-SVRG is of the order $O\left(\frac{1}{N}\right)$.

Table 1: Iteration complexity for our proposed algorithms, and the off-policy variant of REINFORCE. Here iteration complexity denotes the number of iterations required to find an $\epsilon$-stationary point (see Definition (1).

| Algorithm | Iteration complexity |
| :---: | :---: |
| REINFORCE <br> (off-policy variantํ.1) | $O\left(1 / \epsilon^{2}\right)$ |
| OffP-SF | $O\left(1 / \epsilon^{2}\right)$ |
| OffP-SF-SVRG | $O(1 / \epsilon)$ |

Our bounds have a few advantages over those in the literature for zeroth-order optimization and on-policy RL using policy gradient algorithms. To elaborate, the closest result to the non-asymptotic bound for offPSF is Corollary 3.3 of [18]. For setting the stepsize/perturbation constant in this result, one requires knowledge of quantities that are typically unknown in an RL setting. On the other hand, our non-asymptotic bound features a universal step-size/perturbation constant. In arriving at this result, we depart from the argument employed in the proof of Corollary 3.3 of [18]. Our bound for OffP-SF in Corollary 1 is comparable to the one provided in Corollary 4.4 in [42], as both results are on the size of the gradient of the objective $J$ at a suitably chosen policy iterate. We employ smoothed functional based gradient estimation, while the authors in [42] use a REINFORCE style gradient estimate. Their result is for a diminishing step-size, while we employ a constant step-size. Next, the gradient estimates underlying the SVRG-based on-policy RL algorithms in

[^1][31, 40] use the likelihood ratio method, which result in unbiased estimates. On the other hand, our OffP-SFSVRG algorithm employs smoothed functional-based gradient estimates, which are biased in nature. Through a careful handling of the bias terms in several steps of the proof, we are able to obtain an order $O\left(\frac{1}{N}\right)$ bound for the OffP-SF-SVRG algorithm. The corresponding results for on-policy SVRG algorithm in [31, 40] features additional terms - see the discussion below Theorem 3 for more details.
In [11, 43, 44], the authors propose actor-critic algorithms in an off-policy RL setting. In comparison, we do not incorporate function approximation in our proposed algorithms, and hence, a direct comparison is not feasible. Nevertheless, we mention that the algorithms in these references involve at least two timescales, and to the best of our knowledge, there are no non-asymptotic bounds for two timescale stochastic approximation, with a non-linear update iteration (as in the case of the actor update in the aforementioned references). In contrast, our algorithms operate on a single timescale, facilitating a non-asymptotic analysis. In [23], the authors establish global convergence results for natural and variance-reduced counterparts of the policy gradient algorithm, with REINFORCE style gradient estimates. These results are under an assumption that the underlying policy parameterization is sufficiently rich. In contrast, we study local convergence properties of the vanilla and variance-reduced variants of the policy gradient algorithm, with smoothed functional-based gradient estimates. Finally, our non-asymptotic bound for OffP-SF-SVRG shows improved dependence on the number of iterations, as compared to the bound in [24], where the authors analyze a momentum-based variance reduced policy gradient scheme in an off-policy context.

The rest of the paper is organized as follows: Section 2 describes the off-policy control problem. Section 3 introduces our algorithms, namely OffP-SF and OffP-SF-SVRG. Section 4 presents the non-asymptotic bounds for our algorithms. Section 5 provides detailed proofs of convergence. Finally, Section 7 provides the concluding remarks.

## 2 Problem formulation

We consider an MDP with a state space $\mathcal{S}$, and an action space $\mathcal{A}$, both assumed to be finite. We operate in an episodic setting with a random episode length $T \in$ $\mathbb{N}$. At time $t \in\{0, \ldots, T-1\}$, the MDP is in state $S_{t}$, and transitions to state $S_{t+1}$ by an action $A_{t}$ chosen by a behavior policy $b$, and receives a reward $R_{t+1} \in \mathbb{R}$. We assume the rewards are bounded, the start state $S_{0}$ is
fixed. We also assume a special state 0 as a termination state.

Let $\Theta$ be a compact and convex subset of $\mathbb{R}^{d}$. We consider parameterized stochastic target policies $\left\{\pi_{\theta}, \theta \in\right.$ $\Theta\}$, where $\pi_{\theta}(a \mid s)=\mathbb{P}\left\{A_{t}=a \mid S_{t}=s, \theta_{t}=\theta\right\}$. As an example, one may use an exponential softmax distribution, i.e.,

$$
\pi_{\theta}(a \mid s)=\frac{\exp (h(s, a, \theta))}{\sum_{b \in \mathcal{A}} \exp (h(s, b, \theta))}
$$

where $h: \mathcal{S} \times \mathcal{A} \times \Theta \rightarrow \mathbb{R}$ is a parameterized user defined function (cf. Chapter 13 of [37]). We assume that each policy in the parameterized class $\Theta$, and the behavior policy are proper (see (A3)).

We assume that the MDP trajectory terminates under $\pi_{\theta}$ w.p. $1, \forall \theta \in \Theta$. The goal here is to find $\theta^{*}$ such that

$$
\begin{equation*}
\theta^{*} \in \operatorname{argmax}_{\theta \in \Theta} J(\theta), \tag{1}
\end{equation*}
$$

where $J(\theta)$ is the value function, and is defined as

$$
\begin{equation*}
J(\theta)=\mathbb{E}_{\pi_{\theta}}\left[\sum_{t=0}^{T-1} \gamma^{t} R_{t+1}\right] \tag{2}
\end{equation*}
$$

where $\gamma \in(0,1]$ is the discount factor.

## 3 Off-policy gradient algorithms

A gradient-based algorithm for solving (11) would involve the following update iteration:

$$
\begin{equation*}
\theta_{k+1}=\Pi_{\Theta}\left(\theta_{k}+\alpha_{k} \nabla J\left(\theta_{k}\right)\right), \tag{3}
\end{equation*}
$$

where $\theta_{0}$ is set arbitrarily, and $\nabla$ is with respect to $\theta$. In the above, the step-size $\alpha_{k} \in(0,1]$, and $\Pi_{\Theta}: \mathbb{R}^{d} \rightarrow \Theta$ is an operator that projects on to $\Theta$. The projection is required to ensure stability of the iterates in (3), and is common in the analysis of policy gradient algorithms (cf. [7]). As an example, one may define $\Theta=\prod_{i=1}^{d}\left[\theta_{\text {min }}^{i}, \theta_{\text {max }}^{i}\right]$. Then, the projection operator $\Pi_{\Theta}(\theta)=\left[\Pi_{\Theta}^{1}\left(\theta^{1}\right), \cdots, \Pi_{\Theta}^{d}\left(\theta^{d}\right)\right]$, where $\Pi_{\Theta}^{i}\left(\theta^{i}\right)=$ $\min \left(\max \left(\theta_{\min }^{i}, \theta^{i}\right), \theta_{\max }^{i}\right), i \in\{1 \ldots d\}$. It is easy to see that such a projection operation is computationally inexpensive.

We describe two algorithms for solving (1) below.

### 3.1 OffP-SF

In an off-policy setting, the distribution of data (states/actions seen along a sample path) follows the behavior policy. The off-policy evaluation problem is to learn the value of a target policy, which is different
from the behavior one. A standard off-policy evaluation scheme is per-decision importance sampling (see Section 5.9 of [37]). Here, one scales the objective by the likelihood ratio of the target policy, say $\pi_{\theta}$ to the behavior policy, say $b$ at the current state. More precisely, we generate $m$ episodes using $b$ and estimate $J(\theta)$ as follows:

$$
\begin{equation*}
\hat{J}_{m}(\theta)=\frac{1}{m} \sum_{n=1}^{m} \sum_{t=0}^{T^{n}-1} \gamma^{t} R_{t+1}^{n}\left(\prod_{i=0}^{t} \frac{\pi_{\theta}\left(A_{i}^{n} \mid S_{i}^{n}\right)}{b\left(A_{i}^{n} \mid S_{i}^{n}\right)}\right) \tag{4}
\end{equation*}
$$

In the above, $T^{n}$ is the length of the $n^{\text {th }}$ episode, and $R_{t+1}^{n}$ is the reward at time $t+1$. Also $S_{i}^{n}$ is the state, and $A_{i}^{n}$ is the action taken at time $i$ of the $n^{\text {th }}$ episode.

For estimating the gradient $\nabla J(\cdot)$, we employ the estimation scheme from [21, 29]. The idea here is to form a smoothed functional, denoted by $J_{\mu}$, of the value $J(\cdot)$, and use $\nabla J_{\mu}$ as a proxy for $\nabla J$. To be more precise, the smoothed functional $J_{\mu}(\theta)$ is defined by

$$
\begin{equation*}
J_{\mu}(\theta)=\mathbb{E}_{u \in \mathbb{B}^{d}}[J(\theta+\mu u)], \tag{5}
\end{equation*}
$$

where $\mu \in(0,1]$ is the smoothing parameter, and $u$ is sampled uniformly at random from a unit ball $\mathbb{B}^{d}=$ $\left\{x \in \mathbb{R}^{d} \mid\|x\| \leq 1\right\}$. Here $\|\cdot\|$ denotes the $d$ dimensional Euclidean norm.

We estimate the gradient using two randomly perturbed policies (cf. [22, 34]). We favor the 'balanced' estimate based on two random perturbations instead of a one-sided estimate because the bound on the second moment of the balanced estimate exhibits a linear dependence on the underlying dimension $d$ (see Lemma 8), while the corresponding dependence in an one-sided estimate is quadratic in $d$ (see Proposition 7.6 of [17]).

We perturb the policy parameter $\theta$ by adding and subtracting a scalar multiple of a random unit vector $v$. The perturbed policy parameters lie in the set $\Theta^{\prime}$ defined as follows:

$$
\begin{equation*}
\Theta^{\prime}=\left\{\theta^{\prime}:\left\|\theta^{\prime}-\theta\right\| \leq 1, \theta \in \Theta\right\} \tag{6}
\end{equation*}
$$

In order to control the variance, we average the gradient estimate over $n$ random unit vectors. The estimate $\widehat{\nabla}_{n, \mu} \hat{J}_{m}(\theta)$ of the gradient $\nabla J($.$) is formed as follows:$

$$
\begin{equation*}
\widehat{\nabla}_{n, \mu} \hat{J}_{m}(\theta)=\frac{d}{n} \sum_{i=1}^{n} \frac{\hat{J}_{m}\left(\theta+\mu v_{i}\right)-\hat{J}_{m}\left(\theta-\mu v_{i}\right)}{2 \mu} v_{i} \tag{7}
\end{equation*}
$$

where $\forall i, v_{i}$ is sampled uniformly at random from a unit sphere $\mathbb{S}^{d-1}=\left\{x \in \mathbb{R}^{d} \mid\|x\|=1\right\}$.

We collect $m$ sample paths using the behavior policy $b$, and use this data to estimate the value associated with the $2 n$ perturbed policies in (7).

```
Algorithm 1 OffP-SF
    Input: Parameterized form of target policy \(\pi\) and
    behavior policy \(b\), iteration limit \(N\), step-sizes
    \(\left\{\alpha_{k}\right\}\), perturbation constants \(\left\{\mu_{k}\right\}\), batch size \(m\),
    \(\left\{n_{k}\right\}\), and probability mass function (pmf) \(P_{R}(\cdot)\)
    supported on \(\{1, \cdots, N\}\);
    Initialize: Target policy parameter \(\theta_{1} \in \mathbb{R}^{d}\), and
    the discount factor \(\gamma \in(0,1]\);
    for \(k=0, \ldots, N-1\) do
        for \(j=1, \ldots, m\) do
            \(\operatorname{Get}\left(S_{0}^{j}, A_{0}^{j}, R_{1}^{j}, \cdots, S_{T_{j}-1}^{j}, A_{T_{j}-1}^{j}, R_{T_{j}}^{j}\right) \sim b ;\)
        end for
        for \(i=1, \ldots, n_{k}\) do
            \(\operatorname{Get}\left[v_{i}^{1}, \ldots, v_{i}^{d}\right] \in \mathbb{S}^{d-1}\);
            Use (4) to estimate \(\hat{J}_{m}\left(\theta_{k} \pm \mu_{k} v_{i}\right)\);
        end for
        Use (7) to estimate \(\hat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m}\left(\theta_{k}\right)\);
        Use (8) to calculate \(\theta_{k+1}\);
    end for
    Output: Policy \(\theta_{R}\) where \(R \sim P_{R}\).
```

We solve (1) using the following update iteration:

$$
\begin{equation*}
\theta_{k+1}=\Pi_{\Theta}\left(\theta_{k}+\alpha_{k} \widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m}\left(\theta_{k}\right)\right) \tag{8}
\end{equation*}
$$

Algorithm 1 presents the pseudocode of OffP-SF algorithm, with the following ingredients: (i) a gradient ascent update according to (8); (ii) a SF-based gradient estimation scheme; and (iii) an importance samplingbased policy evaluation scheme.

### 3.2 OffP-SF-SVRG

Our second algorithm is a modification of the Algorithm 1 that incorporates the concept of variance reduction seen in SVRG algorithms [19, 32]. The principle of variance reduction underlying the SVRG algorithm has been explored in the context of on-policy RL in [31, 40]. The gradient estimates underlying the algorithms in the aforementioned references use the likelihood ratio method, which results in unbiased estimates. On the other hand, we employ SF-based gradient estimates, which are biased in nature.

We use nested update iterations to solve (1). Our algorithm maintains an outer loop over $s$, and an inner loop over $k$. Our policy parameters are of the form $\theta_{k}^{s}$, where $\theta_{0}^{0}$ is set arbitrarily.
In the outer loop, we sample $m$ episodes using the behavior policy $b$. We use a reference point $\tilde{\theta}^{s} \in \Theta$, which is initialized to $\theta_{0}^{0}$, and is updated as $\tilde{\theta}^{s+1}=\theta_{m}^{s}$. We calculate $\hat{J}_{m}\left(\tilde{\theta}^{s}\right)$ and $\hat{\nabla}_{n, \mu} \hat{J}_{m}\left(\tilde{\theta}^{s}\right)$ using (4) and (7) respectively. Also $\forall j \in\{1, \cdots, m\}$, we calculate $\hat{J}^{j}\left(\tilde{\theta}^{s}\right)$
and $\hat{\nabla}_{n, \mu} \hat{J}^{j}\left(\tilde{\theta}^{s}\right)$, where

$$
\begin{equation*}
\hat{J}^{j}(\theta)=\sum_{t=0}^{T^{j}-1} \gamma^{t} R_{t+1}^{j}\left(\prod_{i=0}^{t} \frac{\pi_{\theta}\left(A_{i}^{j} \mid S_{i}^{j}\right)}{b\left(A_{i}^{j} \mid S_{i}^{j}\right)}\right) \tag{9}
\end{equation*}
$$

and

$$
\begin{equation*}
\widehat{\nabla}_{n, \mu} \hat{J}^{j}(\theta)=\frac{d}{n} \sum_{i=1}^{n} \frac{\hat{J}^{j}\left(\theta+\mu v_{i}\right)-\hat{J}^{j}\left(\theta-\mu v_{i}\right)}{2 \mu} v_{i} \tag{10}
\end{equation*}
$$

In the above, $\forall i, v_{i}$ is sampled uniformly at random from a unit sphere $\mathbb{S}^{d-1}$.

In the inner loop, we pick a sample $j$ uniformly at random from $\{1, \cdots, m\}$ and calculate $\hat{J}^{j}\left(\theta_{k}^{s}\right)$ and $\hat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)$ using (9) and (10) respectively.

We update the policy parameters as follows:

$$
\begin{equation*}
\theta_{k+1}^{s}=\Pi_{\Theta}\left(\theta_{k}^{s}+\alpha g_{k}^{s}\right), \tag{11}
\end{equation*}
$$

where

$$
\begin{equation*}
g_{k}^{s}=\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)-\hat{\nabla}_{n, \mu} \hat{J}^{j}\left(\tilde{\theta}^{s}\right)+\hat{\nabla}_{n, \mu} \hat{J}_{m}\left(\tilde{\theta}^{s}\right) \tag{12}
\end{equation*}
$$

Algorithm 2 presents the pseudocode of OffP-SFSVRG algorithm.

## 4 Main results

We make the following assumptions for the sake of analysis:
(A1). For any $a \in \mathcal{A}$ and $s \in \mathcal{S}, \log \pi_{\theta}(a \mid s)$ exists, and is twice continuously differentiable w.r.t. $\theta \in \Theta^{\prime}$, where $\Theta^{\prime}$ is defined in (6).
(A2). For every $\theta \in \Theta^{\prime}$, the target policy $\pi_{\theta}$ is absolutely continuous with respect to the behavior policy $b$. i.e.,
$\forall \theta \in \Theta^{\prime}, b(a \mid s)=0 \Rightarrow \pi_{\theta}(a \mid s)=0, \forall a \in \mathcal{A}, \forall s \in \mathcal{S}$.
(A3). The behavior policy b, and the class of target policies $\left\{\pi_{\theta}, \theta \in \Theta^{\prime}\right\}$ are proper, i.e., there exists a positive constant M s.t.

$$
\begin{aligned}
& \forall \theta \in \Theta^{\prime}, \max _{s \in \mathcal{S}} \mathbb{P}\left(S_{M} \neq 0 \mid S_{0}=s, \pi_{\theta}\right)<1, \text { and } \\
& \max _{s \in \mathcal{S}} \mathbb{P}\left(S_{M} \neq 0 \mid S_{0}=s, b\right)<1 .
\end{aligned}
$$

An assumption like (A1) is common to the analysis of policy gradient algorithms (cf. [31, 40]), while

```
Algorithm 2 OffP-SF-SVRG
    Input: Parameterized form of target policy \(\pi\) and
    behavior policy \(b\), iteration limit \(S\), step-size \(\alpha\),
    perturbation constant \(\mu\), batch sizes \(m, n\), and a
    joint pmf \(P_{Q R}(\cdot, \cdot)\) supported on \(\{1, \cdots, S\}\) and
    \(\{1, \cdots, m\}\) respectively;
    Initialize: Target policy parameter \(\tilde{\theta}^{0}=\theta_{0}^{0} \in \mathbb{R}^{d}\),
    and the discount factor \(\gamma \in(0,1]\);
    for \(s=0, \ldots, S-1\) do
        for \(j=1, \ldots, m\) do
            \(\operatorname{Get}\left(S_{0}^{j}, A_{0}^{j}, R_{1}^{j}, \cdots, S_{T_{j}-1}^{j}, A_{T_{j}-1}^{j}, R_{T_{j}}^{j}\right) \sim b\);
        end for
        for \(i=1, \ldots, n\) do
            Get \(\left[v_{i}^{1}, \ldots, v_{i}^{d}\right] \in \mathbb{S}^{d-1}\);
            for \(j=1, \ldots, m\) do
                    Use (9) to estimate \(\hat{J}^{j}\left(\tilde{\theta}^{s} \pm \mu v_{i}\right) ;\)
            end for
            Use (4) to estimate \(\hat{J}_{m}\left(\tilde{\theta}^{s} \pm \mu v_{i}\right)\);
        end for
        for \(j=1, \ldots, m\) do
            Use (10) to estimate \(\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\tilde{\theta}^{s}\right)\);
        end for
        Use (7) to estimate \(\widehat{\nabla}_{n, \mu} \hat{J}_{m}\left(\tilde{\theta}^{s}\right)\);
        for \(k=0, \ldots, m-1\) do
            Get \(j \in[1, m]\) uniformly and at random.
            for \(i=1, \ldots, n\) do
            Use (9) to estimate \(\hat{J}^{j}\left(\theta_{k}^{s} \pm \mu v_{i}\right) ;\)
            end for
            Use (10) to estimate \(\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)\);
            Use (12) to calculate \(g_{k}^{s}\);
            Use (11) to calculate \(\theta_{k+1}^{s}\);
        end for
        \(\tilde{\theta}^{s+1}=\theta_{0}^{s+1}=\theta_{m}^{s} ;\)
    end for
    Output: Policy \(\theta_{R}^{Q}\) where \(Q, R \sim P_{Q R}\).
```

(A2) is a standard requirements for off-policy evaluation. Further, (A3) is a common requirement in the analysis of episodic MDPs, see Chapter 2 of [3]. From (A1) and (A2), we have $\pi_{\theta}(a \mid s)>0$ and $b(a \mid s)>0$, $\forall \theta \in \mathbb{R}^{d}, \forall a \in \mathcal{A}$, and $\forall s \in \mathcal{S}$. In other words, we consider policies that place a positive mass on every action in any state.

The objective $J$ is not necessarily convex in a typical RL setting, and hence, several previous works (cf. [42, 31, 40, 35]) adopt convergence to an approximate stationary point, which is defined below.

Definition 1. ( $\epsilon$-stationary point) Let $\theta_{R}$ be the output of an algorithm. Then, $\theta_{R}$ is called an $\epsilon$-stationary point of problem (1), if $\mathbb{E}\left\|\nabla J\left(\theta_{R}\right)\right\|^{2} \leq \epsilon$.

The non-asymptotic bounds for Algorithms 1-2 that we present below establish convergence to an $\epsilon$ stationary point.

For the non-asymptotic analysis, we rewrite the update rule in (8) as follows:

$$
\begin{equation*}
\theta_{k+1}=\theta_{k}+\alpha_{k} \mathcal{P}_{\Theta}\left(\theta_{k}, \widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right), \alpha_{k}\right), \tag{13}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{P}_{\Theta}(\theta, f(\theta), \alpha)=\frac{1}{\alpha}\left[\Pi_{\Theta}(\theta+\alpha f(\theta))-\theta\right] \tag{14}
\end{equation*}
$$

Theorem 1 (OffP-SF: Non-asymptotic bound). Assume (A1) (A3) Let $P_{R}(k)=\mathbb{P}(R=k)=\frac{\alpha_{k}}{\sum_{k=0}^{N=1} \alpha_{k}}$, $\forall N \in \mathbb{N}$, and $J^{*}=\max _{\theta \in \Theta} J(\theta)$. Then,

$$
\begin{align*}
\mathbb{E} & {\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{R}, \nabla J\left(\theta_{R}\right), \alpha_{R}\right)\right\|^{2}\right] } \\
\leq & \frac{\left(J^{*}-J\left(\theta_{0}\right)\right)+\frac{d L^{2}}{2} \sum_{k=0}^{N-1} \alpha_{k} \mu_{k}}{\sum_{k=0}^{N-1} \alpha_{k}} \\
& +\frac{\frac{2 d L^{3}}{c_{0}} \sum_{k=0}^{N-1} \frac{\alpha_{k}^{2}}{n_{k}}+\frac{2 \sqrt{d} L^{2}}{\sqrt{c_{0}}} \sum_{k=0}^{N-1} \frac{\alpha_{k}}{\sqrt{n_{k}}}}{\sum_{k=0}^{N-1} \alpha_{k}} \tag{15}
\end{align*}
$$

where $c_{0}$ is an absolute positive constant, and $L$ is the Lipschitz constant of $J$ as well as $\nabla J$ (see Lemma 4 in Section 5 below).

## Proof. See Section 5

The result above holds for any choice of step-sizes $\left\{\alpha_{k}\right\}$, perturbation constants $\left\{\mu_{k}\right\}$, and batch sizes $m$, $\left\{n_{k}\right\}$. We specialize the bound in (15) for a particular choice of the aforementioned parameters in the corollary below.

Corollary 1 (OffP-SF: Non-asymptotic bound). Let $\forall k, \alpha_{k}=\frac{c_{1}}{\sqrt{N}}, \mu_{k}=\frac{c_{2}}{\sqrt{N}}, n_{k}=c_{3} N$, and $m<\infty$ for some absolute constants $c_{1}, c_{2}, c_{3}>0$. Then, under conditions of Theorem [] we have

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{R}, \nabla J\left(\theta_{R}\right), \alpha_{R}\right)\right\|^{2}\right] \\
& \leq \frac{\left(J^{*}-J\left(\theta_{0}\right)\right)+c^{\prime} L^{2}(d+\sqrt{d})}{\sqrt{N}}+\frac{c^{\prime \prime} d L^{3}}{N \sqrt{N}}
\end{aligned}
$$

for some constants $c^{\prime}, c^{\prime \prime}>0$.
Proof. See Section 5
Remark 1. Ignoring the error due to projection, i.e., assuming $\mathcal{P}_{\Theta}\left(\theta_{R}, \nabla J\left(\theta_{R}\right), \alpha_{R}\right)=\nabla J\left(\theta_{R}\right)$, the bound above can be read as follows: after $N$ iterations of (3), offP-SF returns an iterate that satisfies $\mathbb{E}\left\|\nabla J\left(\theta_{R}\right)\right\|^{2}=$ $O\left(\frac{1}{\sqrt{N}}\right)$. The closest result in a zeroth-order smooth
non-convex optimization context is Corollary 3.3 of [18]. In comparison to this result, our bound has a few advantages. First, the step-size in Corollary $\mathbb{1}$ is set using a universal constant, while they require the knowledge of the smoothness parameter L. Second, the perturbation constant in Corollary $\square$ is set using a universal constant, while the corresponding choice in 181 requires the knowledge of $J^{*}-J\left(\theta_{0}\right)$. In a typical RL setting, one could possibly approximate $L$, but $J^{*}-J\left(\theta_{0}\right)$ is usually unknown.

In REINFORCE, which is a well-known policy gradient algorithm, the gradient estimation scheme is based on the likelihood ratio method. In principle, one could employ importance sampling-based policy evaluation together with a REINFORCE style gradient estimate.

Theorem 2 (REINFORCE (off-policy variant): Non-asymptotic bound). Assume (A1) (A3) Let $\mathbb{P}(R=k)=\frac{\alpha}{\sum_{k=0}^{N-1} \alpha}, \forall N \in \mathbb{N}, J^{*}=\max _{\theta \in \Theta} J(\theta)$, and $\alpha=\frac{1}{\sqrt{N}}$. Then,

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{R}, \nabla J\left(\theta_{R}\right), \alpha\right)\right\|^{2}\right] \\
& \leq \frac{\left(J^{*}-J\left(\theta_{0}\right)\right)+\frac{L^{3}}{2}}{\sqrt{N}}+L^{2}
\end{aligned}
$$

Remark 2. It is apparent that the result that we derived in Corollary $\mathbb{Z}$ is comparable to REINFORCE in an offpolicy RL framework, which lets us conclude that SFbased gradient estimation is a viable alternative to the likelihood ratio method.

Now, we present a non-asymptotic bound for Algorithm 2. For the analysis, we rewrite the update rule in (11) as follows:

$$
\begin{equation*}
\theta_{k+1}^{s}=\theta_{k}^{s}+\alpha \mathcal{P}_{\Theta}\left(\theta_{k}, g_{k}^{s}, \alpha\right) \tag{16}
\end{equation*}
$$

where $\mathcal{P}_{\Theta}(\cdot, \cdot, \cdot)$ is as defined in (14).
Theorem 3 (OffP-SF-SVRG: Non-asymptotic bound). Assume (A1) (A3) Let $P_{Q R}(s, k)=\mathbb{P}(Q=s, R=$ $k)=\frac{\alpha}{\sum_{s=0}^{S=1} \sum_{k=0}^{m-1} \alpha}, \forall(S, m) \in \mathbb{N} \times \mathbb{N}$, and $J^{*}=$ $\max _{\theta \in \Theta} J(\theta)$. Let $\alpha=\frac{1}{4 d L}, \mu=\frac{1}{\sqrt{S m}}$, and $n=S m^{2}$. Then,

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{R}^{Q}, \nabla J\left(\theta_{R}^{Q}\right), \alpha\right)\right\|^{2}\right] \\
& \leq \frac{4 d L\left(J^{*}-J\left(\theta_{0}^{0}\right)\right)}{S m}+\frac{L^{2}\left(15 c_{0} d^{2}+40 e d+2 e\right)}{10 c_{0} S m}
\end{aligned}
$$

$$
\begin{equation*}
+\frac{20 d L^{2}(8+e)+L^{2}(5+e)}{5 c_{0} S m^{2}} \tag{17}
\end{equation*}
$$

where $c_{0}$ is an absolute positive constant, $e$ is the Euler's number, and $L$ is the Lipschitz constant of $J$ as well as $\nabla J$.

## Proof. See Section 5

Remark 3. As mentioned earlier, SVRG has been employed in an on-policy RL context in [31, 40]. Unlike these works, we operate in an off-policy RL setting, and more importantly, use a biased gradient estimation scheme that is based on the idea of smoothed functionals. Through a careful handling of the bias terms in several steps of the proof, we are able to obtain an order $O\left(\frac{1}{S m}\right)$ bound for the OffP-SF-SVRG algorithm. The bound in [31] is of the form $O(1 / S m)+O(1 / n)+$ $O(1 / B)$, where $B$ is the mini-batch size used for averaging in their inner-loop. In comparison, we obtain an order $O(1 / S m)$ without additional terms, and our algorithm does not require simulation of system trajectories for mini-batching owing to the fact that we operate in the off-policy setting. In other words, the on-policy setting of [31, 40] implies $n$ system trajectories are simulated in the outer loop, while we obtain an $n$-sample average of the gradient estimate using offpolicy evaluation. Next, the bound in [40] is of the form $O(1 / S m)+O(1 / n)$, while our bound is without the additional $O(1 / n)$ term, since we can choose $n=S m^{2}$ without requiring additional simulations.
Remark 4. In [24], the authors explore an alternative approach to variance reduction of a policy gradient algorithm in an off-policy context. The authors obtain a non-asymptotic bound of the order $O\left(1 / T^{2 / 3}\right)$, where $T$ is the number of iterations of the policy gradient algorithm. In comparison, we obtain an improved bound of $O(1 / T)$ in Theorem 3 above.

## 5 Convergence analysis

### 5.1 Proofs for OffP-SF

Our analysis proceeds through a sequence of lemmas. We begin with a result that is well-known in the context of off-policy RL (cf. Chapter 5 of [37]). We have provided the proof for the sake of completeness.

Lemma 1. $\mathbb{E}_{b}\left[\hat{J}_{m}(\theta)\right]=J(\theta)$.
Proof. Notice that

$$
\mathbb{E}_{b}\left[\hat{J}_{m}(\theta)\right]
$$

$$
\begin{aligned}
& =\mathbb{E}_{b}\left[\frac{1}{m} \sum_{n=1}^{m} \sum_{t=0}^{T^{n}-1} \gamma^{t} R_{t+1}^{n}\left(\prod_{i=0}^{t} \frac{\pi_{\theta}\left(A_{i}^{n} \mid S_{i}^{n}\right)}{b\left(A_{i}^{n} \mid S_{i}^{n}\right)}\right)\right] \\
& =\frac{1}{m} \sum_{n=1}^{m} \mathbb{E}_{b}\left[\sum_{t=0}^{T^{n}-1} \gamma^{t} R_{t+1}^{n}\left(\prod_{i=0}^{t} \frac{\pi_{\theta}\left(A_{i}^{n} \mid S_{i}^{n}\right)}{b\left(A_{i}^{n} \mid S_{i}^{n}\right)}\right)\right] \\
& =\frac{1}{m} \sum_{n=1}^{m} \mathbb{E}_{\pi_{\theta}}\left[\sum_{t=0}^{T^{n}-1} \gamma^{t} R_{t+1}^{n}\right]=J(\theta) .
\end{aligned}
$$

Lemma 2. $\Theta^{\prime}=\left\{\theta^{\prime}:\left\|\theta^{\prime}-\theta\right\| \leq 1, \theta \in \Theta\right\}$ is compact.
Proof. Since $\Theta$ is compact, $\exists \theta_{c} \in \Theta$, and $r \in \mathbb{R}$ such that $\Theta \subseteq B\left(\theta_{c}, r\right)$, where $B\left(\theta_{c}, r\right)$ is an open ball centered at $\theta_{c}$ with radius $r$. The set $B\left[\theta_{c}, r+1\right]$ is a closed and bounded subset of $\mathbb{R}^{d}$, and hence compact. It is easy to see that $\Theta^{\prime} \subseteq B\left[\theta_{c}, r+1\right]$. Using the fact that $\Theta$ is closed, and the definition of $\Theta^{\prime}$, it is easy to see that $\Theta^{\prime}$ is closed. Since every closed subset of a compact set is compact, $\Theta^{\prime}$ is compact.

Lemma 3. For any $m \geq 1$, there exists a constant $L>$ 0 such that the following conditions hold w.p. 1 for any $\theta_{1}, \theta_{2} \in \Theta^{\prime}:$

$$
\begin{aligned}
& \left\|\hat{J}_{m}\left(\theta_{1}\right)-\hat{J}_{m}\left(\theta_{2}\right)\right\| \leq L\left\|\theta_{1}-\theta_{2}\right\| \\
& \left\|\nabla \hat{J}_{m}\left(\theta_{1}\right)-\nabla \hat{J}_{m}\left(\theta_{2}\right)\right\| \leq L\left\|\theta_{1}-\theta_{2}\right\| .
\end{aligned}
$$

Proof. For any twice differentiable function $f: \mathbb{R}^{n} \rightarrow$ $\mathbb{R}^{+} \backslash\{0\}$, the Hessian $\nabla^{2} f(\cdot)$ can be defined as
$\nabla^{2} f(x)=f(x)\left[\nabla^{2} \log f(x)+\nabla \log f(x) \nabla \log f(x)^{\top}\right]$.
Using the above equation and (A1), we obtain

$$
\begin{align*}
\nabla^{2} & \prod_{i=0}^{t} \pi_{\theta}\left(A_{i} \mid S_{i}\right) \\
= & \left(\prod_{i=0}^{t} \pi_{\theta}\left(A_{i} \mid S_{i}\right)\right)\left[\nabla^{2} \log \prod_{i=0}^{t} \pi_{\theta}\left(A_{i} \mid S_{i}\right)\right. \\
& \left.+\left[\nabla \log \prod_{i=0}^{t} \pi_{\theta}\left(A_{i} \mid S_{i}\right)\right]\left[\nabla \log \prod_{i=0}^{t} \pi_{\theta}\left(A_{i} \mid S_{i}\right)\right]^{\top}\right] \\
= & \left(\prod_{i=0}^{t} \pi_{\theta}\left(A_{i} \mid S_{i}\right)\right)\left[\sum_{i=0}^{t} \nabla^{2} \log \pi_{\theta}\left(A_{i} \mid S_{i}\right)\right. \\
& \left.+\left[\sum_{i=0}^{t} \nabla \log \pi_{\theta}\left(A_{i} \mid S_{i}\right)\right]\left[\sum_{i=0}^{t} \nabla \log \pi_{\theta}\left(A_{i} \mid S_{i}\right)\right]^{\top}\right] \tag{18}
\end{align*}
$$

From (4), we obtain

$$
\begin{aligned}
& \nabla^{2} \hat{J}_{m}(\theta) \\
&= \frac{1}{m} \sum_{n=1}^{m} \sum_{t=0}^{T^{n}-1} \gamma^{t} R_{t+1}^{n}\left(\prod_{i=0}^{t} \frac{1}{b\left(A_{i}^{n} \mid S_{i}^{n}\right)}\right) \\
& \times \nabla^{2}\left(\prod_{i=0}^{t} \pi_{\theta}\left(A_{i}^{n} \mid S_{i}^{n}\right)\right) \\
&= \frac{1}{m} \sum_{n=1}^{m} \sum_{t=0}^{T^{n}-1} \gamma^{t} R_{t+1}^{n}\left(\prod_{i=0}^{t} \frac{\pi_{\theta}\left(A_{i}^{n} \mid S_{i}^{n}\right)}{b\left(A_{i}^{n} \mid S_{i}^{n}\right)}\right) \\
& \times\left[\sum_{i=0}^{t} \nabla^{2} \log \pi_{\theta}\left(A_{i}^{n} \mid S_{i}^{n}\right)\right. \\
&\left.+\left[\sum_{i=0}^{t} \nabla \log \pi_{\theta}\left(A_{i}^{n} \mid S_{i}^{n}\right)\right]\left[\sum_{i=0}^{t} \nabla \log \pi_{\theta}\left(A_{i}^{n} \mid S_{i}^{n}\right)\right]^{\top}\right]
\end{aligned}
$$

where the last equality follows from (18). Observe that the RHS above is a finite sum of continuous functions, since $\nabla^{2} \log \pi_{\theta}(\cdot \mid \cdot)$ is continuous w.r.t $\theta$ (see (A1)p, the rewards $R_{t+1}^{n}$ are bounded, the policy $b$ is proper (see (A3)), and $m$ is finite. Thus, $\nabla^{2} \hat{J}_{m}(\theta)$ is continuous which in turn implies $\nabla \hat{J}_{m}(\theta)$ is continuous. Further, since $\Theta^{\prime}$ is compact, from Lemma 2, we have

$$
\begin{aligned}
& \left\|\nabla^{2} \hat{J}_{m}(\theta)\right\| \leq\left\|\nabla^{2} \hat{J}_{m}(\theta)\right\|_{F} \leq L_{1}, \text { and } \\
& \left\|\nabla \hat{J}_{m}(\theta)\right\| \leq L_{2}, \forall \theta \in \Theta^{\prime},
\end{aligned}
$$

for some constants $L_{1}, L_{2}<\infty$. In the above, $\|A\|$ and $\|A\|_{F}$ denote the operator and Frobenius norm of a $d \times d$ matrix $A$.

Let $L=\max \left(L_{1}, L_{2}\right)$. Then the result follows by Lemma 1.2.2 in [30].

Lemma 4. $J(\theta)$ and $\nabla J(\theta)$ are L-Lipschitz w.r.t. $\theta \in$ $\Theta^{\prime}$.

Proof. Notice that

$$
\begin{aligned}
& \left\|J\left(\theta_{1}\right)-J\left(\theta_{2}\right)\right\| \\
& =\left\|\mathbb{E}_{b}\left[\hat{J}_{m}\left(\theta_{1}\right)\right]-\mathbb{E}_{b}\left[\hat{J}_{m}\left(\theta_{2}\right)\right]\right\| \text { (from Lemma(1) } \\
& \leq \mathbb{E}_{b}\left[\left\|\hat{J}_{m}\left(\theta_{1}\right)-\hat{J}_{m}\left(\theta_{2}\right)\right\|\right] \\
& \leq L\left\|\theta_{1}-\theta_{2}\right\|, \quad \text { (from Lemma[3). }
\end{aligned}
$$

This proves the first claim. For the second claim, notice that

$$
\begin{aligned}
& \left\|\nabla J\left(\theta_{1}\right)-\nabla J\left(\theta_{2}\right)\right\| \\
& =\left\|\nabla \mathbb{E}_{b}\left[\hat{J}_{m}\left(\theta_{1}\right)\right]-\nabla \mathbb{E}_{b}\left[\hat{J}_{m}\left(\theta_{2}\right)\right]\right\|(\text { from Lemma } \mathbb{1})
\end{aligned}
$$

$$
\begin{aligned}
& =\left\|\mathbb{E}_{b}\left[\nabla \hat{J}_{m}\left(\theta_{1}\right)\right]-\mathbb{E}_{b}\left[\nabla \hat{J}_{m}\left(\theta_{2}\right)\right]\right\| \\
& \leq \mathbb{E}_{b}\left[\left\|\nabla \hat{J}_{m}\left(\theta_{1}\right)-\nabla \hat{J}_{m}\left(\theta_{2}\right)\right\|\right] \\
& \leq L\left\|\theta_{1}-\theta_{2}\right\|,
\end{aligned}
$$

(from Lemma3).
In the above, the equality in (19) follows by an application of the dominated convergence theorem to interchange the differentiation and integration operations. For this application, we use the following facts:
(i) $\mathbb{E}_{b}\left[\hat{J}_{m}(\theta)\right]<\infty$ holds for any $\theta \in \mathbb{R}^{d}$ because the state and actions spaces are finite, the rewards are bounded, $\pi_{\theta}(a \mid s)>0$ and $b(a \mid s)>0$, $\forall \theta \in \mathbb{R}^{d}, \forall a \in \mathcal{A}$, and $\forall s \in \mathcal{S}$ (from (A1) and (A2)), and $\mathbb{P}\left(S_{M} \neq 0 \mid S_{0}, b\right)<1$ from (A3),
(ii) $\left\|\nabla \hat{J}_{m}(\theta)\right\| \leq L$ from Lemma3, and
(iii) $\mathbb{E}_{b}[L]<\infty$ since the state as well as action spaces are finite, and $\mathbb{P}\left(S_{M} \neq 0 \mid S_{0}, b\right)<1$ from (A3).

Next, we recall a result from [14], which will be used to establish unbiasedness of the gradient estimate in (7).

Lemma 5. $\nabla J_{\mu}(\theta)=\mathbb{E}_{v \in \mathbb{S}^{d-1}}\left[\frac{d}{\mu} J(\theta+\mu v) v\right]$.
Proof. See Lemma 2.1 in [14].
Lemma 6. $\nabla J_{\mu}(\theta)=\mathbb{E}\left[\widehat{\nabla}_{n, \mu} \hat{J}_{m}(\theta) \mid \theta\right]$.
Proof. We follow the technique from [34].

$$
\begin{aligned}
& \mathbb{E}\left[\widehat{\nabla}_{n, \mu} \hat{J}_{m}(\theta) \mid \theta\right] \\
& =\mathbb{E}_{b, v_{1: n}}\left[\widehat{\nabla}_{n, \mu} \hat{J}_{m}(\theta)\right]=\mathbb{E}_{b}\left[\mathbb{E}_{v_{1: n}}\left[\hat{\nabla}_{n, \mu} \hat{J}_{m}(\theta)\right]\right] \\
& =\mathbb{E}_{b}\left[\frac{d}{n} \mathbb{E}_{v_{1: n}}\left[\sum_{i=1}^{n} \frac{\hat{J}_{m}\left(\theta+\mu v_{i}\right)-\hat{J}_{m}\left(\theta-\mu v_{i}\right)}{2 \mu} v_{i}\right]\right] \\
& =\frac{d}{2 \mu} \mathbb{E}_{b}\left[\mathbb{E}_{v}\left[\left(\hat{J}_{m}(\theta+\mu v)-\hat{J}_{m}(\theta-\mu v)\right) v\right]\right] \\
& =\frac{d}{2 \mu} \mathbb{E}_{v}\left[\mathbb{E}_{b}\left[\left(\hat{J}_{m}(\theta+\mu v)-\hat{J}_{m}(\theta-\mu v)\right) v\right]\right] \\
& =\frac{d}{2 \mu} \mathbb{E}_{v}[(J(\theta+\mu v)-J(\theta-\mu v)) v] \\
& =\frac{d}{2 \mu} \mathbb{E}_{v}[J(\theta+\mu v) v]+\mathbb{E}_{v}[J(\theta+\mu(-v))(-v)] \\
& =\frac{d}{\mu} \mathbb{E}_{v}[J(\theta+\mu v) v] \quad \text { (from Lemma[1]) } \\
& =\nabla J_{\mu}(\theta), \quad \text { (since } v \text { has symmetric distribution) } \\
& \text { (from Lemma[5). }
\end{aligned}
$$

The claim below bounds the bias in the gradient estimate in (7), and can be inferred from [17]. For the sake of completeness, we provide the detailed proof.
Lemma 7. $\left\|\nabla J_{\mu}(\theta)-\nabla J(\theta)\right\| \leq \frac{\mu d L}{2}$.
Proof. Notice that

$$
\begin{aligned}
&\left\|\nabla J_{\mu}(\theta)-\nabla J(\theta)\right\| \\
&=\left\|\mathbb{E}_{v}\left[\frac{d}{\mu} J(\theta+\mu v) v\right]-\nabla J(\theta)\right\|(\text { from Lemma【5) } \\
&= \| \mathbb{E}_{v}\left[\frac{d}{\mu} J(\theta+\mu v) v\right]-\frac{d}{\mu} J(\theta) \mathbb{E}_{v}[v] \\
&-\frac{d}{\mu}\left\langle\nabla J(\theta), \mu \mathbb{E}_{v}\left[v v^{\top}\right]\right\rangle \| \\
&\left(\text { since } \mathbb{E}_{v \in \mathbb{S}^{d-1}}[v]=0 \text { and } \mathbb{E}_{v \in \mathbb{S}^{d-1}}\left[v v^{\top}\right]=\frac{\mathbb{1}_{d \times d}}{d},\right. \\
& \quad \text { cf. Theorem 2.7 in [12]) } \\
&= \frac{d}{\mu}\left\|\mathbb{E}_{v}[J(\theta+\mu v) v-J(\theta) v-\langle\nabla J(\theta), \mu v\rangle v]\right\| \\
& \leq \frac{d}{\mu} \mathbb{E}_{v}[\|J(\theta+\mu v)-J(\theta)-\langle\nabla J(\theta), \mu v\rangle\|\|v\|] \\
& \leq \frac{d}{\mu} \mathbb{E}_{v}[\|J(\theta+\mu v)-J(\theta)-\langle\nabla J(\theta), \mu v\rangle\|] \\
&\left.\leq \frac{d}{\mu} \mathbb{E}_{v}\left[\frac{L}{2} \mu^{2}\|v\|^{2}\right] \quad \quad \text { (since } v \in \mathbb{S}^{d-1},\|v\|=1\right) \\
& \leq \frac{\mu d L}{2}, \quad \quad(\text { from Lemma【4) }
\end{aligned}
$$

Lemma 8. $\mathbb{E}\left[\left\|\widehat{\nabla}_{n, \mu} \hat{J}_{m}(\theta)\right\|^{2}\right] \leq \frac{4 d L^{2}}{c_{0} n}$, for some absolute constant $c_{0}>0$.
Proof. Our proof proceeds in a similar manner to [34]. From Lemma3, we obtain

$$
\begin{equation*}
\left\|\hat{J}_{m}\left(\theta+\mu v_{1}\right)-\hat{J}_{m}\left(\theta+\mu v_{2}\right)\right\| \leq L \mu\left\|v_{1}-v_{2}\right\| . \tag{20}
\end{equation*}
$$

Let $f: \mathbb{S}^{d-1} \rightarrow \mathbb{R}$ be an $M$-Lipschitz function. Then,

$$
\begin{equation*}
\mathbb{P}\left(\left|f-\int_{\mathbb{S}^{d-1}} f d \mathbb{P}\right|>\epsilon\right) \leq 4 e^{\frac{-c_{0} \epsilon^{2} d}{M^{2}}} \tag{21}
\end{equation*}
$$

where $c_{0}>0$ is an absolute constant [see 27, Appendix V.2].

From (20) and (21), we obtain

$$
\mathbb{P}\left(\left|\hat{J}_{m}(\theta+\mu v)-\mathbb{E}_{v \in \mathbb{S}^{d-1}}\left[\hat{J}_{m}(\theta+\mu v)\right]\right|>\epsilon\right)
$$

$$
\begin{equation*}
\leq 4 e^{\frac{-c_{0} \epsilon^{2} d}{\mu^{2} L^{2}}} \tag{22}
\end{equation*}
$$

Using (22), we obtain

$$
\begin{align*}
& \mathbb{E}_{v \in \mathbb{S}^{d-1}}\left[\left(\hat{J}_{m}(\theta+\mu v)-\mathbb{E}_{v \in \mathbb{S}^{d-1}}\left[\hat{J}_{m}(\theta+\mu v)\right]\right)^{2}\right] \\
& =\int_{0}^{\infty} \mathbb{P}\left(\left|\hat{J}_{m}(\theta+\mu v)-\mathbb{E}_{v \in \mathbb{S}^{d-1}}\left[\hat{J}_{m}(\theta+\mu v)\right]\right|\right. \\
& \quad>\sqrt{\epsilon}) d \epsilon \\
& \leq \int_{0}^{\infty} 4 e^{\frac{-c_{0} \epsilon d}{\mu^{2} L^{2}}} d \epsilon \leq \frac{4 L^{2} \mu^{2}}{c_{0} d} \tag{23}
\end{align*}
$$

Now,

$$
\begin{aligned}
& \mathbb{E}_{v_{1: n}}\left[\left\|\hat{\nabla}_{n, \mu} \hat{J}_{m}(\theta)\right\|^{2}\right] \\
& =\mathbb{E}_{v_{1: n}}\left[\left\|\frac{d}{n} \sum_{i=1}^{n} \frac{\hat{J}_{m}\left(\theta+\mu v_{i}\right)-\hat{J}_{m}\left(\theta-\mu v_{i}\right)}{2 \mu} v_{i}\right\|^{2}\right] \\
& \text { (from (77) } \\
& \leq \frac{d^{2}}{n^{2}} \sum_{i=1}^{n} \mathbb{E}_{v}\left[\left\|\frac{\hat{J}_{m}(\theta+\mu v)-\hat{J}_{m}(\theta-\mu v)}{2 \mu} v\right\|^{2}\right] \\
& \leq \frac{d^{2}}{4 \mu^{2} n} \mathbb{E}_{v}\left[\left(\hat{J}_{m}(\theta+\mu v)-\hat{J}_{m}(\theta-\mu v)\right)^{2}\|v\|^{2}\right] \\
& \leq \frac{d^{2}}{4 \mu^{2} n} \mathbb{E}_{v}\left[\left(\hat{J}_{m}(\theta+\mu v)-\hat{J}_{m}(\theta-\mu v)\right)^{2}\right] \\
& \leq \frac{d^{2}}{4 \mu^{2} n}\left(\mathbb { E } _ { v } \left[\left(\left(\hat{J}_{m}(\theta+\mu v)-\mathbb{E}_{v}\left[\hat{J}_{m}(\theta+\mu v)\right]\right)\right.\right.\right. \\
& \\
& \left.\left.\left.-\left(\hat{J}_{m}(\theta-\mu v)-\mathbb{E}_{v}\left[\hat{J}_{m}(\theta+\mu v)\right]\right)\right)^{2}\right]\right) \\
& \leq \frac{d^{2}}{2 \mu^{2} n}\left(\mathbb{E}_{v}\left[\left(\hat{J}_{m}(\theta+\mu v)-\mathbb{E}_{v}\left[\hat{J}_{m}(\theta+\mu v)\right]\right)^{2}\right]\right. \\
& \\
& \left.\quad+\mathbb{E}_{v}\left[\left(\hat{J}_{m}(\theta+\mu(-v))-\mathbb{E}_{v}\left[\hat{J}_{m}(\theta+\mu v)\right]\right)^{2}\right]\right) \\
& \leq \frac{d^{2}}{\mu^{2} n} \mathbb{E}_{v}\left[\left(\hat{J}_{m}(\theta+\mu v)-\mathbb{E}_{v}\left[\hat{J}_{m}(\theta+\mu v)\right]\right)^{2}\right]
\end{aligned}
$$

(since $v$ has symmetric distribution)

$$
\begin{align*}
& \leq \frac{d^{2}}{\mu^{2} n}\left(\frac{4 L^{2} \mu^{2}}{c_{0} d}\right)  \tag{23}\\
& \leq \frac{4 d L^{2}}{c_{0} n} \tag{24}
\end{align*}
$$

Using (24) we obtain,

$$
\mathbb{E}\left[\left\|\widehat{\nabla}_{n, \mu} \hat{J}_{m}(\theta)\right\|^{2}\right]
$$

$$
=\mathbb{E}_{\theta}\left[\mathbb{E}_{b}\left[\mathbb{E}_{v_{1: n}}\left[\left\|\widehat{\nabla}_{n, \mu} \hat{J}_{m}(\theta)\right\|^{2}\right]\right]\right] \leq \frac{4 d L^{2}}{c_{0} n}
$$

Lemma 9. For some absolute constant $c_{0}>0$, $\mathbb{E}\left[\left\|\widehat{\nabla}_{n, \mu} \hat{J}_{m}(\theta)-\mathbb{E}\left[\widehat{\nabla}_{n, \mu} \hat{J}_{m}(\theta) \mid \theta\right]\right\|^{2}\right] \leq \frac{4 d L^{2}}{c_{0} n}$.

Proof. Notice that

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\widehat{\nabla}_{n, \mu} \hat{J}_{m}(\theta)-\mathbb{E}\left[\widehat{\nabla}_{n, \mu} \hat{J}_{m}(\theta) \mid \theta\right]\right\|^{2}\right] \\
& =\sum_{i=1}^{d} \mathbb{E}\left[\left(\widehat{\nabla}_{n, \mu}^{i} \hat{J}_{m}(\theta)-\mathbb{E}\left[\widehat{\nabla}_{n, \mu}^{i} \hat{J}_{m}(\theta) \mid \theta\right]\right)^{2}\right] \\
& \leq \sum_{i=1}^{d} \mathbb{E}\left[\left(\widehat{\nabla}_{n, \mu}^{i} \hat{J}_{m}(\theta)\right)^{2}\right]=\mathbb{E}\left[\left\|\widehat{\nabla}_{n, \mu} \hat{J}_{m}(\theta)\right\|^{2}\right] \\
& \quad\left(\text { since } \mathbb{E}\left[(X-\mathbb{E}[X \mid Y])^{2}\right] \leq \mathbb{E}\left[X^{2}\right]\right) \\
& \leq \frac{4 d L^{2}}{c_{0} n}, \quad \quad(\text { from Lemma } 8) .
\end{aligned}
$$

The claim below is well-known in the context of projections on to convex sets. We have provided the proof for the sake of completeness.

Lemma 10. The projection operator $\mathcal{P}_{\Theta}$ defined in (14) satisfies
(i) $\left\|\mathcal{P}_{\Theta}(\theta, f(\theta), \alpha)\right\| \leq\|f(\theta)\|$,
(ii) $\left\|\mathcal{P}_{\Theta}(\theta, f(\theta), \alpha)-\mathcal{P}_{\Theta}(\theta, g(\theta), \alpha)\right\|$

$$
\leq\|f(\theta)-g(\theta)\|, \text { and }
$$

(iii) $\left\langle f(\theta), \mathcal{P}_{\Theta}(\theta, f(\theta), \alpha)\right\rangle \geq\left\|\mathcal{P}_{\Theta}(\theta, f(\theta), \alpha)\right\|^{2}$.

Proof.

$$
\begin{aligned}
&(i)\left\|\mathcal{P}_{\Theta}(\theta, f(\theta), \alpha)\right\| \\
&= \frac{1}{\alpha}\left\|\Pi_{\Theta}(\theta+\alpha f(\theta))-\theta\right\| \quad \text { (from (14)) } \\
& \leq \frac{1}{\alpha}\|\theta+\alpha f(\theta)-\theta\|=\|f(\theta)\|, \\
&\left.\quad \text { (since }\left\|\Pi_{\Theta}(x)-y\right\| \leq\|x-y\|, \forall y \in \Theta\right) . \\
&(i i) \| \mathcal{P}_{\Theta}(\theta, f(\theta), \alpha)-\mathcal{P}_{\Theta}(\theta, g(\theta), \alpha) \| \\
&= \| \frac{1}{\alpha}\left[\Pi_{\Theta}(\theta+\alpha f(\theta))-\theta\right] \\
& \quad \quad-\frac{1}{\alpha}\left[\Pi_{\Theta}(\theta+\alpha g(\theta))-\theta\right] \| \quad(\text { from (14) }) \\
&= \frac{1}{\alpha}\left\|\Pi_{\Theta}(\theta+\alpha f(\theta))-\Pi_{\Theta}(\theta+\alpha g(\theta))\right\|
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{1}{\alpha}\|\theta+\alpha f(\theta)-\theta+\alpha g(\theta)\| \\
& \left.\quad \text { (since }\left\|\Pi_{\Theta}(x)-\Pi_{\Theta}(y)\right\| \leq\|x-y\|, \forall x, y\right) \\
& \leq\|f(\theta)-g(\theta)\|
\end{aligned}
$$

$$
\begin{aligned}
(i i i)\langle & \left\langle f(\theta), \mathcal{P}_{\Theta}(\theta, f(\theta), \alpha)\right\rangle-\left\|\mathcal{P}_{\Theta}(\theta, f(\theta), \alpha)\right\|^{2} \\
= & \left\langle f(\theta), \mathcal{P}_{\Theta}(\theta, f(\theta), \alpha)\right\rangle \\
& -\left\langle\mathcal{P}_{\Theta}(\theta, f(\theta), \alpha), \mathcal{P}_{\Theta}(\theta, f(\theta), \alpha)\right\rangle \\
= & \left\langle f(\theta)-\mathcal{P}_{\Theta}(\theta, f(\theta), \alpha), \mathcal{P}_{\Theta}(\theta, f(\theta), \alpha)\right\rangle \\
= & \left\langle f(\theta)-\frac{1}{\alpha}\left[\Pi_{\Theta}(\theta+\alpha f(\theta))-\theta\right],\right. \\
& \left.\frac{1}{\alpha}\left[\Pi_{\Theta}(\theta+\alpha f(\theta))-\theta\right]\right\rangle \\
= & -\frac{1}{\alpha^{2}}\left\langle\Pi_{\Theta}(\theta+\alpha f(\theta))-(\theta+\alpha f(\theta)),\right. \\
& \left.\Pi_{\Theta}(\theta+\alpha f(\theta))-\theta\right\rangle \geq 0,
\end{aligned}
$$

$$
\text { (since } \left.\left\langle\Pi_{\Theta}(x)-x, \Pi_{\Theta}(x)-y\right\rangle \leq 0, \forall y \in \Theta\right)
$$

Proof of Theorem 1 Using the fundamental theorem of calculus, we obtain

$$
\begin{aligned}
& J\left(\theta_{k}\right)-J\left(\theta_{k+1}\right) \\
& =\left\langle\nabla J\left(\theta_{k}\right), \theta_{k}-\theta_{k+1}\right\rangle \\
& +\int_{0}^{1}\left\langle\nabla J\left(\theta_{k+1}+\tau\left(\theta_{k}-\theta_{k+1}\right)\right)-\nabla J\left(\theta_{k}\right),\right. \\
& \left.\theta_{k}-\theta_{k+1}\right\rangle d \tau \\
& \leq\left\langle\nabla J\left(\theta_{k}\right), \theta_{k}-\theta_{k+1}\right\rangle \\
& +\int_{0}^{1}\left\|\nabla J\left(\theta_{k+1}+\tau\left(\theta_{k}-\theta_{k+1}\right)\right)-\nabla J\left(\theta_{k}\right)\right\| \\
& \left\|\theta_{k}-\theta_{k+1}\right\| d \tau \quad \text { (Cauchy-Schwarz inequality) } \\
& \leq\left\langle\nabla J\left(\theta_{k}\right), \theta_{k}-\theta_{k+1}\right\rangle \\
& +L\left\|\theta_{k}-\theta_{k+1}\right\|^{2} \int_{0}^{1}(1-\tau) d \tau(\text { from Lemma } 4) \\
& \leq\left\langle\nabla J\left(\theta_{k}\right), \theta_{k}-\theta_{k+1}\right\rangle+\frac{L}{2}\left\|\theta_{k}-\theta_{k+1}\right\|^{2} \\
& \leq \alpha_{k}\left\langle\nabla J\left(\theta_{k}\right),-\mathcal{P}_{\Theta}\left(\theta_{k}, \widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right), \alpha_{k}\right)\right\rangle \\
& +\frac{L \alpha_{k}^{2}}{2}\left\|\mathcal{P}_{\Theta}\left(\theta_{k}, \widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right), \alpha_{k}\right)\right\|^{2} \\
& \text { (from (13)) } \\
& \leq \alpha_{k}\left\langle\nabla J\left(\theta_{k}\right), \mathcal{P}_{\Theta}\left(\theta_{k}, \nabla J\left(\theta_{k}\right), \alpha_{k}\right)\right. \\
& \left.-\mathcal{P}_{\Theta}\left(\theta_{k}, \widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right), \alpha_{k}\right)\right\rangle \\
& -\alpha_{k}\left\langle\nabla J\left(\theta_{k}\right), \mathcal{P}_{\Theta}\left(\theta_{k}, \nabla J\left(\theta_{k}\right), \alpha_{k}\right)\right\rangle \\
& +\frac{L \alpha_{k}^{2}}{2}\left\|\mathcal{P}_{\Theta}\left(\theta_{k}, \widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right), \alpha_{k}\right)\right\|^{2}
\end{aligned}
$$

$$
\begin{align*}
\leq & \alpha_{k}\left\|\nabla J\left(\theta_{k}\right)\right\|\left\|\nabla J\left(\theta_{k}\right)-\widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right\| \\
& -\alpha_{k}\left\|\mathcal{P}_{\Theta}\left(\theta_{k}, \nabla J\left(\theta_{k}\right), \alpha_{k}\right)\right\|^{2} \\
& +\frac{L \alpha_{k}^{2}}{2}\left\|\widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right\|^{2} \quad(\text { from Lemma 10) } \\
\leq & L \alpha_{k}\left\|\nabla J\left(\theta_{k}\right)-\widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right\| \\
& -\alpha_{k}\left\|\mathcal{P}_{\Theta}\left(\theta_{k}, \nabla J\left(\theta_{k}\right), \alpha_{k}\right)\right\|^{2} \\
& +\frac{L \alpha_{k}^{2}}{2}\left\|\widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right\|^{2} \quad(\text { from Lemma 4] } \\
\leq & L \alpha_{k}\left\|\nabla J\left(\theta_{k}\right)-\nabla J_{\mu_{k}}\left(\theta_{k}\right)\right\| \\
& +L \alpha_{k}\left\|\nabla J_{\mu_{k}}\left(\theta_{k}\right)-\widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right\| \\
& -\alpha_{k}\left\|\mathcal{P}_{\Theta}\left(\theta_{k}, \nabla J\left(\theta_{k}\right), \alpha_{k}\right)\right\|^{2} \\
& +\frac{L \alpha_{k}^{2}}{2}\left\|\widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right\|^{2} \\
\leq & \frac{d L^{2}}{2} \alpha_{k} \mu_{k}+L \alpha_{k}\left\|\nabla J_{\mu_{k}}\left(\theta_{k}\right)-\widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right\| \\
- & \alpha_{k}\left\|\mathcal{P}_{\Theta}\left(\theta_{k}, \nabla J\left(\theta_{k}\right), \alpha_{k}\right)\right\|^{2} \\
+ & \frac{L \alpha_{k}^{2}}{2}\left\|\hat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right\|^{2}, \tag{25}
\end{align*}
$$

where the final inequality follows from Lemma 7 Summing up (25) for $k=0, \ldots, N-1$, we obtain

$$
\begin{align*}
& \sum_{k=0}^{N-1} \alpha_{k}\left\|\mathcal{P}_{\Theta}\left(\theta_{k}, \nabla J\left(\theta_{k}\right), \alpha_{k}\right)\right\|^{2} \\
& \leq \\
& \quad\left(J\left(\theta_{N}\right)-J\left(\theta_{0}\right)\right)+\frac{d L^{2}}{2} \sum_{k=0}^{N-1} \alpha_{k} \mu_{k} \\
& \quad+L \sum_{k=0}^{N-1} \alpha_{k}\left\|\nabla J_{\mu_{k}}\left(\theta_{k}\right)-\widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right\| \\
& \quad+\frac{L}{2} \sum_{k=0}^{N-1} \alpha_{k}^{2}\left\|\widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right\|^{2} \\
& \leq \\
& \quad\left(J^{*}-J\left(\theta_{0}\right)\right)+\frac{d L^{2}}{2} \sum_{k=0}^{N-1} \alpha_{k} \mu_{k}  \tag{26}\\
& \quad+L \sum_{k=0}^{N-1} \alpha_{k}\left\|\nabla J_{\mu_{k}}\left(\theta_{k}\right)-\hat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right\| \\
& \quad+\frac{L}{2} \sum_{k=0}^{N-1} \alpha_{k}^{2}\left\|\hat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right\|^{2} .
\end{align*}
$$

Taking expectations on both sides of (26), we obtain

$$
\sum_{k=0}^{N-1} \alpha_{k} \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{k}, \nabla J\left(\theta_{k}\right), \alpha_{k}\right)\right\|^{2}\right]
$$

$$
\begin{aligned}
\leq & \left(J^{*}-J\left(\theta_{0}\right)\right)+\frac{d L^{2}}{2} \sum_{k=0}^{N-1} \alpha_{k} \mu_{k} \\
& +L \sum_{k=0}^{N-1} \alpha_{k} \mathbb{E}\left[\left\|\nabla J_{\mu_{k}}\left(\theta_{k}\right)-\widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right\|\right] \\
& +\frac{L}{2} \sum_{k=0}^{N-1} \alpha_{k}^{2} \mathbb{E}\left[\left\|\widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right\|^{2}\right] \\
\leq & \left(J^{*}-J\left(\theta_{0}\right)\right)+\frac{d L^{2}}{2} \sum_{k=0}^{N-1} \alpha_{k} \mu_{k}+\frac{2 d L^{3}}{c_{0}} \sum_{k=0}^{N-1} \frac{\alpha_{k}^{2}}{n_{k}} \\
& +L \sum_{k=0}^{N-1} \alpha_{k} \mathbb{E}\left[\| \widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right. \\
& \left.\left.-\mathbb{E}\left[\widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right) \mid \theta_{k}\right] \|\right]\right](\text { from Lemmas 6and } 8) \\
\leq & \left(J^{*}-J\left(\theta_{0}\right)\right)+\frac{d L^{2}}{2} \sum_{k=0}^{N-1} \alpha_{k} \mu_{k}+\frac{2 d L^{3}}{c_{0}} \sum_{k=0}^{N-1} \frac{\alpha_{k}^{2}}{n_{k}} \\
& +L \sum_{k=0}^{N-1} \alpha_{k}\left(\mathbb { E } \left[\| \widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right)\right.\right. \\
& \left.\left.-\mathbb{E}\left[\widehat{\nabla}_{n_{k}, \mu_{k}} \hat{J}_{m_{k}}\left(\theta_{k}\right) \mid \theta_{k}\right]\| \|^{2}\right]\right)^{\frac{1}{2}} \\
\leq & \left(J^{*}-J\left(\theta_{0}\right)\right)+\frac{d L^{2}}{2} \sum_{k=0}^{N-1} \alpha_{k} \mu_{k}+\frac{2 d L^{3}}{c_{0}} \sum_{k=0}^{N-1} \frac{\alpha_{k}^{2}}{n_{k}} \\
& +\frac{2 \sqrt{d} L^{2}}{\sqrt{c_{0}}} \sum_{k=0}^{N-1} \frac{\alpha_{k}}{\sqrt{n_{k}}},
\end{aligned}
$$

Since $\mathbb{P}(R=k)=\frac{\alpha_{k}}{\sum_{k=0}^{N-1} \alpha_{k}}$, we obtain

$$
\begin{aligned}
\mathbb{E} & {\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{R}, \nabla J\left(\theta_{R}\right), \alpha_{R}\right)\right\|^{2}\right] } \\
= & \frac{\sum_{k=0}^{N-1} \alpha_{k} \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{k}, \nabla J\left(\theta_{k}\right), \alpha_{k}\right)\right\|^{2}\right]}{\sum_{k=0}^{N-1} \alpha_{k}} \\
\leq & \frac{\left(J^{*}-J\left(\theta_{0}\right)\right)+\frac{d L^{2}}{2} \sum_{k=0}^{N-1} \alpha_{k} \mu_{k}}{\sum_{k=0}^{N-1} \alpha_{k}} \\
& +\frac{\frac{2 d L^{3}}{c_{0}} \sum_{k=0}^{N-1} \frac{\alpha_{k}^{2}}{n_{k}}+\frac{2 \sqrt{d} L^{2}}{\sqrt{c_{0}}} \sum_{k=0}^{N-1} \frac{\alpha_{k}}{\sqrt{n_{k}}}}{\sum_{k=0}^{N-1} \alpha_{k}} .
\end{aligned}
$$

Proof of Corollary 1 In (15), we substitute $\alpha_{k}=\frac{c_{1}}{\sqrt{N}}$, $\mu_{k}=\frac{c_{2}}{\sqrt{N}}$, and $n_{k}=c_{3} N, \forall k$, for some absolute constants $c_{1}, c_{2}, c_{3}>0$, to obtain

$$
\mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{R}, \nabla J\left(\theta_{R}\right), \alpha_{R}\right)\right\|^{2}\right]
$$

$$
\leq \frac{\left(J^{*}-J\left(\theta_{0}\right)\right)+c^{\prime} L^{2}(d+\sqrt{d})}{\sqrt{N}}+\frac{c^{\prime \prime} d L^{3}}{N \sqrt{N}}
$$

for some constants $c^{\prime}, c^{\prime \prime}>0$.

### 5.2 Proofs for OffP-SF-SVRG

Lemma 11. $\mathbb{E}_{b}\left[\hat{J}^{j}(\theta)\right]=J(\theta), \forall j$.
Proof. Notice that

$$
\begin{aligned}
\mathbb{E}_{b}\left[\hat{J}^{j}(\theta)\right] & =\underset{\substack{[1, m] \sim b \\
j \in[1, m]}}{\mathbb{E}}\left[\sum_{t=0}^{T^{j}-1} \gamma^{t} R_{t+1}^{j}\left(\prod_{i=0}^{t} \frac{\pi_{\theta}\left(A_{i}^{j} \mid S_{i}^{j}\right)}{b\left(A_{i}^{j} \mid S_{i}^{j}\right)}\right)\right] \\
& =\underset{\substack{[1, m] \sim \pi_{\theta} \\
j \in[1, m]}}{\mathbb{E}}\left[\sum_{t=0}^{T^{j}-1} \gamma^{t} R_{t+1}^{j}\right]=J(\theta)
\end{aligned}
$$

Note that Lemmas 46 hold for OffP-SF-SVRG, and the proof follows by using Lemma 11 in place of Lemma 1

## Lemma 12.

$$
\begin{array}{r}
\mathbb{E}\left[\left\|\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{1}\right)-\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{2}\right)\right\|^{2}\right] \\
\leq \frac{d^{2} L^{2}}{\mu^{2} n} \mathbb{E}\left[\left\|\theta_{1}-\theta_{2}\right\|^{2}\right]
\end{array}
$$

Proof. Notice that

$$
\begin{aligned}
& \mathbb{E}[ \left.\left\|\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{1}\right)-\hat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{2}\right)\right\|^{2}\right] \\
& \leq \frac{d^{2}}{4 \mu^{2} n^{2}} \sum_{i=1}^{n} \mathbb{E}\left[\| \hat{J}^{j}\left(\theta_{1}+\mu v_{i}\right)-\hat{J}^{j}\left(\theta_{2}+\mu v_{i}\right)\right. \\
&\left.+\hat{J}^{j}\left(\theta_{2}-\mu v_{i}\right)-\hat{J}^{j}\left(\theta_{1}-\mu v_{i}\right)\left\|^{2}\right\| v_{i} \|^{2}\right] \\
& \leq \frac{d^{2}}{4 \mu^{2} n} \mathbb{E}\left[\| \hat{J}^{j}\left(\theta_{1}+\mu v\right)-\hat{J}^{j}\left(\theta_{2}+\mu v\right)\right. \\
&\left.\quad+\hat{J}^{j}\left(\theta_{2}-\mu v\right)-\hat{J}^{j}\left(\theta_{1}-\mu v\right) \|^{2}\right] \\
& \leq \frac{d^{2}}{2 \mu^{2} n}\left[\mathbb{E}\left[\left\|\hat{J}^{j}\left(\theta_{1}+\mu v\right)-\hat{J}^{j}\left(\theta_{2}+\mu v\right)\right\|^{2}\right]\right. \\
& \quad\left.+\mathbb{E}\left[\left\|\hat{J}^{j}\left(\theta_{2}-\mu v\right)-\hat{J}^{j}\left(\theta_{1}-\mu v\right)\right\|^{2}\right]\right] \\
& \leq \frac{d^{2} L^{2}}{\mu^{2} n} \mathbb{E}\left[\left\|\theta_{1}-\theta_{2}\right\|^{2}\right],(\text { by Lemma } 3 \text { with } m=1) .
\end{aligned}
$$

Lemma 13. $\widehat{\nabla}_{n, \mu} \hat{J}_{m}(\theta)=\mathbb{E}_{j \in[1, m]}\left[\widehat{\nabla}_{n, \mu} \hat{J}^{j}(\theta)\right]$.
Proof. Notice that

$$
\begin{aligned}
& \widehat{\nabla}_{n, \mu} \hat{J}_{m}(\theta)=\frac{d}{n} \sum_{i=1}^{n} \frac{\hat{J}_{m}\left(\theta+\mu v_{i}\right)-\hat{J}_{m}\left(\theta-\mu v_{i}\right)}{2 \mu} v_{i} \\
& =\frac{1}{m} \sum_{j=1}^{m} \frac{d}{n} \sum_{i=1}^{n} \frac{\hat{J}^{j}\left(\theta+\mu v_{i}\right)-\hat{J}^{j}\left(\theta-\mu v_{i}\right)}{2 \mu} v_{i}
\end{aligned}
$$

(from (4) and (9))
$=\underset{j \in[1, m]}{\mathbb{E}}\left[\frac{d}{n} \sum_{i=1}^{n} \frac{\hat{J}^{j}\left(\theta+\mu v_{i}\right)-\hat{J}^{j}\left(\theta-\mu v_{i}\right)}{2 \mu} v_{i}\right]$
$=\underset{j \in[1, m]}{\mathbb{E}}\left[\widehat{\nabla}_{n, \mu} \hat{J}^{j}(\theta)\right]$,
(from (10)).

Lemma 14. $\mathbb{E}\left[g_{k}^{s}\right]=\mathbb{E}\left[\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)\right]$.
Proof. Notice that

$$
\begin{aligned}
\mathbb{E} & {\left[g_{k}^{s}\right] } \\
= & \mathbb{E}\left[\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)-\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\tilde{\theta}^{s}\right)+\widehat{\nabla}_{n, \mu} \hat{J}_{m}\left(\tilde{\theta}^{s}\right)\right] \\
= & \text { (from (12)) } \\
& \mathbb{E}\left[\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)\right] \\
& +\mathbb{E}\left[\underset{j \in[1, m]}{\mathbb{E}}\left[\widehat{\nabla}_{n, \mu} \hat{J}_{m}\left(\tilde{\theta}^{s}\right)-\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\tilde{\theta}^{s}\right)\right]\right] \\
= & \mathbb{E}\left[\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)\right] \quad \text { (from Lemma (13). }
\end{aligned}
$$

Lemma 15. For some absolute constant $c_{0}>0$,

$$
\mathbb{E}\left[\left\|g_{k}^{s}\right\|^{2}\right] \leq \frac{2 d^{2} L^{2}}{\mu^{2} n} \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right]+\frac{8 d L^{2}}{c_{0} n}
$$

## Proof. Notice that

$\mathbb{E}\left[\left\|g_{k}^{s}\right\|^{2}\right]$

$$
=\mathbb{E}\left[\left\|\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)-\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\tilde{\theta}^{s}\right)+\widehat{\nabla}_{n, \mu} \hat{J}_{m}\left(\tilde{\theta}^{s}\right)\right\|^{2}\right]
$$

$$
\leq 2 \mathbb{E}\left[\left\|\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)-\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\tilde{\theta}^{s}\right)\right\|^{2}\right]
$$

$$
+2 \mathbb{E}\left[\left\|\widehat{\nabla}_{n, \mu} \hat{J}_{m}\left(\tilde{\theta}^{s}\right)\right\|^{2}\right]
$$

$\leq \frac{2 d^{2} L^{2}}{\mu^{2} n} \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right]+\frac{8 d L^{2}}{c_{0} n}$,
(from Lemmas 8 and 12).

Lemma 16. For some absolute constant $c_{0}>0$,

$$
\begin{aligned}
& \mathbb{E}\left[\left\|g_{k}^{s}-\nabla J\left(\theta_{k}^{s}\right)\right\|^{2}\right] \\
& \leq \frac{2 d^{2} L^{2}}{\mu^{2} n} \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right]+\mu^{2} d^{2} L^{2}+\frac{16 d L^{2}}{c_{0} n}
\end{aligned}
$$

## Proof. Notice that

$$
\begin{aligned}
& \mathbb{E}\left[\left\|g_{k}^{s}-\nabla J\left(\theta_{k}^{s}\right)\right\|^{2}\right] \\
& =\mathbb{E}\left[\| \hat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)-\hat{\nabla}_{n, \mu} \hat{J}^{j}\left(\tilde{\theta}^{s}\right)\right. \\
& \left.+\widehat{\nabla}_{n, \mu} \hat{J}_{m}\left(\tilde{\theta}^{s}\right)-\nabla J\left(\theta_{k}^{s}\right) \|^{2}\right] \\
& \leq 2 \mathbb{E}\left[\|\left[\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)-\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\tilde{\theta}^{s}\right)\right]\right. \\
& \left.-\underset{j \in[1, m]}{\mathbb{E}}\left[\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)-\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\tilde{\theta}^{s}\right)\right] \|^{2}\right] \\
& +2 \mathbb{E}\left[\left\|\underset{j \in[1, m]}{\mathbb{E}}\left[\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)\right]-\nabla J\left(\theta_{k}^{s}\right)\right\|^{2}\right] \\
& \text { (from Lemma 13) } \\
& \leq 2 \mathbb{E}\left[\left\|\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)-\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\tilde{\theta}^{s}\right)\right\|^{2}\right] \\
& +2 \mathbb{E}\left[\left\|\frac{1}{m} \sum_{j=1}^{m} \widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)-\nabla J\left(\theta_{k}^{s}\right)\right\|^{2}\right] \\
& \text { (since } \mathbb{E}\left[\|X-\mathbb{E}[X \mid Y]\|^{2}\right] \leq \mathbb{E}\left[\|X\|^{2}\right] \text { ) } \\
& \leq 2 \mathbb{E}\left[\left\|\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)-\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\tilde{\theta}^{s}\right)\right\|^{2}\right] \\
& +\frac{2}{m} \sum_{j=1}^{m} \mathbb{E}\left[\left\|\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)-\nabla J\left(\theta_{k}^{s}\right)\right\|^{2}\right] \\
& \text { (since }\left\|\sum_{i=1}^{m} X_{i}\right\|^{2} \leq m \sum_{i=1}^{m}\left\|X_{i}\right\|^{2} \text { ) } \\
& \leq \frac{2 d^{2} L^{2}}{\mu^{2} n} \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right] \\
& +\frac{4}{m} \sum_{j=1}^{m} \mathbb{E}\left[\left\|\hat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)-\mathbb{E}\left[\widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right) \mid \theta_{k}^{s}\right]\right\|^{2}\right] \\
& +\frac{4}{m} \sum_{j=1}^{m} \mathbb{E}\left[\left\|\nabla J_{\mu}\left(\theta_{k}^{s}\right)-\nabla J\left(\theta_{k}^{s}\right)\right\|^{2}\right]
\end{aligned}
$$

(from Lemma 12 and Lemma 6 with $m=1$ )

$$
\begin{aligned}
\leq & \frac{2 d^{2} L^{2}}{\mu^{2} n} \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right] \\
& +\frac{4}{m} \sum_{j=1}^{m} \mathbb{E}\left[\left\|\hat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)\right\|^{2}\right]
\end{aligned}
$$

$$
+\frac{4}{m} \sum_{j=1}^{m} \mathbb{E}\left[\left\|\nabla J_{\mu}\left(\theta_{k}^{s}\right)-\nabla J\left(\theta_{k}^{s}\right)\right\|^{2}\right]
$$

$$
\text { (since } \mathbb{E}\left[\|X-E[X \mid Y]\|^{2}\right] \leq \mathbb{E}\left[\|X\|^{2}\right] \text { ) }
$$

$$
\leq \frac{2 d^{2} L^{2}}{\mu^{2} n} \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right]+\mu^{2} d^{2} L^{2}+\frac{16 d L^{2}}{c_{0} n}
$$

$$
\text { (from Lemma } 7 \text { and Lemma } 8 \text { with } m=1 \text { ). }
$$

Proof of Theorem 3 By using a completely parallel argument to the initial passage in the proof of Theorem 1 leading up to (25), we obtain

$$
\begin{align*}
J & \left(\theta_{k}^{s}\right)-J\left(\theta_{k+1}^{s}\right) \\
\leq & \alpha\left\langle\nabla J\left(\theta_{k}^{s}\right), \mathcal{P}_{\Theta}\left(\theta_{k}^{s}, \nabla J\left(\theta_{k}^{s}\right), \alpha\right)-\mathcal{P}_{\Theta}\left(\theta_{k}^{s}, g_{k}^{s}, \alpha\right)\right\rangle \\
& -\alpha\left\langle\nabla J\left(\theta_{k}^{s}\right), \mathcal{P}_{\Theta}\left(\theta_{k}^{s}, \nabla J\left(\theta_{k}^{s}\right), \alpha\right)\right\rangle \\
& +\frac{L \alpha^{2}}{2}\left\|\mathcal{P}_{\Theta}\left(\theta_{k}^{s}, g_{k}^{s}, \alpha\right)\right\|^{2} \\
\leq & \frac{\alpha}{2}\left\|\nabla J\left(\theta_{k}^{s}\right)\right\|^{2}+\frac{\alpha}{2}\left\|\nabla J\left(\theta_{k}^{s}\right)-g_{k}^{s}\right\|^{2} \\
& -\alpha\left\|\mathcal{P}_{\Theta}\left(\theta_{k}^{s}, \nabla J\left(\theta_{k}^{s}\right), \alpha\right)\right\|^{2} \\
& +\frac{L \alpha^{2}}{2}\left\|g_{k}^{s}\right\|^{2} \\
\leq & \frac{3 \alpha}{2}\left\|\nabla J\left(\theta_{k}^{s}\right)-g_{k}^{s}\right\|^{2}+\left(\frac{L \alpha^{2}}{2}+\alpha\right)\left\|g_{k}^{s}\right\|^{2} \\
& -\alpha\left\|\mathcal{P}_{\Theta}\left(\theta_{k}^{s}, \nabla J\left(\theta_{k}^{s}\right), \alpha\right)\right\|^{2} . \tag{27}
\end{align*}
$$

Taking expectations on both sides of (27), we obtain

$$
\begin{align*}
\mathbb{E} & {\left[J\left(\theta_{k+1}^{s}\right)\right] } \\
\geq & \mathbb{E}\left[J\left(\theta_{k}^{s}\right)\right]+\alpha \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{k}^{s}, \nabla J\left(\theta_{k}^{s}\right), \alpha\right)\right\|^{2}\right] \\
& -\frac{3 \alpha}{2} \mathbb{E}\left[\left\|\nabla J\left(\theta_{k}^{s}\right)-g_{k}^{s}\right\|^{2}\right] \\
& -\left(\frac{L \alpha^{2}}{2}+\alpha\right) \mathbb{E}\left[\left\|g_{k}^{s}\right\|^{2}\right] \\
\geq & \mathbb{E}\left[J\left(\theta_{k}^{s}\right)\right]+\alpha \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{k}, \nabla J\left(\theta_{k}\right), \alpha\right)\right\|^{2}\right] \\
& -\left(\frac{5 \alpha d^{2} L^{2}}{\mu^{2} n}+\frac{\alpha^{2} d^{2} L^{3}}{\mu^{2} n}\right) \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right] \\
& -\frac{3 \alpha \mu^{2} d^{2} L^{2}}{2}-\left(\frac{\alpha^{2} L}{2}+4 \alpha\right) \frac{8 d L^{2}}{c_{0} n} \tag{28}
\end{align*}
$$

where the final inequality follows from Lemmas $15-16$. Now,

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\theta_{k+1}^{s}-\tilde{\theta}^{s}\right\|^{2}\right]=\mathbb{E}\left[\left\|\Pi_{\Theta}\left(\theta_{k}^{s}+\alpha g_{k}^{s}\right)-\tilde{\theta}^{s}\right\|^{2}\right] \\
& \leq \mathbb{E}\left[\left\|\theta_{k}^{s}+\alpha g_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right]
\end{aligned}
$$

$$
\begin{align*}
\leq & \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}+\alpha^{2}\left\|g_{k}^{s}\right\|^{2}+2 \alpha\left\langle\theta_{k}^{s}-\tilde{\theta}^{s}, g_{k}^{s}\right\rangle\right] \\
\leq & \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right]+2 \alpha \mathbb{E}\left[\left\langle\theta_{k}^{s}-\tilde{\theta}^{s}, \widehat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)\right\rangle\right] \\
& +\alpha^{2} \mathbb{E}\left[\left\|g_{k}^{s}\right\|^{2}\right] \\
\leq & \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right]+\alpha^{2} \mathbb{E}\left[\left\|g_{k}^{s}\right\|^{2}\right] \\
+ & \frac{\alpha}{2 \alpha m} \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right]+2 \alpha^{2} m \mathbb{E}\left[\left\|\hat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)\right\|^{2}\right] \\
\leq & \left(1+\frac{1}{2 m}\right) \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right]+\alpha^{2} \mathbb{E}\left[\left\|g_{k}^{s}\right\|^{2}\right] \\
& +2 \alpha^{2} m \mathbb{E}\left[\left\|\hat{\nabla}_{n, \mu} \hat{J}^{j}\left(\theta_{k}^{s}\right)\right\|^{2}\right] \\
\leq & \left(1+\frac{1}{2 m}+\frac{2 \alpha^{2} d^{2} L^{2}}{\mu^{2} n}\right) \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right] \\
& +\frac{8 \alpha^{2} d L^{2}(1+m)}{c_{0} n},
\end{align*}
$$

where the final inquality follows from Lemma 15 and the result in Lemma 8 with $m=1$. Let

$$
\begin{equation*}
R_{k}^{s}=\mathbb{E}\left[J\left(\theta_{k}^{s}\right)\right]-b_{k} \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right] . \tag{30}
\end{equation*}
$$

Now,

$$
\begin{align*}
& R_{k+1}^{s} \\
& \geq \mathbb{E}\left[J\left(\theta_{k}^{s}\right)\right]+\alpha \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{k}^{s}, \nabla J\left(\theta_{k}^{s}\right), \alpha\right)\right\|^{2}\right] \\
& \\
& \quad-\left(\frac{5 \alpha d^{2} L^{2}}{\mu^{2} n}+\frac{\alpha^{2} d^{2} L^{3}}{\mu^{2} n}\right) \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right] \\
& \quad-\frac{3 \alpha \mu^{2} d^{2} L^{2}}{2}-\left(\frac{L \alpha^{2}}{2}+4 \alpha\right) \frac{8 d L^{2}}{c_{0} n} \\
& \quad-b_{k+1} \mathbb{E}\left[\left\|\theta_{k+1}^{s}-\tilde{\theta}^{s}\right\|^{2}\right] \quad \text { (from (28)) } \\
& \geq \\
& \quad \mathbb{E}\left[J\left(\theta_{k}^{s}\right)\right]+\alpha \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{k}^{s}, \nabla J\left(\theta_{k}^{s}\right), \alpha\right)\right\|^{2}\right] \\
& \\
& \quad-\left(\frac{5 \alpha d^{2} L^{2}}{\mu^{2} n}+\frac{\alpha^{2} d^{2} L^{3}}{\mu^{2} n}+b_{k+1}\left(1+\frac{1}{2 m}\right.\right.  \tag{31}\\
& \left.\left.\quad+\frac{2 \alpha^{2} d^{2} L^{2}}{\mu^{2} n}\right)\right) \mathbb{E}\left[\left\|\theta_{k}^{s}-\tilde{\theta}^{s}\right\|^{2}\right] \\
& \quad-\left(\frac{L \alpha^{2}}{2}+4 \alpha+b_{k+1} \alpha^{2}(1+m)\right) \frac{8 d L^{2}}{c_{0} n} \\
& \quad-\frac{3 \alpha \mu^{2} d^{2} L^{2}}{2},
\end{align*}
$$

Let

$$
b_{k}= \begin{cases}x+b_{k+1}(1+y) & \text { for } k \in\{0, m-1\}  \tag{32}\\ 0 & \text { for } k \geq m\end{cases}
$$

where

$$
x=\frac{5 \alpha d^{2} L^{2}}{\mu^{2} n}+\frac{\alpha^{2} d^{2} L^{3}}{\mu^{2} n}, y=\frac{1}{2 m}+\frac{2 \alpha^{2} d^{2} L^{2}}{\mu^{2} n} .
$$

By solving the recursion (32), we obtain

$$
\begin{equation*}
b_{k}=\frac{x}{y}\left((1+y)^{m-k}-1\right) . \tag{33}
\end{equation*}
$$

It is easy to see that

$$
\begin{equation*}
b_{k} \leq b_{0} \leq \frac{x}{y}(1+y)^{m}, \forall k . \tag{34}
\end{equation*}
$$

From (31), (32) and (34) we obtain

$$
\begin{align*}
\alpha \mathbb{E} & {\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{k}^{s}, \nabla J\left(\theta_{k}^{s}\right), \alpha\right)\right\|^{2}\right] } \\
\leq & R_{k+1}^{s}-\mathbb{R}_{k}^{s}+\frac{3 \alpha \mu^{2} d^{2} L^{2}}{2} \\
& +\left(\frac{L \alpha^{2}}{2}+4 \alpha+b_{0} \alpha^{2}(1+m)\right) \frac{8 d L^{2}}{c_{0} n} \tag{35}
\end{align*}
$$

Now, from (30) we obtain

$$
\begin{align*}
R_{m}^{s} & =\mathbb{E}\left[J\left(\theta_{m}^{s}\right)\right]-b_{m} \mathbb{E}\left[\left\|\theta_{m}^{s}-\tilde{\theta}^{s}\right\|^{2}\right] \\
& =\mathbb{E}\left[J\left(\theta_{m}^{s}\right)\right]=\mathbb{E}\left[J\left(\tilde{\theta}^{s+1}\right)\right], \quad(\text { from 32) } \\
R_{0}^{s} & =\mathbb{E}\left[J\left(\theta_{0}^{s}\right)\right]-b_{0} \mathbb{E}\left[\left\|\theta_{0}^{s}-\tilde{\theta}^{s}\right\|^{2}\right] \\
& =\mathbb{E}\left[J\left(\theta_{0}^{s}\right)\right]=\mathbb{E}\left[J\left(\tilde{\theta}^{s}\right)\right], \quad\left(\text { since } \theta_{0}^{s}=\tilde{\theta}^{s}\right), \tag{36}
\end{align*}
$$

Summing up (35) from $k=0, \cdots, m-1$, we obtain

$$
\begin{aligned}
& \sum_{k=0}^{m-1} \alpha \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{k}^{s}, \nabla J\left(\theta_{k}^{s}\right), \alpha\right)\right\|^{2}\right] \\
& \leq R_{m}^{s}-R_{0}^{s}+\frac{3 \alpha \mu^{2} d^{2} L^{2} m}{2} \\
& \quad+\left(\frac{L \alpha^{2}}{2}+4 \alpha+b_{0} \alpha^{2}(1+m)\right) \frac{8 d L^{2} m}{c_{0} n} \\
& \leq \mathbb{E}\left[J\left(\tilde{\theta}^{s+1}\right)\right]-\mathbb{E}\left[J\left(\tilde{\theta}^{s}\right)\right]+\frac{3 \alpha \mu^{2} d^{2} L^{2} m}{2} \\
& \quad+\left(\frac{L \alpha^{2}}{2}+4 \alpha+b_{0} \alpha^{2}(1+m)\right) \frac{8 d L^{2} m}{c_{0} n}
\end{aligned}
$$

Summing the RHS above from $s=0, \cdots, S-1$, we obtain

$$
\begin{align*}
& \sum_{s=0}^{S-1} \sum_{k=0}^{m-1} \alpha \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{k}^{s}, \nabla J\left(\theta_{k}^{s}\right), \alpha\right)\right\|^{2}\right] \\
& \leq \mathbb{E}\left[J\left(\tilde{\theta}^{S}\right)\right]-\mathbb{E}\left[J\left(\tilde{\theta}^{0}\right)\right]+\frac{3 \alpha \mu^{2} d^{2} L^{2} S m}{2} \\
& \quad+\left(\frac{L \alpha^{2}}{2}+4 \alpha+b_{0} \alpha^{2}(1+m)\right) \frac{8 d L^{2} S m}{c_{0} n} \tag{37}
\end{align*}
$$

From the definition of $\alpha, \mu$, and $n$ in the theorem statement, we have
$y=\frac{1}{2 m}+\frac{1}{8 m} \leq \frac{1}{m}, \frac{x}{y}=2 d L+\frac{L}{10}$, and
$b_{0} \leq\left(2 d L+\frac{L}{10}\right)(1+1 / m)^{m} \leq\left(2 d L+\frac{L}{10}\right) e$.
Using the bound on $b_{0}$ in (37), we have

$$
\begin{align*}
& \sum_{s=0}^{S-1} \sum_{k=0}^{m-1} \alpha \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{k}^{s}, \nabla J\left(\theta_{k}^{s}\right), \alpha\right)\right\|^{2}\right] \\
& \leq \mathbb{E}\left[J\left(\tilde{\theta}^{S}\right)\right]-\mathbb{E}\left[J\left(\tilde{\theta}^{0}\right)\right]+\frac{3 d L}{8} \\
& \quad+\left(1+\frac{1}{32 d}+\frac{(20 d+1) e(1+m)}{160 d}\right) \frac{8 L}{c_{0} m} \tag{38}
\end{align*}
$$

Since $\mathbb{P}(Q=s, R=k)=\frac{\alpha}{\sum_{s=0}^{S-1} \sum_{k=0}^{m-1} \alpha}$, we obtain
$\mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{R}^{Q}, \nabla J\left(\theta_{R}^{Q}\right), \alpha\right)\right\|^{2}\right]$
$=\frac{\sum_{s=0}^{S-1} \sum_{k=0}^{m-1} \alpha \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{k}^{s}, \nabla J\left(\theta_{k}^{s}\right), \alpha\right)\right\|^{2}\right]}{\sum_{s=0}^{S-1} \sum_{k=0}^{m-1} \alpha}$
$\leq \frac{4 d L\left(J^{*}-J\left(\theta_{0}^{0}\right)\right)}{S m}+\frac{L^{2}\left(15 c_{0} d^{2}+40 e d+2 e\right)}{10 c_{0} S m}$
$+\frac{20 d L^{2}(8+e)+L^{2}(5+e)}{5 c_{0} S m^{2}}$.

### 5.3 Proofs for REINFORCE (off-policy variant)

Proof of Theorem 2 The REINFORCE (off-policy variant) algorithm solves the following update iterate

$$
\begin{equation*}
\theta_{k+1}=\Pi_{\Theta}\left(\theta_{k}+\alpha \widehat{\nabla} J(\theta)\right) \tag{40}
\end{equation*}
$$

where $\widehat{\nabla} J(\theta)$ is defined as below:

$$
\widehat{\nabla} J(\theta)=\frac{1}{m} \sum_{n=1}^{m}\left[\sum_{t=0}^{T^{n}-1} \nabla \log \pi_{\theta}\left(A_{t}^{n} \mid S_{t}^{n}\right)\right.
$$

$$
\begin{equation*}
\left.\left(\prod_{i=0}^{t} \frac{\pi_{\theta}\left(A_{i}^{n} \mid S_{i}^{n}\right)}{b\left(A_{i}^{n} \mid S_{i}^{n}\right)}\right)\left(\sum_{i=t}^{T^{n}-1} \gamma^{i} R_{i+1}^{n}\right)\right] \tag{41}
\end{equation*}
$$

The policy gradient estimate $\widehat{\nabla} J(\theta)$ is an unbiased estimate of $\nabla J(\theta)$, where

$$
\begin{align*}
& \nabla J(\theta) \\
& =\mathbb{E}_{\pi_{\theta}}\left[\left(\sum_{t=0}^{T-1} \nabla \log \pi_{\theta}\left(A_{t} \mid S_{t}\right)\right)\left(\sum_{t=0}^{T-1} \gamma^{t} R_{t+1}\right)\right] \\
& =\mathbb{E}_{b}\left[\left(\prod_{t=0}^{T-1} \frac{\pi_{\theta}\left(A_{t} \mid S_{t}\right)}{b\left(A_{t} \mid S_{t}\right)}\right)\right. \\
& \left.=\quad\left(\sum_{t=0}^{T-1} \nabla \log \pi_{\theta}\left(A_{t} \mid S_{t}\right)\right)\left(\sum_{t=0}^{T-1} \gamma^{t} R_{t+1}\right)\right] \\
& =\mathbb{E}_{b}\left[\sum_{t=0}^{T-1} \nabla \log \pi_{\theta}\left(A_{t} \mid S_{t}\right)\right. \\
& \left.\quad \quad\left(\prod_{i=0}^{t} \frac{\pi_{\theta}\left(A_{i} \mid S_{i}\right)}{b\left(A_{i} \mid S_{i}\right)}\right)\left(\sum_{i=t}^{T-1} \gamma^{i} R_{i+1}\right)\right] \tag{42}
\end{align*}
$$

and

$$
\begin{align*}
\mathbb{E}_{b} & {[\widehat{\nabla} J(\theta)] } \\
=\mathbb{E}_{b} & {\left[\frac { 1 } { m } \sum _ { n = 1 } ^ { m } \left[\sum_{t=0}^{T^{n}-1} \nabla \log \pi_{\theta}\left(A_{t}^{n} \mid S_{t}^{n}\right)\right.\right.} \\
& \left.\left.\left(\prod_{i=0}^{t} \frac{\pi_{\theta}\left(A_{i}^{n} \mid S_{i}^{n}\right)}{b\left(A_{i}^{n} \mid S_{i}^{n}\right)}\right)\left(\sum_{i=t}^{T^{n}-1} \gamma^{i} R_{i+1}^{n}\right)\right]\right] \\
=\mathbb{E}_{b} & {\left[\sum_{t=0}^{T-1} \nabla \log \pi_{\theta}\left(A_{t} \mid S_{t}\right)\left(\prod_{i=0}^{t} \frac{\pi_{\theta}\left(A_{i} \mid S_{i}\right)}{b\left(A_{i} \mid S_{i}\right)}\right)\right.} \\
& \left.\quad\left(\sum_{i=t}^{T-1} \gamma^{i} R_{i+1}\right)\right]=\nabla J(\theta) \tag{43}
\end{align*}
$$

Now,

$$
\begin{aligned}
& \nabla \hat{J}_{m}(\theta) \\
& =\nabla\left[\sum_{t=0}^{T^{n}-1} \gamma^{t} \frac{1}{m} \sum_{n=1}^{m} R_{t+1}^{n}\left(\prod_{i=0}^{t} \frac{\pi_{\theta}\left(A_{i}^{n} \mid S_{i}^{n}\right)}{b\left(A_{i}^{n} \mid S_{i}^{n}\right)}\right)\right] \\
& =\sum_{t=0}^{T^{n}-1} \gamma^{t} \frac{1}{m} \sum_{n=1}^{m} R_{t+1}^{n}\left(\prod_{i=0}^{t} \frac{\pi_{\theta}\left(A_{i}^{n} \mid S_{i}^{n}\right)}{b\left(A_{i}^{n} \mid S_{i}^{n}\right)}\right) \\
& \quad\left(\sum_{i=0}^{t} \nabla \log \pi_{\theta}\left(A_{i}^{n} \mid S_{i}^{n}\right)\right) \\
& =\frac{1}{m} \sum_{n=1}^{m}\left[\sum_{t=0}^{T^{n}-1} \nabla \log \pi_{\theta}\left(A_{t}^{n} \mid S_{t}^{n}\right)\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.\left(\prod_{i=0}^{t} \frac{\pi_{\theta}\left(A_{i}^{n} \mid S_{i}^{n}\right)}{b\left(A_{i}^{n} \mid S_{i}^{n}\right)}\right)\left(\sum_{i=t}^{T^{n}-1} \gamma^{i} R_{i+1}^{n}\right)\right] \\
= & \widehat{\nabla} J(\theta) \tag{44}
\end{align*}
$$

It is easy to see that $\nabla J(\theta)$ is $L$-Lipschitz w.r.t $\theta$ and $\|\widehat{\nabla} J(\theta)\| \leq L$ using (43), (44) and Lemmas 3] and4

By using a completely parallel argument to the initial passage in the proof of Theorem 1 leading up to (25), we obtain

$$
\begin{align*}
& J\left(\theta_{k}\right)-J\left(\theta_{k+1}\right) \\
& \leq L \alpha\left\|\nabla J\left(\theta_{k}\right)-\widehat{\nabla} J\left(\theta_{k}\right)\right\|+\frac{L \alpha^{2}}{2}\left\|\widehat{\nabla} J\left(\theta_{k}\right)\right\|^{2} \\
& \quad-\alpha\left\|\mathcal{P}_{\Theta}\left(\theta_{k}, \nabla J\left(\theta_{k}\right), \alpha\right)\right\|^{2} . \tag{45}
\end{align*}
$$

Summing up (45) from $k=0, \cdots, N-1$, we obtain

$$
\begin{align*}
& \sum_{k=0}^{N-1} \alpha\left\|\mathcal{P}_{\Theta}\left(\theta_{k}, \nabla J\left(\theta_{k}\right), \alpha\right)\right\|^{2} \\
& \leq\left(J^{*}-J\left(\theta_{0}\right)\right)+L \alpha \sum_{k=0}^{N-1}\left\|\nabla J\left(\theta_{k}\right)-\widehat{\nabla} J\left(\theta_{k}\right)\right\| \\
& \quad+\frac{L \alpha^{2}}{2} \sum_{k=0}^{N-1}\left\|\widehat{\nabla} J\left(\theta_{k}\right)\right\|^{2} \tag{46}
\end{align*}
$$

Taking expectations on both sides of (46), we obtain

$$
\begin{aligned}
& \sum_{k=0}^{N-1} \alpha \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{k}, \nabla J\left(\theta_{k}\right), \alpha\right)\right\|^{2}\right] \\
& \leq \\
& \left(J^{*}-J\left(\theta_{0}\right)\right)+\frac{L \alpha^{2}}{2} \sum_{k=0}^{N-1} \mathbb{E}\left[\left\|\widehat{\nabla} J\left(\theta_{k}\right)\right\|^{2}\right] \\
& \quad+L \alpha \sum_{k=0}^{N-1} \mathbb{E}\left[\left\|\nabla J\left(\theta_{k}\right)-\widehat{\nabla} J\left(\theta_{k}\right)\right\|\right] \quad(\text { from (43) }) \\
& \leq \\
& \quad\left(J^{*}-J\left(\theta_{0}\right)\right)+\frac{L \alpha^{2}}{2} \sum_{k=0}^{N-1} \mathbb{E}\left[\left\|\widehat{\nabla} J\left(\theta_{k}\right)\right\|^{2}\right] \\
& \quad+L \alpha \sum_{k=0}^{N-1}\left(\mathbb{E}\left[\left\|\mathbb{E}_{b}\left[\widehat{\nabla} J\left(\theta_{k}\right)\right]-\widehat{\nabla} J\left(\theta_{k}\right)\right\|^{2}\right]\right)^{\frac{1}{2}} \\
& \leq\left(J^{*}-J\left(\theta_{0}\right)\right)+\frac{L \alpha^{2}}{2} \sum_{k=0}^{N-1} \mathbb{E}\left[\left\|\widehat{\nabla} J\left(\theta_{k}\right)\right\|^{2}\right] \\
& \quad+L \alpha \sum_{k=0}^{N-1}\left(\mathbb{E}\left[\left\|\widehat{\nabla} J\left(\theta_{k}\right)\right\|^{2}\right]\right)^{\frac{1}{2}} \\
& \left.\quad\left(\operatorname{since} \mathbb{E}\left[(X-\mathbb{E}[X \mid Y])^{2}\right]\right) \leq \mathbb{E}\left[X^{2}\right]\right)
\end{aligned}
$$

$$
\begin{equation*}
\leq\left(J^{*}-J\left(\theta_{0}\right)\right)+\frac{L^{3}}{2} \alpha^{2} N+L^{2} \alpha N \tag{47}
\end{equation*}
$$

Since $\mathbb{P}(R=k)=\frac{\alpha}{\sum_{k=0}^{N-1} \alpha}$, we obtain

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{R}, \nabla J\left(\theta_{R}\right), \alpha\right)\right\|^{2}\right] \\
& =\frac{\sum_{k=0}^{N-1} \alpha \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{k}, \nabla J\left(\theta_{k}\right), \alpha\right)\right\|^{2}\right]}{\sum_{k=0}^{N-1} \alpha} \\
& \leq \frac{\left(J^{*}-J\left(\theta_{0}\right)\right)+\frac{L^{3}}{2} \alpha^{2} N+L^{2} \alpha N}{\sum_{k=0}^{N-1} \alpha} .
\end{aligned}
$$

Since $\alpha=\frac{1}{\sqrt{N}}$, we obtain

$$
\begin{aligned}
& \mathbb{E}\left[\left\|\mathcal{P}_{\Theta}\left(\theta_{R}, \nabla J\left(\theta_{R}\right), \alpha\right)\right\|^{2}\right] \\
& \leq \frac{\left(J^{*}-J\left(\theta_{0}\right)\right)+\frac{L^{3}}{2}}{\sqrt{N}}+L^{2} .
\end{aligned}
$$

## 6 Simulation analysis

We conducted experiments on an control problem called CartPole from OpenAI Gym toolkit [9]. The problem is to balance a pole which is attached to a moving cart. The state space is continuous and each state is a quadruple (cart position, cart velocity, pole angle, pole velocity at tip) and the action space is discrete (push cart to the left and push cart to the right). We fixed the initial state. The problem is reset to the initial state either after 200 steps, the pole tilt more than 15 degrees from vertical, or the cart moves more than 2.4 units from the centre. We receive a reward of +1 for each timestep in which the pole is upright.

We have used the samples collected using an $\epsilon$-greedy behavior policy and a target policy which follows an exponential softmax distribution. We have compared the performance of OffP-SF, OffP-SF-SVRG and REINFORCE (off-policy variant)algorithms. In Figure 1 we plot the performance of the aforementioned algorithms.

## 7 Conclusions and future work

We proposed two policy gradient algorithms for offpolicy control in a RL context. Both algorithms incorporated a smoothed functional scheme for gradient estimation. For both algorithms, we provided nonasymptotic bounds that establish convergence to an approximate stationary point.

Figure 1: CartPole with fixed initial state


As future work, it would be interesting to study the global convergence properties of our algorithms under additional assumptions such as those used in [41, 42]. An orthogonal research direction is to incorporate feature-based representations and function approximation together with smoothed functional gradient estimation, and study the non-asymptotic performance of the resulting actor-critic algorithms. Another direction of future work is to check if our algorithms are globally convergent under additional assumptions such as those in [23].
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