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Abstract

We present a reduction that allows us to establish completeness results for several ap-
proximation classes mainly beyond APX. Using it, we extend one of the basic results of
S. Khanna, R. Motwani, M. Sudan, and U. Vazirani (On syntactic versus computational
views of approzimability, SITAM J. Comput., 28:164-191, 1998) by proving the existence of
complete problems for the whole Log-APX, the class of problems approximable within ra-
tios that are logarithms of the size of the instance. We also introduce a new approximability
class, called Poly-APX(A), dealing with graph-problems approximable with ratios func-
tions of the maximum degree A of the input graph. For this class also, using the reduction
propose, we establish complete problems.

1 Introduction and preliminaries

Consider an NPO problem! II = (Zy1, Soly, miz, goaly;), where: Zyy denotes the set of instances
of II; for any instance z € Zyy, Solp(x) is the set of feasible solutions of x; for any = € Z11 and
any y € Sol(z), mm(z,y) denotes the value of y; finally, goaly; is max, or min. For any = € Zp,
let opt(z) be the value of an optimal solution for x. Then, the approximation ratio of an
algorithm A computing a feasible solution A(z) = y € Sol(z) is defined by mp(x,y)/opty(z). The
objective of the polynomial approximation theory is double: on the one hand it aims at devising
polynomial algorithms achieving good approximation ratios for NP-hard problems; on the other
hand, it aims at building a hierarchy of these problems, elements of which correspond to strata
of problems sharing common approximability properties (they notably are approximable within
comparable — in some predefined sense — approximation ratios) and at investigating relations
between problems in the same stratum (notably to exhibit problems that are harder from others).
This second objective is the scientific are called in short structure in approximability classes.
Study of structure in approximability classes is in the heart of the research in polynomial ap-
proximation since the seminal papers of [10, 11, 6|. By using suitable approximation-preserving
reductions, the existence of natural complete problems for almost all the known approximation
classes has been established. For instance, MAX WSAT for NPO under AP-reduction (|3, 5]), or
PTAS-reduction (|7]), MAX WSAT-B for APX, the class of the problems approximable within
(fixed) constant ratios, under P-reduction ([6]), MAX 3-SAT for APX under AP-reduction ([3, 5]),
or PTAS-reduction (|7]), MAX PLANAR INDEPENDENT SET for PTAS, the class of the problems
solvable by polynomial time approximation schemata, under FT-reduction ([4]), MAX INDEPEN-
DENT SET for Poly-APX under PTAS-reduction ([4]). Also, under E-reduction, completeness
in Log-APX-PB, the subclass of Log-APX dealing with polynomially bounded problems (the

! An NPO problem is an optimization problem, the decision version of which is in NP.



class of problems whose values are bounded by a polynomial in the size of the instance), has also
been established. One problem that, to our knowledge, remains open from this ambitious but so
successful research program, is the establishing of completeness for the whole Log-APX.

As one can see by the unravelling of the fascinating history of the approximation-preserving
reductions, the one that allows achievement of the most of completeness results is the PTAS-
reduction, originally introduced in [7]. Let IT and II’ be two maximization NPO problems (the
case of minimization is completely analogous). We say that IT PTAS-reduces to I’ if and only if
there exist three functions f, g and ¢ such that:

e for any z € Zyy and any ¢ €]0, 1], f(z,¢) € Zyy; f is computable in time polynomial with |x|;

e for any x € 7y, any € €]0, 1] and any y € Sol(f(z,¢)), g(x,y,e) € Sol(z); g is computable
in time polynomial with |z| and |y|;

e c:]0,1[—]0,1[;
e for any z € Zyy and any ¢ €0, 1[, rrv(f(z,€),y) = 1 — c(e) implies ri(z, g(x,y,€)) > 1 —¢.

This is the successor of a number of powerful reductions as the L-reduction ([11]) or the E-
reduction (|9]) that, even if they allowed achievement of completeness results in natural approx-
imability sub-classes (e.g., Max-SNP C APX, for the former, or Log-APX-PB C Log-APX,
for the latter) were not able to extend them to the whole of the classes dealt. In fact, as shown
in [7], these reductions suffered from the fact that they map optimal solutions to optimal solutions
and, in this sense, it is very unlikely that they can allow completeness of a polynomially bounded
problem in the classes dealt (unless PSAT — pSAT[O(og(n)]  where PSAT and PSATIOUog(n))] gre
the classes of decision problems solvable by using, respectively, a polynomial and a logarithmic
number of calls to an oracle solving SAT). On the contrary, PTAS-reduction, by allowing func-
tions f and g to depend on e, does not necessarily map optimal solutions between them and
consequently, it allows that general problems are PTAS-reducible to polynomially bounded ones.
Indeed, by means of PTAS-reduction it is proved in |7] that MAX WSAT-B reduces MAX WSAT-B
with weights bounded by a polynomial to the size of the instance.

In [4] the power of PTAS-reduction has been confirmed since it has allowed the achievement
of Poly-APX-complete problems. This was not possible with the E-reduction under which
only Poly-APX-PB completeness have been obtained in [9]. Given a family F of functions,
denote by F-APX the subclass of NPO whose problems are approximable in polynomial time
within ratio g(n) (in the case of minimization), or 1/g(n) (for maximization), for a g € F. Here
we further confirm its scope by generalizing the result of [4], providing a way to find complete
problems, under PTAS-reducibility, for any approximation class F-APX, where F is a class
of polynomially bounded functions. This in particular allows us to establish the Log-APX-
completeness of MIN SET COVER. Recall that, in [9], only the Log-APX-PB completeness of
this problem has been established under the E-reduction.

Before continuing, we define some key-notions for what follows, namely, additivity and canon-
ical hardness of a maximization NPO problem. They are introduced in [9]. A problem IT € NPO
is said additive if and only if there exist an operator @ and a function f, both computable in
polynomial time, such that:

e @ associates with any pair (z1,z2) € Zyp X 17 an instance 1 @ xo € Zyp with opt(z ®xg) =
opt(x1) + opt(z2);

e with any solution y € soli(x; @ x2), f associates two solutions y; € solr(x1) and yo €
solr(w2) such that myp (1 © w2,y) = mu(z1,y1) + mu(r2, y2).



A set F of functions from N to N will be called downward close if, for any function g € F and
any constant ¢, if h(n) = O(g(n°)), then h € F. A function g : N — N is hard for F if and only
if, for any h € F, there exists a constant ¢ such that h(n) = O(g(n®)); if, in addition, g € F,
then g is said complete for F.

A maximization (resp., minimization) problem II € NPO is canonically hard for F-APX,
for a downward close family F of functions, if and only if there exist a polynomially computable
function f, two constants ng and ¢ and a function F', hard for F, such that:

e for any instance ¢ of 3SAT on n > ng variables and for any N > n¢, f(p, N) belongs to Zry;
e if ¢ is satisfiable, then opt(f(p,N)) = N,
e if x is not satisfiable, then opt(f(¢, N)) = N/F(N) (resp., NF(N));

e for any y € soli(f(¢, N)) such that m(f(p,N),y) > N/F(N) (resp., m(f(o,N),y) <
NF(N)), one can polynomially determine a truth assignment satisfying .

More generally, since 3SAT is NP-complete, a maximization (resp., minimization) problem II
is canonically hard for F-APX if and only if, for any decision problem II' € NP, given an
instance 2’ of II’, one can construct in polynomial time an instance x of II such that:

e if 2/ is a positive instance, then opt(z) = N;
e if 2/ is a negative instance, then opt(z) = N/F(N) (resp. NF(N));

e given a solution y € soly(x) such that m(z,y) > N/F(N) (resp., < NF(N)), one can
polynomially determine a certificate proving that z’ is a positive instance.

In [9], the following major theorem is proved, that constitutes the starting point of the paper at
hand.

Theorem 1. (/9]) Let F be any class of downward close polynomially bounded functions and Q
be an additive mazximization problem canonically hard for F. Then, any maximization problem
IT € F-APX-PB (the class of problems in F-APX whose values are bounded by a polynomial
with the size of the instance) E-reduces to ).

In order to extend result of Theorem 1, and since, as we have already mentioned, it seems very
unlikely that one could establish completeness for the whole F-APX under E-reducibility (at least
for polynomially bounded problems), we introduce a modification of PTAS-reducibility, called
MPTAS-reduction, M standing for multivalued, where function f is allowed to be multivalued.
Formally, MPTAS-reduction can be defined as follows.

Definition 1. Let IT and I’ be two maximization NPO problems (the case of minimization is
completely analogous). Then, Il MPTAS-reduces to IT, if and only if there exist three functions f
and g, computable in polynomial time, and a function ¢ such that:

e for any x € ZIyy and any € €]0,1], f(z,e) = (fi(z,€), fa(z,€),...) is a family of instances
of TI' (this family is necessarily of size polynomial with z);

e for any x € Zyy, any ¢ €]0, 1[ and any family of feasible solutions y = (y1, 42, . ..), where y;
is a feasible solution of f;(z,¢), g(z,y,¢) € Sol(x);

e c:]0,1[—]0,1][;

e there exists an index j such that, for any « € Zyy and any € €]0, 1], riv (fj(z, €),y5) = 1—c(e)
implies ri(z, g(x,y,€)) > 1 —e. 1



It is easy to see that MPTAS-reduction preserves membership in PTAS.

We show that using MPTAS-reducibility, F-APX-completeness can be extended for any
class F of functions even if they are not polynomially bounded. Furthermore, the fact that func-
tion f in Definition 1 is allowed to be multivalued, relaxes the restriction to additive problems.
As we will see, as a corollary, we have an alternative proof (without explicite use of the Cook-
Levin theorem) for the Exp-APX-completeness of MIN TSP on general graphs, where Exp is
the class of exponential functions (note that the NPO-completeness of MIN TSP immediately
derives its Exp-APX-completeness).

The approximation classes beyond APX dealt until now in the literature are defined with
respect ratios depending on the size of the instances and not on other parameters even nat-
ural. This can be considered as somewhat restrictive given that a lot of approximation (and
of inapproximability results) are established with respect to other parameters of the instances.
Such parameters can be, for example, the maximum or the average degree of the input-graph,
when dealing with graph-problems, the maximum set-cardinality, when dealing with problems
on set-systems as the MIN SET COVER, or the MAX SET PACKING, etc. So, the third and last
issue of this paper is to consider the class Poly-APX(A), of maximization (resp., minimization)
graph-problems approximable within ratios which are inverse polynomials (resp., polynomials) of
the maximum degree A of the input-graph. We prove that MAX INDEPENDENT SET is complete
for this class, under MPTAS.

2 F-APX-completeness for any downward close function

We show in this section that, using MPTAS-reduction (Definition 1), we can apprehend com-
pleteness for any class F-APX even containing exponential functions. In a first time we shall
deal with maximization problems. Extension to minimization problems will be performed after
the proof of Theorem 2 that follows.

Theorem 2. Let F be a class of downward close functions, and Q@ € NPO be a mazximiza-
tion problem canonically hard for F-APX. Then, any maximization NPO problem in F-APX
MPTAS-reduces to ).

Proof. Let II be a maximization problem of F-APX and let A be an algorithm achieving
approximation ratio 1/r(-), » € F. Since IT € NPO, the value of the solutions for any instance
x € Iy is bounded above by 2P(#]) for some polynomial p. Let © be as assumed in theorem’s
statement. Let F' be a function hard for F, and %k, ng and ¢’ be constants such that, for n > ng
r(n) —1 < k(F(n®) —1). Finally, consider x € Zyy and € € (0,1).

In order to build function f(z, ), claimed by Definition 1, we first partition interval [1, 22(%)]
of the possible values for opt(z) into a polynomial number of subintervals [(1/(1—¢))*~!, (1/(1—
), fori=1,...,M = [p(|z[)In2/In(1/(1 — €))] (i.e., (1/(1 —&))M > 27(=D). Consider then,
for i = 1,..., M, the languages L; = {z € Ty : optyy(z) > (1/(1 —&))"'}. Set N = |z|¢.
Since 2 is canonically hard for F-APX, we can build, for any ¢ = 1,..., M, an instance w; € Zg
such that, if z € L;, then optq(w;) = N, otherwise, optq(w;) = N/F(N). We set f(z,e) =T =
(wi, 1 < ) < M)

We now show how ¢(z,y, ) can be built. Consider a solution y = (y1,...,ya) of T. Then,
for any i € {1,..., M}, if mq(w;,y;) > N/F(N), one can find a polynomial certificate proving
that © € L;, i.e., a solution y, € Sol(z) such that

i (2,4]) > < ! ) 1)

1—¢

otherwise (i.e., if mq(w;, y;) < N/F(N)), we consider solution A(z). Finally, g(z,y, ) is the best
among the solutions so produced.



Let us now prove that we really deal with an MPTAS-reduction. Let j be an index verifying:

(i) <omm< (72) @)

and set c(e) =¢/(e + k(1 —¢)).
Assume first that mq(wj,y;) > N/F(N). Then, using (1) and (2), we get:

ml_[(xag<$7y7€))
optyy ()
On the other hand, if mq(wj,y;) < N/F(N), then p(wj,y;) > 1 — ¢(e) implies:
1 < k(1 —¢)
F(N) ™ e+k(1-¢)

By the assumptions made above, we have:

>1—¢

r(lef) -1

F(N) > 1+——— (4)
1
p(@',g(.%',y,&“)) > w (5)

Using (3), (4) and (5), we get the following implications:

1 = 1 S SR ()

ie., p(z,g(x,y,e)) = 1 —e. So, the reduction exhibited is indeed a MPTAS-reduction and the
proof of the theorem is completed. I

In order to extend the result of Theorem 2 to minimization problems, we are based upon
an analogous result in [9]. Let II be a maximisation problem in F-APX approximable within
ratio 1/f(+). One can define a minimization problem II'; identical to IT up to its objective
function defined as: mm (x,y) = [2M?(x)/mn(z,y)], where M(x) is an upper bound for the
values in Sol(z). Then, IT E-reduces (hence, MPTAS-reduces also) to II" and, furthermore, I’
is approximable within ratio f(-)(1 + 2/M(x)). In completely analogous way, one can MPTAS-
reduce a minimization problem, approximable within ratio f(-), to a maximization problem
approximable within ratio 1/(f(-)(142/M (x))). This allows the existence of additive canonically
hard minimization problems also to be F- AP X-complete, since the above transformation derives,
from such a problem II, an additive canonically hard maximization problem II’ (notice that f(-)
and f(-)(1 + 2/M(x)) have the same hardness status with respect to F). Then, it suffices that
one applies Theorem 2 as stated. The remark above applies for any family F. As a consequence,
throughout this paper we restrict ourselves to maximization problems.

Theorem 3. Let F be a class of downward close functions, and Q@ € NPO be a problem
canonically hard for F. Then, any NPO problem in F-APX MPTAS-reduces to €.

From the discussion above, two are the main differences between Theorems 1 and 3. The first
one is, as it has been already announced, that the latter one applies to the whole of the problems
of any class F-APX and not only to the bounded ones. The second difference is that, the use
of a multivalued version of PTAS-reduction allows us to relax additivity from the conditions of
Theorem 1 enlarging so the scope of the applicability of Theorem 3.

Obviously, the negative result for MIN TSP of [13] (see also [8]) can immediately be extended
for showing that MIN TSP is canonically hard for Exp-APX. Consequently, the Exp-APX-
completeness of MIN TSP can be derived as an immediate corollary of Theorem 3.

Corollary 1. MIN TSP is Exp-APX-complete under MPTAS-reducibility.



3 Log-APX-completeness

We deal in this section with Log-APX. For this class, as well as for any class of polynomially
bounded downward close functions, we can obviously apply Theorem 3 to get completeness
sufficient conditions. However, in what follows, we will use the fact that functions dealt are
polynomially bounded in order to prove an equivalent of Theorem 3 but with respect to PTAS-
reducibility. As noticed above, we can restrict ourselves to maximization problems.

Theorem 4. Let F be any class of downward close polynomially bounded functions and £ be an
additive maximization problem canonically hard for F-APX. Then, any mazimization problem
Il € F-APX PTAS-reduces to ).

Proof. The proof goes along the lines of the corresponding proof of [4] for Poly-APX. Let II
be a maximization problem of F-APX and let A be an algorithm achieving approximation
ratio 1/r(+), » € F. Let Q be as assumed in theorem’s statement. Let F' be a function hard
for F, and k, ng and ¢’ be constants such that, for n > ng, r(n) < k(F(nc/) —1). Finally, consider
x €I, € € (0,1) and set |z| = n.

We first construct function f(z,e). Set m(x,A(z)) = m > opty(x)/r(n). Partition the
interval [0, mr(n)] of the possible values for opty(z) into g(n) regular subintervals, where ¢(n)
is bounded by polynomial of n. More precisely, we set ¢(n) = r(n)/e. Consider now, for
i€ {1,...,q(n)}, the sets of languages L; = {z € T : optyy(z) = imr(n)/q(n)} and set N = n¢".
Since ) is canonically hard for F-APX, one can build, for any 4, an instance w; € Zg such
that, if * € L;, then optg(w;) = N and if x ¢ L;, then optg(w;) = N/F(N). We define
f(z,6) =T = @1<igqm)wi- Observing that r(n)/q(n) = ¢, we get:

opto(T) = N |{i < g(n) : opty(z) = ime}| + % (¢(n) — [{i < q(n) : opty(x) > ime}|) (6)
We now construct function g(x,y,e). Consider a solution y € Sol(T). By the additivity of €,
one can compute, for any w;, a solution y; in such a way that mq(Y,y) = >, mo(wi, y;). Let j
be the largest among the indices ¢ such that mq(w;,y;) > N/F(N) (j = 0, if no ¢ verifies the
inequality). Then, one can find a polynomial certificate proving that = € L, i.e., a solution
Y} € Sol(x) verifying: mp = (z,y}) = jme. Furthermore, mq(Y,y) < Nj+ (¢(n) — j)N/F(N).

We then define g(z,y,e) = ' as the best (the largest value one) among v} and y) = A(z).
Obviously, my(z,y') > max{m, jme}.

Let us now prove that the reduction described is indeed a PTAS-reduction. We first notice
that, using expressions for my and mgq, the following inequality is derived (after some algebra)
for the approximation ratio po(Y,y), using that ¢(n) = r(n)/e < k(F(N) —1)/e:

it
optyy () k
w1k

pa(Y,y) <

We now consider two cases, namely, j < 1/¢ and j > 1/e. For the first one, j < 1/¢, we get
from the expression for po (after some algebra and using also that pr(z,y’) = m/opty(x)):

pu (z,y') (1 + k)
pa(Ty) < 77 pu (2,y') (k —¢)

On the other hand, if j > 1/¢, noticing that, using expression for mr, pr(z,y") = jme/opty(x),
we also get:

4 ($,y,) (1 + k)
pa(T,y) < L+ pn(z,y) (k—¢)

6



Assume c(¢) = £2/(1 + (1 — ¢)(k — €)). Then, after some algebra one gets: pr (z,y') > 1 —¢,
proving so that the reduction just devised is indeed a PTAS-reduction and completing the proof
of the theorem. I

Consider now Log-APX, the class of NPO problems approximable with logarithmic (resp.,
inversely logarithmic when goal = max) ratios, i.e., within ratios O(log(-)) (resp., O(1/log(-))).
Consider also MIN SET COVER that is approximable within ratio O(logn) ([14]), where n is
the size of the ground set in the instance, but canonically hard to approximate within ra-
tios O(logn) (|12]). Moreover, one can easily see that MIN SET COVER is additive. So, immediate
application of Theorem 4 definitely settles the status of MIN SET COVER with respect to the class
Log-APX.

Theorem 5. MIN SET COVER is Log-A PX-complete under PTAS-reducibility.

4 Completeness in F-APX(A)

We now deal with a new approximation class, F-APX(A), namely, the class of graph-problems
approximable with ratio f(A), where A is the degree of the input-graph, i.e., the maximum
degree of its vertices, F a downward close class of functions and f € F.

Definition 2. Let F be a downward close class of functions and II € NPO be a maximization
(resp., minimization) graph-problem. Then, II is said canonically hard for F-APX(A), if there

exist three functions f, o and (3, computable in polynomial time, a constant Ag and a function F,
hard for F such that:

e for any instance ¢ of 3-SAT and any A > Ay, G, = f(p,A) is a graph (instance of II) of
maximum degree A;

o if o is satisfiable, then opt(Gy) = a(Gy) (resp., opty(Gy) < a(Gy));
e if  is not satisfiable, then opt(Gy) < B(Gy,) (resp., optr(Gy) = B(Gy));
o a(Gy)/B(Gy) 2 f(A) (resp., B(Gy)/a(Gy) = f(A));

e given a solution y € sol(Gy,) of value strictly greater (resp., smaller) than 5(G,,), one can
determine, in polynomial time a truth assignment satisfying . Il

For the same reasons as previously, we will restrict ourselves to maximization problems and are
going to prove the following theorem.

Theorem 6. If F is a downward close family of functions and  is a mazimization problem

canonically hard for F-APX(A), then any problem in F-APX(A) MPTAS-reduces to (2.

Proof. Consider a maximization problem IT € F-APX(A) a graph G € Zy of order n and
an algorithm A for II achieving approximation ratio 1/7(A(G)), where r € F. The proof goes
along the same line as the one of Theorem 2. For constructing function f(G,¢) claimed by
Definition 1 we partition the interval [1,2P(™] in the same way as in the proof of Theorem 2,
and we consider, for any i, the analogous sets L; of languages. We set A = ACI(G), we build, for
any ¢ an instance H; of Q, of maximum degree A such that if G € L;, then optq(H;) > a(H;),
otherwise optq(H;) < B(H;), with o(H;)/B(H;) > F(A) and, finally we specify f(G,e) = H =
(Hi,1 <i< M).

Function ¢(G, y, €) is defined as in the proof of Theorem 2, setting 3(H;) instead of N/F(N).
The proof for the transfer of the approximation ratios is also done in the same way as there

(always with 3(H;) instead of N/F(N)). 1



Denote by Poly-APX(A) the subclass of the graph-problems in NPO which are approx-
imable within polynomials of A~! (of A when dealing with minimization problems). We are
going now to establish an interesting completeness result for this class by showing that one of
the most paradigmatic problems for the polynomial approximation theory and the combinatorial
optimization, the MAX INDEPENDENT SET, is complete for Poly-APX(A). For this we will use
the following theorem ([1]).

Theorem 7. ([1]) Let (a,b) € [0,1]2, a > b. There exists g > 0 such that, for any A > 3, there
exists a function f that transforms an instance G of MAX INDEPENDENT SET into an instance
of MAX INDEPENDENT SET-A, i.e., into a graph with degree bounded by A, and two positive
quantities o and 3 such that:

e if opt(G) = an, then opt(f(G)) = a(f(G));
e if opt(G) < bn, then opt(f(G)) < B(f(G));
o o(f(@))/B(f(G)) = A%.

Thanks to the PCP theorem, stating that there exist a and b such that it is NP-complete to
distinguish graphs with maximum independent set with size at least a times their order, from

graphs having maximum independent set at most b times their order, the following corollary can
be derived ([1]).

Corollary 2. ([1]) There exists an o such that, for any A > 3, MAX INDEPENDENT SET-A is
not approximable within ratio A0,

We will also use the following proposition, derived from an immediate application of the PCP
theorem.

Proposition 1. There exists (a,b) € [0,1]2, a > b, such that, for any Il € NP there exists
a function f which transforms an instance x of 11 into a graph G = f(x), instance of MAX
INDEPENDENT SET, that verifies:

1. if = is positive, then opt(G) = an;
2. if x is negative, then opt(G) < bn;

3. given an independent set S in G with size |S| > bn, one can determine, in polynomial time,
a witness proving that x is positive.

Indeed, Proposition 1, is an approximation preserving transfer, by say an L-reduction ([11]), of
an analogous result dealing with MAX 3-SAT (appearing in [2]) to MAX INDEPENDENT SET.

Theorem 8. There exists an €9 > 0 such that, for any A > 3, given Il € NP, there exists
a function f computable in polynomial time, that transforms an instance x of Il into a graph
G = f(x), instance of MAX INDEPENDENT SET, and two positive quantities o and (3 verifying:

1. if = is positive, then opt(G) > a(G);
2. if x is negative, then opt(G) < B(G);
3. the mazimum degree of G is A;

4. a(G)/B(G) = A%;



5. given an independent set S of G such that |S| > [, one can build, in polynomial time, a
certificate proving that x is positive.

Proof. Items 1 to 4 are direct applications of Theorem 7 and Proposition 1. Item 5 is derived by
the proof of Theorem 7 in [1]. Indeed, following the relations between the independent sets in G
and those in its derandomized product f(G), from an independent set of f(G) of size strictly
greater than 3, one can easily derive an independent set of G of size b times the order of G.
Then, using item 3 of Proposition 1, one can specify a polynomial certificate proving that z is
positive. 1

Consider now Poly-APX(A) and MAX INDEPENDENT SET-A. In order to apply Theorem 6,
one has just to show that the complexity of the function f stated in Theorem 8 is polynomial
in A. This is derived after a careful reading of the proof of Theorem 7 ([1]). So, the following
theorem concludes the paper.

Theorem 9. MAX INDEPENDENT SET-A is Poly-APX (A )-complete under MPTAS-reducibili-
ty.
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