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Abstract

Belmonte and Vatshelle (TCS 2013) used mim-width, a graph width parameter bounded on
interval graphs and permutation graphs, to explain existing algorithms for many domination-type
problems on those graph classes. We investigate new graph classes of bounded mim-width,
strictly extending interval graphs and permutation graphs. The graphs Kt �Kt and Kt � St are
graphs obtained from the disjoint union of two cliques of size t, and one clique of size t and one
independent set of size t respectively, by adding a perfect matching. We prove that :

• interval graphs are (K3 � S3)-free chordal graphs; and (Kt � St)-free chordal graphs have
mim-width at most t− 1,

• permutation graphs are (K3 �K3)-free co-comparability graphs; and (Kt �Kt)-free co-
comparability graphs have mim-width at most t− 1,

• chordal graphs and co-comparability graphs have unbounded mim-width in general.

We obtain several algorithmic consequences; for instance, while Minimum Dominating Set is
NP-complete on chordal graphs, it can be solved in time nO(t) on (Kt � St)-free chordal graphs.
The third statement strengthens a result of Belmonte and Vatshelle stating that either those
classes do not have constant mim-width or a decomposition with constant mim-width cannot be
computed in polynomial time unless P = NP .

We generalize these ideas to bigger graph classes. We introduce a new width parameter sim-
width, of stronger modelling power than mim-width, by making a small change in the definition of
mim-width. We prove that chordal graphs and co-comparability graphs have sim-width at most 1.
We investigate a way to bound mim-width for graphs of bounded sim-width by excluding Kt�Kt

and Kt � St as induced minors or induced subgraphs, and give algorithmic consequences. Lastly,
we show that circle graphs have unbounded sim-width, and thus also unbounded mim-width.
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1 Introduction

The study of structural graph “width” parameters like tree-width and clique-width have been
ongoing since at least the 1990’s, and their algorithmic use has been steadily increasing [9]. A
parallel and somewhat older field of study gives algorithms for special graph classes, such as chordal
graphs and permutation graphs. Since the introduction of algorithms based on tree-width, which
generalized algorithms for trees and series-parallel graphs, these two fields have been connected.
Recently the fields became even more intertwined with the introduction of mim-width in 2012 [32],
which yeilded generalized algorithms for quite large graph classes. In the context of parameterized
complexity a negative relationship holds between the modeling power of graph width parameters, i. e.
what graph classes have bounded parameter values, and their analytical power, i. e. what problems
become FPT or XP. For example, the family of graph classes of bounded width is strictly larger for
clique-width than for tree-width, while under standard complexity assumptions the class of problems
solvable in FPT time on a decomposition of bounded width is strictly larger for tree-width than
for clique-width. For a parameter like mim-width its algorithmic use must therefore be carefully
evaluated against its modelling power, which is much stronger than clique-width.

A common framework for defining graph width parameters is by branch decompositions over
the vertex set. This is a natural hierarchical clustering of a graph G, represented as an unrooted
binary tree T with the vertices of G at its leaves. Any edge of the tree defines a cut of G given by
the leaves of the two subtrees that result from removing the edge from T . Judiciously choosing a
cut-function to measure the complexity of such cuts, or rather of the bipartite subgraphs of G given
by the edges crossing the cuts, this framework then defines a graph width parameter by a minmax
relation, minimum over all trees and maximum over all its cuts. Restricting T to a path with added
leaves we get a linear variant. The first graph parameter defined this way was carving-width [29],
whose cut-function is simply the number of edges crossing the cut, and whose modelling power is
weaker than tree-width. The carving-width of a graph G is thus the minimum, over all such branch
decomposition trees, of the maximum number of edges crossing a cut given by an edge of the tree.
Several graph width parameters have been defined this way. For example the mm-width [32], whose
cut function is the size of the maximum matching and has modelling power equal to tree-width;
and the rank-width [25], whose cut function is the GF[2]-rank of the adjacency matrix and has
modelling power equal to clique-width.

This framework was used by Vatshelle in 2012 [32] to define the parameter mim-width whose
cut function is the size of the maximum induced matching of the graph crossing the cut. Note that
low mim-width allows quite complex cuts. Carving-width one allows just a single edge, mm-width
one a star graph, and rank-width one a complete bipartite graph with some isolated vertices. In
contrast, mim-width one allows any cut where the neighborhoods of the vertices in a color class
can be ordered linearly w.r.t. inclusion. The modelling power of mim-width is much stronger than
clique-width. Belmonte and Vatshelle showed that interval graphs and permutation graphs have
linear mim-width at most one, and circular-arc graphs and trapezoid graphs have linear mim-width
at most two [3] 1, whereas the clique-width of such graphs can be proportional to the square root of
the number of vertices. With such strong modelling power it is clear that the analytical power of
mim-width must suffer. The cuts in a decomposition of constant mim-width are too complex to
allow FPT algorithms for interesting NP-hard problems. Instead, what we get is XP algorithms, for

1In [3], all the related results are stated in terms of d-neighborhood equivalence, but in the proof, they actually
gave a bound on mim-width or linear mim-width.
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Figure 1: K5 � S5 and K5 �K5.

the class of LC-VSVP problems [8] - locally checkable vertex subset and vertex partitioning problems
- defined in Section 2.4. For classes of bounded mim-width this gives a common explanation for
many classical results in the field of algorithms on special graph classes.

In this paper we extend these results on mim-width in several ways. Firstly, we show that chordal
graphs and co-comparability graphs have unbounded mim-width, thereby answering a question of
[3]2, and giving evidence to the intuition that mim-width is useful for large graph classes having
a linear structure rather than those having a tree-like structure. Secondly, by excluding certain
subgraphs, like Kt � St obtained from the disjoint union of a clique of size t and an independent set
of size t by adding a perfect matching, we find subclasses of chordal graphs and co-comparability
graphs for which we can nevertheless compute a bounded mim-width decomposition in polynomial
time and thereby solve LC-VSVP problems. See Figure 1 for illustrations. Note that already for
K3 � S3-free chordal graphs the tree-like structure allowed by mim-width is necessary, as they have
unbounded linear mim-width. Thirdly, we introduce sim-width, of modeling power even stronger
than mim-width, and start a study of its properties.

The graph width parameter sim-width is defined within the same framework as mim-width
with only a slight change to its cut function, simply requiring that a special induced matching
across a cut cannot contain edges between any pair of vertices on the same side of the cut. This
exploits the fact that a cut function for branch decompositions over the vertex set of a graph
need not be a parameter of the bipartite graph on edges crossing the cut. The cuts allowed by
sim-width are more complex than for mim-width, making sim-width applicable to well-known graph
classes having a tree-like structure. We show that chordal graphs and co-comparability graphs have
sim-width one and that these decompositions can be found in polynomial time. See Figure 2 for
an inclusion diagram of some well-known graph classes illustrating these results. Since LC-VSVP
problems like Minimum Dominating Set are NP-complete on chordal graphs we cannot expect
XP algorithms parameterized by sim-width. However, for graphs of sim-width w, when excluding
subgraphs Kt �Kt or Kt � St, either as induced subgraphs or induced minors, we get graphs of
bounded mim-width. The induced minor relation is natural since graphs of bounded sim-width are
closed under induced minors, which might be of independent interest when taking the structural
point of view. We show that by the alternate parametrization w + t the LC-VSVP problems are
solvable in XP time on graphs excluding Kt �Kt or Kt � St, when given with a decomposition of
sim-width w. The class of circle graphs is one of the classes listed in [3] where either graphs in the
class do not have constant mim-width, or it is NP-complete to find such a decomposition. Using a
technique recently introduced by Mengel [24] we prove that sim-width of circle graphs is unbounded,
which implies that mim-width of circle graphs is also unbounded.

Let us mention some more related work. Golovach et al [18] applied linear mim-width in the
context of enumeration algorithms, showing that all minimal dominating sets of graphs of bounded

2Our result appeared on arXiv June 2016. In August 2016 a similar result by Mengel, developed independently,
also appeared on arXiv [24].
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Figure 2: Inclusion diagram of some well-known graph classes. (I) Classes where clique-width and
rank-width are constant. (II) Classes where mim-width is constant. (III) Classes where sim-width
is constant. (IV) Classes where it is unknown if sim-width is constant. (V) Classes where sim-width
is unbounded.

linear mim-width can be enumerated with polynomial delay using polynomial space. The graph
parameter mim-width has also been used for knowledge compilation and model counting in the field
of satisfiability [7, 27, 15]. The LC-VSVP problems include the class of domination-type problems
known as (σ, ρ)-Domination problems, whose intractability on chordal graphs is well known [6]. For
two subsets of natural numbers σ, ρ a set S of vertices is called (σ, ρ)-dominating if for every vertex
v ∈ S, |S ∩N(v)| ∈ σ, and for every v 6∈ S, |S ∩N(v)| ∈ ρ. Golovach et al [17] showed that for fixed
σ, ρ the problem of deciding if a given chordal graph has a (σ, ρ)-dominating set, is NP-complete
whenever there exists at least one chordal graph containing more than one (σ, ρ)-dominating set,
as this graph can then be used as a gadget in a reduction. Golovach, Kratochv́ıl and Suchý [19]
extended these results to the parameterized setting, showing that the existence of a (σ, ρ)-dominating
set of size k, and at most k, are W[1]-complete problems when parameterized by k for any pair of
finite sets σ and ρ. In contrast, combining our bounds on mim-width and algorithms of Bui-Xuan,
Telle, and Vatshelle [8] we obtain the following.

Theorem 1.1. Let t ≥ 2 be an integer. Given an n-vertex (Kt � St)-free chordal graph or an
n-vertex (Kt �Kt)-free co-comparability graph, every fixed LC-VSVP problem can be solved in time
nO(t).

As a specific example, we show that Minimum Dominating Set can be solved in time O(n3t+4)
and q-Coloring can be solved in time O(qn3qt+4). We note that given an n-vertex graph, one
can test in time O(n2t) whether it contains an induced subgraph isomorphic to Kt � St or not.
Therefore, a membership testing for (Kt �St)-free chordal graphs and the algorithm in Theorem 1.1
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can be applied in time nO(t). The same argument holds for (Kt �Kt)-free co-comparability graphs.
The remainder of this paper is organized as follows. Section 2 contains all the necessary notions

required for our results. In Section 3, we prove that chordal graphs have sim-width at most 1 and
mim-width at most t− 1 if they are (Kt � St)-free. Similarly we show that co-comparability graphs
have linear sim-width at most 1 and linear mim-width at most t − 1 if they are (Kt � Kt)-free.
We provide polynomial-time algorithms to find such decompositions, and discuss their algorithmic
consequences for LC-VSVP problems. We also show that chordal graphs and co-comparability
graphs have unbounded mim-width. In Section 4, we bound the mim-width of graphs of sim-width
w that do not contain Kt � Kt and Kt � St as induced subgraphs or induced minors, and give
algorithmic consequences. We also show that graphs of bounded sim-width are closed under induced
minors. Lastly, we show in Section 5 that circle graphs have unbounded sim-width. We finish with
some research questions related to sim-width in Section 6.

2 Preliminaries

We denote the vertex set and edge set of a graph G by V (G) and E(G), respectively. Let G be a
graph. For a vertex v of G, we denote by NG(v) the set of neighbors of v in G. For v ∈ V (G) and
X ⊆ V (G), we denote by G− v the graph obtained from G by removing v, and denote by G−X the
graph obtained from G by removing all vertices in X. For e ∈ E(G), we denote by G− e the graph
obtained from G by removing e, and denote by G/e the graph obtained from G by contracting e.
For a vertex v of G with exactly two neighbors v1 and v2 that are non-adjacent, the operation of
removing v and adding the edge v1v2 is called smoothing the vertex v. For X ⊆ V (G), we denote
by G[X] the subgraph of G induced by X. A clique in G is a set of vertices of G that are pairwise
adjacent, and an independent set in G is a set of vertices that are pairwise non-adjacent. A set of
edges {v1w1, v2w2, . . . , vmwm} of G is called an induced matching in G if there are no other edges
in G[{v1, . . . , vm, w1, . . . , wm}]. A matrix M is called the adjacency matrix of G if the rows and
columns of M are indexed by V (G), and for v, w ∈ V (G), M [v, w] = 1 if v and w are adjacent in G,
and M [v, w] = 0 otherwise.

A pair of vertex subsets (A,B) of a graph G is called a vertex bipartition if A ∩ B = ∅ and
A ∪B = V (G). For a vertex bipartition (A,B) of a graph G, we denote by G[A,B] the bipartite
graph on the bipartition (A,B) where for a ∈ A and b ∈ B, a and b are adjacent in G[A,B] if
and only if they are adjacent in G. For a vertex bipartition (A,B) of G and an induced matching
{v1w1, v2w2, . . . , vmwm} in G where v1, . . . , vm ∈ A and w1, . . . , wm ∈ B, we say that it is an induced
matching in G between A and B.

We denote by N the set of all non-negative integers, and let N+ := N \ {0}.

2.1 Graph classes

A tree is called subcubic if every internal node has exactly 3 neighbors. A tree T is called a caterpillar
if it contains a path P such that every vertex in V (T ) \ V (P ) has a neighbor in P . The complete
graph on n vertices is denoted by Kn.

A graph is chordal if it contains no induced subgraph isomorphic to a cycle of length 4 or more.
A graph is a split graph if it can be partitioned into two vertex sets C and I where C is a clique
and I is an independent set. A graph is an interval graph if it is the intersection graph of a family
of intervals on the real line. Every split graph and interval graph is chordal. An ordering v1, . . . , vn
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of the vertex set of a graph G is called a co-comparability ordering if for every integers i, j, k with
1 ≤ i < j < k ≤ n,

• if vi is adjacent to vk, then vj is adjacent to vi or vk.

This condition is equivalent to the following: for every integers i, j, k with 1 ≤ i < j < k ≤ n, vj has
a neighbor in every path from vi to vk avoiding vj . A graph is a co-comparability graph if it admits
a co-comparability ordering. Every co-comparability graph is the complement of some comparability
graph, where comparability graphs are graphs that can be obtained from some partial order by
connecting pairs of elements that are comparable to each other. A graph is a permutation graph if
it is the intersection graph of line segments whose endpoints lie on two parallel lines. Permutation
graphs are co-comparability graphs [11]. A graph is a circle graph if it is the intersection graph of
chords in a circle.

For positive integer n, let Kn �Kn be the graph on {v11, . . . , v1n, v21, . . . , v2n} such that for all
i, j ∈ {1, . . . , n},

• {v11, . . . , v1n} and {v21, . . . , v2n} are cliques,

• v1i is adjacent to v2j if and only if i = j,

and let Kn � Sn be the graph on {v11, . . . , v1n, v21, . . . , v2n} such that for all i, j ∈ {1, . . . , n},

• {v11, . . . , v1n} is a clique, {v21, . . . , v2n} is an independent set,

• v1i is adjacent to v2j if and only if i = j.

Since K2�K2 is an induced cycle of length 4, chordal graphs do not contain K2�K2 as an induced
subgraph. We observe that K3 � S3 is not a co-comparability graph.

Lemma 2.1. The graph K3 � S3 is not a co-comparability graph.

Proof. Let G be a graph on {v1, v2, v3} ∪ {w1, w2, w3} such that

• {v1, v2, v3} is a clique, {w1, w2, w3} is an independent set, and

• vi is adjacent to wj if and only if i = j.

It is clear that G is isomorphic to K3 � S3. Suppose G admits a co-comparability ordering. By
relabeling if necessary, we may assume w1, w2, w3 appear in the co-comparability ordering in that
order. However, there is a path w1v1v3w3 from w1 to w3 avoiding v2 and w2, and thus, it contradicts
to the assumption. We conclude that K3 � S3 is not a co-comparability graph.

2.2 Graph relations

Let G be a graph. A graph H is a subgraph of G if H can be obtained from G by removing some
vertices and edges. A graph H is an induced subgraph of G if H = G[X] for some X ⊆ V (G). A
graph H is an induced minor of G if H can be obtained from G by a sequence of removing vertices
and contracting edges. A graph H is a minor of G if H can be obtained from G by a sequence of
removing vertices, removing edges, and contracting edges. For a graph H, we say a graph is H-free
if it contains no induced subgraph isomorphic to H.

A minor model of a graph H in G is a function η with the domain V (H) ∪ E(H), where
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• for every v ∈ V (H), η(v) is a non-empty connected subgraph of G, all pairwise vertex-disjoint

• for every edge e of H, η(e) is an edge of G, all distinct

• if e ∈ E(H) and v ∈ V (H) then η(e) /∈ E(η(v)),

• for every edge e = uv of H, η(e) has one end in V (η(u)) and the other in V (η(v)).

It is well known that H is a minor of G if and only if there is a minor model of H in G. A minor
model η of a graph H in G is an induced minor model if for every distinct vertices v1 and v2 in H
that are non-adjacent, there are no edges between V (η(v1)) and V (η(v2)). A graph H is an induced
minor of G if and only if there is an induced minor model of H in G.

2.3 Width parameters

For sets A and B, a function f : 2A → B is symmetric if for every Z ⊆ A, f(Z) = f(A \ Z).
For a graph G and a vertex set A ⊆ V (G), we define functions cutrkG, mimG, and simG from

2V (G) to N such that

• cutrkG(A) is the rank of the matrix M [A, V (G) \A] where M is the adjacency matrix of G
and the rank is computed over the binary field,

• mimG(A) is the maximum size of an induced matching of G[A, V (G) \A],

• simG(A) is the maximum size of an induced matching between A and V (G) \A in G.

For a graph G, a pair (T, L) of a subcubic tree T and a bijection L from V (G) to the set of leaves
of T is called a branch-decomposition. For each edge e of T , let T e

1 and T e
2 be the two connected

components of T − e, and let (Ae
1, A

e
2) be the vertex bipartition of G such that for each i ∈ {1, 2},

Ae
i is the set of all vertices in G mapped to leaves contained in T e

i by L. We call (Ae
1, A

e
2) the vertex

bipartition of G associated with e. For a branch-decomposition (T, L) of a graph G and an edge e
in T and a symmetric function f : 2V (G) → N, the f -width of e is define as f(Ae

1) where (Ae
1, A

e
2) is

the vertex bipartition associated with e. The f-width of (T, L) is the maximum f -width over all
edges in T , and the f -width of G is the minimum f -width over all branch-decompositions of G. If
|V (G)| ≤ 1, then G does not admit a branch-decomposition, and the f -width of G is defined to be 0.

The rank-width of a graph G, denoted by rw(G), is the cutrkG-width of G, and the mim-width of
a graph G, denoted by mimw(G), is the mimG-width of G, and the sim-width of a graph G, denoted
by simw(G), is the simG-width of G. For convenience, the f -width of a branch-decomposition is
also called a rank-width, mim-width, or sim-width depending on the function f .

If T is a subcubic caterpillar tree, then a branch-decomposition (T, L) is called a linear branch-
decomposition. The linear f -width of G is the minimum f -width over all linear branch-decompositions
of G. The linear mim-width of a graph G, denoted by lmimw(G), is the linear mimG-width of G,
and the linear sim-width of a graph G, denoted by lsimw(G), is the linear simG-width of G.

By definitions we have the following.

Lemma 2.2. For a graph G, we have simw(G) ≤ mimw(G) ≤ rw(G).

We frequently use the following fact.
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Lemma 2.3. Let G be a graph, let w be a positive integer, and let f : 2V (G) → N be a symmetric
function. If G has f -width at most w, then G admits a vertex bipartition (A1, A2) where f(A1) ≤ w
and for each i ∈ {1, 2}, |V (G)|

3 < |Ai| ≤ 2|V (G)|
3 .

Proof. Let (T, L) be a branch-decomposition of G of f -width at most w. We subdivide an edge
of T , and regard the new vertex as a root node. For each node t ∈ V (T ), let µ(t) be the number
of leaves of T that are descendants of t. Now, we choose a node t that is farthest from the root
node such that µ(t) > |V (G)|

3 . By the choice of t, for each child t′ of t, µ(t′) ≤ |V (G)|
3 . Therefore,

|V (G)|
3 < µ(t) ≤ 2|V (G)|

3 . Let e be the edge connecting the node t and its parent. By the construction,
the vertex bipartition associated with e is a required bipartition.

We also use tree-decompositions in Section 3. A tree-decomposition of a graph G is a pair
(T,B = {Bt}t∈V (T )) such that

(1)
⋃

t∈V (T )Bt = V (G),

(2) for every edge in G, there exists Bt containing both end vertices,

(3) for t1, t2, t3 ∈ V (T ), Bt1 ∩Bt3 ⊆ Bt2 whenever t2 is on the path from t1 to t3.

Each vertex subset Bt is called a bag of the tree-decomposition. The width of a tree-decomposition
is w − 1 where w is the maximum size of a bag in the tree-decomposition, and the tree-width of a
graph is the minimum width over all tree-decompositions of the graph. It is well known that a graph
has tree-width at most w if and only if it is a subgraph of a chordal graph with maximum clique
size at most w + 1; see for instance [5]. Furthermore, chordal graphs admit a tree-decomposition
where each bag induces a maximal clique of the graph. We will use this fact in Section 3.

2.4 LC-VSVP problems

Telle and Proskurowski [31] classified a class of problems called locally checkable vertex subset and
vertex partitioning problems, which is a subclass of MSO1 problems. These problems generalize
problems like Maximum Independent Set, Minimum Dominating Set, q-Coloring etc.

Let σ and ρ be finite or co-finite subsets of N. For a graph G and S ⊆ V (G), we call S a
(σ, ρ)-dominating set of G if

• for every v ∈ S, |NG(v) ∩ S| ∈ σ, and

• for every v ∈ V (G) \ S, |NG(v) ∩ S| ∈ ρ.

For instance, a (0,N)-set is an independent set as there are no edges inside of the set, and we do
not care about the adjacency between S and V (G) \ S. Another example is that an (N,N+)-set
is a dominating set as we require that for each vertex in V (G) \ S, it has at least one neighbor in
S. See [31, Table 4.1] for more examples. The Min-(or Max-)(σ, ρ)-domination problem is a
problem to find a minimum (or maximum) (σ, ρ)-dominating set in an input graph G, and possibly
on vertex-weighted graphs. These problems also called as locally checkable vertex subset problems.

For a positive integer q, a (q × q)-matrix Dq is called a degree constraint matrix if each element
is either a finite or co-finite subset of N. A partition {V1, V2, . . . , Vq} of the vertex set of a graph G
is called a Dq-partition if
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• for every i, j ∈ {1, . . . , q} and v ∈ Vi, |NG(v) ∩ Vj | ∈ Dq[i, j].

For instance, if we take a matrix Dq where all diagonal entries are 0, and all other entries are N, then
a Dq-partition is a partition into q independent sets, which corresponds to a q-coloring of the graph.
The Dq-partitioning problem is a problem deciding if an input graph admits a Dq-partition or
not. These problems are also called as locally checkable vertex partitioning problems.

All these problems will be called locally checkable vertex subset and vertex partitioning problems,
shortly LC-VSVP problems. As shown in [8] the runtime solving an LC-VSVP problem by dynamic
programming relates to the finite or co-finite subsets of N used in its definition. The following
function d is central.

1. Let d(N) = 0.

2. For every finite or co-finite set µ ⊆ N, let d(µ) = 1 + min(max{x ∈ N : x ∈ µ},max{x ∈ N :
x /∈ µ}).

For example, for Minimum Dominating Set and q-Coloring problems we plug in d = 1 because
max(d(N), d(N+)) = 1 and max(d(0), d(N)) = 1.

Belmonte and Vatshelle [3] proved the following application of mim-width.

Theorem 2.4 (Belmonte and Vatshelle [3] and Bui-Xuan, Telle, and Vatshelle [8]). (1) Given an
n-vertex graph and its branch-decomposition (T, L) of mim-width w and σ, ρ ⊆ N, one can solve
Min-(or Max-)(σ, ρ)-domination in time O(n3dw+4) where d = max(d(σ), d(ρ)).

(2) Given an n-vertex graph and its branch-decomposition (T, L) of mim-width w and a (q×q)-matrix
Dq, one can solve Dq-partitioning in time O(qn3dwq+4) where d = maxi,j d(Dq[i, j]).

3 Mim-width of chordal graphs and co-comparability graphs

In this section, we show that chordal graphs admit a branch-decomposition (T, L) such that

1. (T, L) has sim-width at most 1, and

2. (T, L) has mim-width at most t− 1 if the given graph is (Kt � St)-free for some t ≥ 2.

We combine the second statement with Theorem 2.4, and show that LC-VSVP problems can be
efficiently solved for (Kt � St)-free chordal graphs (Corollary 3.2). In the same context, we show
that co-comparability graphs admit a linear branch-decomposition such that

1. (T, L) has linear sim-width at most 1, and

2. (T, L) has linear mim-width at most t− 1 if the given graph is (Kt �Kt)-free for some t ≥ 2.

We combine the second statement with Theorem 2.4, and show that LC-VSVP problems can be
efficiently solved for (Kt �Kt)-free co-comparability graphs (Corollary 3.7). We also prove that
chordal graphs and co-comparability graphs have unbounded mim-width in general.
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Figure 3: Constructing a branch-decomposition (T, L) of a chordal graph G of sim-width at most 1
from its tree-decomposition.

3.1 Mim-width of chordal graphs

We prove the following.

Proposition 3.1. Given a chordal graph G, one can in time O(|V (G)|+ |E(G)|) output a branch-
decomposition (T, L) with the following property:

• (T, L) has sim-width at most 1,

• (T, L) has mim-width at most t− 1 if G is (Kt � St)-free for some integer t ≥ 2.

To show Proposition 3.1, we use the fact that chordal graphs admit a tree-decomposition whose
bags are maximal cliques. Such a tree-decomposition can be easily transformed from a clique-tree of
a chordal graph. A clique-tree of a chordal graph G is a pair (T, {Ct}t∈V (T )), where

(1) T is a tree,

(2) each Ct is a maximal clique of G, and

(3) for each v ∈ V (G), the vertex set {t ∈ V (T ) : v ∈ Ct} induces a subtree of T .

Gavril [16] showed that chordal graphs admit a clique-tree, and it is known that given a chordal
graph G, its clique-tree can be constructed in time O(|V (G)|+ |E(G)|) [4, 21].

Proof of Proposition 3.1. Let G be a chordal graph. We compute a tree-decomposition (F,B =
{Bt}t∈V (F )) of G whose bags induce maximal cliques of G in time O(|V (G)| + |E(G)|). Let us
choose a root node r of F .

We construct a tree (T, L) from F as follows.

1. We attach a leaf r′ to the root node r of F and regard it as the parent of r and let Br′ := ∅.

2. For every t ∈ V (F ) with its parent t′, we subdivide the edge tt′ into a path tvt1 · · · vt|Bt\Bt′ |
t′,

and for each j ∈ {1, . . . , |Bt \Bt′ |}, we attach a leaf ztj to vtj and assign the vertices of Bt \Bt′

to L(zt1), . . . , L(zt|Bt\Bt′ |
) in any order. Then remove r′.

3. We transform the resulting tree into a tree of maximum degree at most 3. For every t ∈ V (F ),
we do the following. Let t1, . . . , tm be the children of t in F . We remove t and introduce a
path wt

1w
t
2 · · ·wt

m. If t is a leaf, then we just remove it. We add an edge wt
1v

t
1, and for each

i ∈ {1, . . . ,m}, add an edge wt
iv

ti
|Bti\Bt|.

10



4. Let T ′ be the resulting tree, and we obtain a tree T from T ′ by smoothing all nodes of degree
2. Let (T, L) be the resulting branch-decomposition. See Figure 3 for an illustration of the
construction.

We can construct (T, L) in linear time as the number of nodes in T is O(|V (G)|). We consider T as
a rooted tree with the root zrBr\Br′

.

We claim that (T, L) has sim-width at most 1. We prove a stronger result that for every edge e
of T with a vertex bipartition (A,B) associated with e, either NG(A) ∩B or NG(B) ∩A is a clique.

Claim 1. Let e be an edge of T and let (A,B) be the vertex bipartition of G associated with e.
Then either NG(A) ∩B or NG(B) ∩A is a clique.

Proof. For convenience, we prove for T ′, which is the tree before smoothing. We may assume
that both end nodes of e are internal nodes of T ′, otherwise, it is trivial. There are four types of
e:

1. e = vtiv
t
i+1 for some t ∈ V (F ), its parent t′, and i ∈ {1, . . . , |Bt \Bt′ | − 1}.

2. e = wt
1v

t
1 for some t ∈ V (F ).

3. e = vti|Bti\Bt|w
t
i for some t ∈ V (F ) and its child ti.

4. e = wt
iw

t
i+1 for some t ∈ V (F ) and its child ti.

Suppose e = vtiv
t
i+1 for some t and i, and let t′ be the parent of t. We may assume that A is the

set of all vertices assigned to the descendants of vti . Note that Bt ∩Bt′ separates A and B \Bt

in G. Therefore, for each v ∈ A, NG(v) ∩B is contained in Bt, and NG(A) ∩B is a clique. We
can similarly prove for Cases 2 and 3.

Now, let t1, . . . , tm be the children of t, and let wt
1, . . . , w

t
m be the vertices that were replaced from

t in the algorithm. We assume e = wt
iw

t
i+1 for some i ∈ {1, . . . ,m− 1}. For each j ∈ {1, . . . ,m},

let Lj be the set of all vertices assigned to the descendants of v
tj
|Btj \Bt|. Without loss of generality,

we may assume that Bt ⊆ B. We can observe that A =
⋃

i+1≤j≤m Lj .

Let j1 and j2 be integers such that 1 ≤ j1 ≤ i < j2 ≤ m. Note that Bt separates Lj1 and Lj2

in G. Therefore, for every v ∈ A, NG(v) ∩B is contained in Bt, and NG(A) ∩B is a clique, as
required. ♦

We prove that when G is (Kt � St)-free for some t ≥ 2, (T, L) has mim-width at most t− 1.

Claim 2. Let t ≥ 2 be an integer. If G is (Kt � St)-free, then (T, L) has mim-width at most t− 1.

Proof. We show that (T, L) has mim-width at most t−1. Suppose for contradiction that there is
an edge e of T with the vertex bipartition (A,B) of G associated with e such that mimG(A) ≥ t.
We may assume both end nodes of e are internal nodes of T .

By Claim 1, one of NG(A) ∩B and NG(B) ∩A is a clique. Without loss of generality we assume
NG(B) ∩A is a clique C. Since mimG(A) ≥ t, there is an induced matching {a1b1, . . . , atbt} in
G[A,B] where a1, . . . , at ∈ A. Since NG(B)∩A is a clique C, there are no edges between vertices
in {b1, . . . , bt}, otherwise, it creates an induced cycle of length 4. Thus, we have an induced
subgraph isomorphic to Kt � St, which contradicts to our assumption. We conclude that (T, L)
has mim-width at most t− 1. ♦
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This concludes the proposition.

As a corollary of Proposition 3.1, we obtain the following.

Corollary 3.2. Let t ≥ 2 be an integer.

(1) Given an n-vertex (Kt � St)-free chordal graph and σ, ρ ⊆ N, one can solve Min-(or Max-)
(σ, ρ)-domination in time O(n3d(t−1)+4) where d = max(d(σ), d(ρ)).

(2) Given an n-vertex (Kt � St)-free chordal graph and a (q × q)-matrix Dq, one can solve Dq-
partitioning in time O(qn3dq(t−1)+4) where d = maxi,j d(Dq[i, j]).

This generalizes the algorithms for interval graphs, as interval graphs are (K3 � S3)-free chordal
graphs [22].

We now prove the lower bound on the mim-width of general chordal graphs. We show this for
split graphs, which form a subclass of the class of chordal graphs. The Sauer-Shelah lemma [28, 30]
is essential in the proof.

Theorem 3.3 (Sauer-Shelah lemma [28, 30]). Let t be a positive integer and let M be an X × Y
(0, 1)-matrix such that |Y | ≥ 2 and any two row vectors of M are distinct. If |X| ≥ |Y |t, then there
are X ′ ⊆ X, Y ′ ⊆ Y such that |X ′| = 2t, |Y ′| = t, and all possible row vectors of length t appear in
M [X ′, Y ′].

Proposition 3.4. For every large enough n, there is a split graph on n vertices having mim-width
at least log2 n

5 log2(log2 n)
.

Proof. Let m ≥ 4 be an integer and let n := m + (2m − 1). Let G be a split graph on the
vertex bipartition (C, I) where C is a clique of size m, I is an independent set of size 2m − 1,
and all vertices in I have pairwise distinct non-empty neighborhoods on C. We claim that every
branch-decomposition of G has mim-width at least log2 n

5 log2(log2 n)
.

Let (T, L) be a branch-decomposition of G. By Lemma 2.3, there is a vertex bipartition (A1, A2)
of G associated with e satisfies that for each i ∈ {1, 2}, n

3 < |Ai| ≤ 2n
3 . Without loss of generality,

we may assume that |A1 ∩ C| ≥ |A2 ∩ C|, and thus we have m
2 ≤ |A1 ∩ C| ≤ m and |A2 ∩ C| ≤ m

2 .

Claim 3. There are at least |A1 ∩ C|
m

4 log2 m vertices in A2 ∩ I that have pairwise distinct neighbors
in A1 ∩ C.

Proof. Since m ≥ 4, we have |A2 ∩ I| = |A2| − |A2 ∩ C| > n
3 −

m
2 ≥

2m−m
2
−1

3 ≥ 1
42m. Since

|A2 ∩ C| < m
2 , there are at least

1

4
· 2m

2|A2∩C|
≥ 1

4
2

m
2

vertices in A2 ∩ I that have pairwise distinct neighbors on A1 ∩ C. Thus, we have

1

4
2

m
2 ≥ m

m
4 log2 m ≥ |A1 ∩ C|

m
4 log2 m ,

as required. ♦

Let I ′ ⊆ A2 ∩ I be a maximal set of vertices that have pairwise distinct neighbors in A1 ∩C. By
the Sauer-Shelah lemma, there is an induced matching of size m

4 log2 m
between A1 ∩ C and I ′. It

implies that (T, L) has mim-width at least m
4 log2 m

. As (T, L) was chosen arbitrary, the mim-width

of G is at least m
4 log2 m

≥ (log2 n)−1
4 log2(log2 n)

≥ log2 n
5 log2(log2 n)

.
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3.2 Mim-width of co-comparability graphs

We observe similar properties for co-comparability graphs.

Theorem 3.5 (McConnell and Spinrad [23]). Given a co-comparability graph G, one can output a
co-comparability ordering in time O(|V (G)|+ |E(G)|).

Proposition 3.6. Given a co-comparability graph G, one can in time O(|V (G)|+ |E(G)|) output a
linear branch-decomposition (T, L) with the following property:

• (T, L) has linear sim-width at most 1,

• (T, L) has linear mim-width at most t− 1 if G is (Kt �Kt)-free for some integer t ≥ 2.

Proof. Let G be a co-comparability graph. Using Theorem 3.5, we can obtain its co-comparability
ordering v1, . . . , vn in time O(|V (G)|+ |E(G)|). From this, we take a linear branch-decomposition
(T, L) following the co-comparability ordering. We claim that for each i ∈ {2, . . . , n − 1}, there
is no induced matching of size 2 between {v1, . . . , vi} and {vi+1, . . . , vn}. Suppose there are
i1, i2 ∈ {1, . . . , i} and j1, j2 ∈ {i + 1, . . . , n} such that {vi1vj1 , vi2vj2} is an induced matching of
G. Without loss of generality we may assume that i1 < i2. Then we have i1 < i2 < j1, and thus
by the definition of the co-comparability ordering, vi2 should be adjacent to one of vi1 and vj1 ,
which contradicts to our assumption. Therefore, there is no induced matching of size 2 between
{v1, . . . , vi} and {vi+1, . . . , vn}. It implies that (T, L) has sim-width at most 1.

Now, suppose that G is (Kt�Kt)-free for t ≥ 2. We prove that for every i ∈ {1, . . . , n}, there are
no induced matchings of size t in G[{v1, . . . , vi}, {vi+1, . . . , vn}]. For contradiction, suppose there is
an induced matching {vi1vj1 , . . . , vitvjt} in G[{v1, . . . , vi}, {vi+1, . . . , vn}] where i1, . . . , it ∈ {1, . . . , i}.
We claim that {vi1 , . . . , vit} and {vj1 , . . . , vjt} are cliques.

Claim 4. {vi1 , . . . , vit} and {vj1 , . . . , vjt} are cliques.

Proof. Let x, y ∈ {1, . . . , t}. Assume that ix < iy. Then ix < iy < jx, and therefore, viy is
adjacent to either vix or vjx . Since viy is not adjacent to vjx , viy is adjacent to vix . In case when
iy < ix, we also have that viy is adjacent to vix by the same reason. It implies that {vi1 , . . . , vit}
is a clique. By the symmetric argument, we have that {vj1 , . . . , vjt} is a clique. ♦

By Claim 4, {vi1 , . . . , vit} and {vj1 , . . . , vjt} are cliques, and therefore, G contains Kt �Kt as
an induced subgraph, contradiction. We conclude that (T, L) is a linear branch-decomposition of
linear mim-width at most t− 1.

Corollary 3.7. Let t ≥ 2 be an integer.

(1) Given an n-vertex (Kt �Kt)-free co-comparability graph and σ, ρ ⊆ N, one can solve Min-(or
Max-) (σ, ρ)-domination in time O(n3d(t−1)+4) where d = max(d(σ), d(ρ)).

(2) Given an n-vertex (Kt �Kt)-free co-comparability graph and a (q× q)-matrix Dq, one can solve
Dq-partitioning in time O(qn3dq(t−1)+4) where d = maxi,j d(Dq[i, j]).
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Figure 4: The (4× 4) column-clique grid.

Note that permutation graphs do not contain K3 �K3 as induced subgraphs, because K3 �K3

is the complement of C6, which is not a permutation graph. Therefore, Corollary 3.7 generalizes the
algorithms for permutation graphs.

In the next, we show that co-comparability graphs have unbounded mim-width. For positive
integers p and q, the (p× q) column-clique grid is the graph on the vertex set {vi,j : 1 ≤ i ≤ p, 1 ≤
j ≤ q} where

• for every j ∈ {1, . . . , q}, {v1,j , . . . , vp,j} is a clique,

• for every i ∈ {1, . . . , p} and j1, j2 ∈ {1, . . . , q}, vi,j1 is adjacent to vi,j2 if and only if |j2−j1| = 1,

• for i1, i2 ∈ {1, . . . , p} and j1, j2 ∈ {1, . . . , q} with i1 6= i2 and j1 6= j2, vi1,j1 is not adjacent to
vi2,j2 .

We depict an example in Figure 4. For each 1 ≤ i ≤ p, we call {vi,1, . . . , vi,h} the i-th row of G, and
define its columns similarly.

Lemma 3.8. For integers p, q ≥ 12, the (p×q) column-clique grid has mim-width at least min(p4 ,
q
3).

Proof. Let G be the (p× q) column-clique grid, and let (T, L) be a branch-decomposition of G. It
is enough to show that (T, L) has mim-width at least min(p4 ,

q
3). Let w be the mim-width of (T, L).

By Lemma 2.3, G admits a vertex bipartition (A,B) where mimG(A) ≤ w and for each U ∈ {A,B},
|V (G)|

3 < |U | ≤ 2|V (G)|
3 . It is sufficient to show that mimG(A) ≥ min(p4 ,

q
3).

Firstly, assume that for each row R of G, R ∩ A 6= ∅ and R ∩ B 6= ∅. Then there is an edge
between R ∩A and R ∩B, as G[R] is connected. For each i-th row Ri, we choose a pair of vertices
vi,ai ∈ R ∩ A and vi,bi ∈ R ∩ B that are adjacent. We choose a subset X ⊆ {1, . . . , p} such that
|X| ≥ p

2 and every pair (vi,ai , vi,bi) in {(vi,ai , vi,bi) : i ∈ X} satisfies that ai + 1 = bi. By taking the
same parity of ai’s, we choose a subset Y ⊆ X such that |Y | ≥ p

4 and all integers in {ai : i ∈ Y } have
the same parity. Then we can observe that {vi,aivi,bi : i ∈ Y } is an induced matching in G[A,B], as
all integers in {ai : i ∈ Y } have the same parity. Therefore, we have mimG(A) ≥ p

4 .
Now, we assume that there exists a row R such that R is fully contained in one of A and B.

Without loss of generality, we may assume that R is contained in A. Since |B| > |V (G)|
3 , there is a

subset X ⊆ {1, . . . , q} such that |X| > q
3 and for each i ∈ X, the i-th column contains a vertex of

B. For each i-th column where i ∈ X, we choose a vertex vai,i in B. It is not hard to verify that
the edges between {vai,i : i ∈ X} and the rows in R form an induced matching of size q

3 in G[A,B].
Therefore, we have d ≥ min(p4 ,

q
3).

Corollary 3.9. For every large enough n, there is a co-comparability graph on n vertices having
mim-width at least

√
n
12 .
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Proof. Let p ≥ 4 be an integer, and let n := 12p2. Let G be the (4p× 3p) column-clique grid. It is
not hard to see that

v1,1, v2,1, . . . , v4p,1, v1,2, v2,2, . . . , v4p−1,3p, v4p,3p

is a co-comparability ordering, as each column is a clique. Thus, G is a co-comparability graph. By
Lemma 3.8, mimw(G) ≥ p =

√
n
12 .

We remark that the two classes, (Kt�St)-free chordal graphs and (Kt�Kt)-free co-comparability
graphs, are subclasses of the class of graphs of sim-width at most 1 and having no induced subgraph
isomorphic to Kt �Kt and Kt � St for t ≥ 3. This is because chordal graphs have no K2 �K2

induced subgraph, and co-comparability graphs have no K3 � S3 induced subgraphs by Lemma 2.1.
Motivated from it, we will extend these classes to classes graphs of bounded sim-width and having
no Kt �Kt and Kt � St as induced subgraphs or induced minors, in Section 4.

4 Graphs of bounded sim-width

In Section 3, we proved that graphs of sim-width at most 1 contain all chordal graphs and all
co-comparability graphs. A classical result on chordal graphs is that Minimum Dominating Set is
NP-complete on chordal graphs [6]. So, even for this kind of locally-checkable problems, we cannot
expect efficient algorithms on graphs of sim-width at most w. Therefore, to obtain a meta-algorithm
for graphs of bounded sim-width encompassing many locally-checkable problems, we must impose
some restrictions. We approach this problem in a way analogous to what has previously been done
in the realm of rank-width [13].

It is well known that complete graphs have rank-width at most 1, but they have unbounded
tree-width. Fomin, Oum, and Thilikos [13] showed that if a graph G is Kr-minor free, then its
tree-width is bounded by c · rw(G) where c is a constant depending on r. This can be utilized
algorithmically, to get a result for graphs of bounded rank-width when excluding a fixed minor, as
the class of problems solvable in FPT time is strictly larger when parameterized by tree-width than
rank-width [20].

We will do something similar by focusing on the distinction between mim-width and sim-width.
However, Kr-minor free graphs are too strong, as one can show that on Kr-minor free graphs, the
tree-width of a graph is also bounded by some constant factor of its sim-width. To see this, one can
use Lemma 4.5 and the result on contraction obstructions for graphs of bounded tree-width [12].

Instead of using minors, we exclude Kt � Kt and Kt � St as induced subgraphs or induced
minors. The induced minor operation is rather natural because sim-width does not increase when
taking induced minors; we prove this property in Subsection 4.2. In Subsection 4.3, we prove that
chordal graphs having no induced minor isomorphic to K3 � S3 have unbounded rank-width. As
chordal graphs have no induced minor isomorphic to K3 � K3 and they have sim-width 1, this
implies that graphs that have bounded sim-width and have no induced minor isomorphic to Kt�Kt

or Kt � St for fixed t have unbounded rank-width. Therefore, such classes still extend classes of
bounded rank-width.

We denote by R(k, `) the Ramsey number, that is the minimum integer satisfying that every
graph with at least R(k, `) vertices contains either a clique of size k or an independent set of size `.
By Ramsey’s Theorem [26], R(k, `) exists for every pair of positive integers k and `.
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4.1 Bounding mim-width

We show the following.

Proposition 4.1. Every graph with sim-width w and no induced minor isomorphic to Kt �Kt and
Kt � St has mim-width at most 8(w + 1)t3 − 1.

Proposition 4.2. Every graph with sim-width w and no induced subgraph isomorphic to Kt �Kt

and Kt � St has mim-width at most R(R(w + 1, t), R(t, t)).

We remark that sometimes this Ramsey number can go down to a polynomial function depending
on the underlying graphs. See discussions in Belmonte et al [2].

We first prove Proposition 4.1. We use the following result. Notice that the optimal bound of
Theorem 4.3 has been slightly improved by Fox [14], and then by Balogh and Kostochka [1].

Theorem 4.3 (Duchet and Meyniel [10]). For positive integers k and n, every n-vertex graph
contains either an independent set of size k or a Kt-minor where t ≥ n

2k−1 .

Proof of Proposition 4.1. Let G be a graph with sim-width w and no induced minor isomorphic
to Kt � Kt and Kt � St. Let (T, L) be a branch-decomposition of G of sim-width w. Let e
be an edge of T and (A,B) be the vertex bipartition of G associated with e. We claim that
mimG(A) ≤ 8(w + 1)t3 − 1.

Suppose for contradiction that there is an induced matching {v1w1, . . . , vmwm} in G[A,B] where
v1, . . . , vm ∈ A, w1, . . . , wm ∈ B, and m ≥ 8(w + 1)t3. Let f be the bijection from {v1, . . . , vm} to
{w1, . . . , wm} such that f(vi) = wi for each i ∈ {1, . . . ,m}. As m ≥ 8(w + 1)t3, by Theorem 4.3,
the subgraph G[{v1, . . . , vm}] contains either an independent set of size 2(w + 1)t, or a K2t2-minor.

First assume that G[{v1, . . . , vm}] contains a K2t2-minor. Then there is a minor model of K2t2 in
G[{v1, . . . , vm}], that is, there exist pairwise disjoint subsets S1, . . . , S2t2 of {v1, . . . , vm} such that

• for each i ∈ {1, . . . , 2t2}, G[Si] is connected, and

• for two distinct integers i, j ∈ {1, . . . , 2t2}, there is an edge between Si and Sj .

For each i ∈ {1, . . . , 2t2}, we choose a representative di in each f(Si) and contract each Si to a vertex
ci. Let G1 be the resulting graph. Then G1[{c1, . . . , c2t2}, {d1, . . . , d2t2}] is an induced matching of
size 2t2, and {c1, . . . , c2t2} is a clique in G1. By the same procedure on {d1, . . . , d2t2}, the subgraph
G1[{d1, . . . , d2t2}] contains either an independent set of size t, or a Kt-minor. In both cases, one
can observe that G1 contains an induced minor isomorphic to Kt �Kt or Kt � St, hence we obtain
a contradiction.

Now assume that G[{v1, . . . , vm}] contains an independent set {c1, . . . , c2(w+1)t}, and for each
i ∈ {1, . . . , 2(w + 1)t}, let di := f(ci). By Theorem 4.3, G[{d1, . . . , d2(w+1)t}] contains either an
independent set of size w + 1 or a Kt-minor. In the former case, we obtain an induced matching of
size w + 1 between A and B in G, contradicting to the assumption that simG(A) ≤ w. In the latter
case, we obtain an induced minor isomorphic to Kt � St, contradiction.

We conclude that mimG(A) ≤ 8(w + 1)t3 − 1. Since e is arbitrary, G has mim-width at most
8(w + 1)t3 − 1.

In a similar manner we can prove Proposition 4.2.
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Proof of Proposition 4.2. One can easily modify from the proof of Proposition 4.1 by replacing the
application of Theorem 4.3 with the Ramsey’s Theorem to find a clique or an independent set.

As a corollary, we obtain the following. In general, we do not have a generic algorithm to find a
decomposition, and thus we assume that the decomposition is given as an input.

Corollary 4.4. Let w ≥ 1 and t ≥ 2 be integers.

(1) Given an n-vertex graph of sim-width at most w and having induced minor isomorphic to neither
Kt �Kt nor Kt � St, and σ, ρ ⊆ N, one can solve Min-(or Max-) (σ, ρ)-domination in time
O(n3dt

′+4) where d = max(d(σ), d(ρ)) and t′ = 8(w + 1)t3 − 1.

(2) Given an n-vertex graph of sim-width at most w and having induced minor isomorphic to
neither Kt �Kt nor Kt � St, and a (q× q)-matrix Dq, one can solve Dq-partitioning in time
O(qn3dqt

′+4) where d = maxi,j d(Dq[i, j]) and t′ = 8(w + 1)t3 − 1.

(3) Given an n-vertex graph of sim-width at most w and having induced subgraph isomorphic to
neither Kt �Kt nor Kt � St, and σ, ρ ⊆ N, one can solve Min-(or Max-) (σ, ρ)-domination
in time O(n3dt

′+4) where d = max(d(σ), d(ρ)) and t′ = R(R(w + 1, t), R(t, t)).

(4) Given an n-vertex graph of sim-width at most w and having induced subgraph isomorphic to
neither Kt �Kt nor Kt � St, and a (q× q)-matrix Dq, one can solve Dq-partitioning in time
O(qn3dqt

′+4) where d = maxi,j d(Dq[i, j]) and t′ = R(R(w + 1, t), R(t, t)).

4.2 Induced minors

We show that the sim-width of a graph does not increase when taking an induced minor. This is
one of the main motivations to consider this parameter.

Lemma 4.5. The sim-width of a graph does not increase when taking an induced minor.

Proof. Clearly, the sim-width of a graph does not increase when removing a vertex. We prove for
contractions.

Let G be a graph, v1v2 ∈ E(G), and let (T, L) be a branch-decomposition of G of sim-width
w for some positive integer w. Let z be the contracted vertex in G/v1v2. We claim that G/v1v2
admits a branch-decomposition of G of sim-width at most w. We may assume that G is connected
and has at least 3 vertices. For G/v1v2, we obtain a branch-decomposition (T ′, L′) as follows:

• Let T ′ be the tree obtained from T by removing L(v2), and smoothing its neighbor.

• Let L′ be the function from V (G/v1v2) to the set of leaves of T ′ such that L′(v) = L(v) for
v ∈ V (G/v1v2) \ {z} and L′(z) = L(v1).

Let e1 and e2 be the two edges of T incident with the neighbor of L(v2), but not incident with L(v2).
Let econt be the edge of T ′ obtained by smoothing. By construction, all edges of E(T ′) \ {econt} are
contained in T .

Claim 5. For each e ∈ E(T ′)\{econt}, the simG/v1v2-width of e in (T ′, L′) is at most the simG-width
of e in (T, L).
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Proof. Let e ∈ E(T ′) \ {econt}. Let (A,B) be the vertex bipartition of G/v1v2 associated with
e. Without loss of generality, we may assume z ∈ A. Suppose there exists an induced matching
{a1b1, . . . , ambm} in G/v1v2 with a1, . . . , am ∈ A and b1, . . . , bm ∈ B. Let (A′, B′) be the vertex
bipartition of G associated with e where v1 ∈ A′. We will show that there is also an induced
matching in G of same size between A′ and B′.

We have either v2 ∈ A′ or v2 ∈ B′. If z /∈ {a1, . . . , am}, then {a1b1, . . . , ambm} is also an induced
matching between A′ and B′ in G. Without loss of generality, we may assume that z = a1.

Case 1. v2 ∈ A′.

Proof. In G, one of v1 and v2, say v′, is adjacent to b1. Also, v1 and v2 are not adjacent to any of
{a2, . . . , am, b1, . . . , bm}. Therefore, {v′b1, a2b2, . . . , ambm} is an induced matching in G between
A′ and B′, as required.

Case 2. v2 ∈ B′.

Proof. In this case, {v1v2, a2b2, . . . , ambm} is an induced matching between A′ and B′, because
v1 and v2 are not adjacent to any of {a2, . . . , am, b2, . . . , bm}.

It shows that the simG/v1v2-width of e in (T ′, L′) is at most the simG-width of e in (T, L). ♦

In a similar manner, we can show that the simG/v1v2-width of econt in (T ′, L′) is at most the
minimum of the simG/v1v2-width of e1 and e2 in (T, L). Thus, we conclude that simw(G/v1v2) ≤
simw(G).

4.3 Unbounded rank-width

We show that the Hsu-clique chain graph depicted in Figure 5 is chordal, but does not contain
K2 �K2 or K3 � S3 as an induced minor. Belmonte and Vatshelle [3, Lemma 16] showed that a
(p × q) Hsu-clique chain graph has rank-width at least p

3 when q = 3p + 1. So, our algorithmic
applications based on Proposition 4.1 or Proposition 4.2 are beyond algorithmic applications of
graphs of bounded rank-width.

We formally define Hsu-clique chain graphs. For positive integers p, q, the (p× q) Hsu-clique
chain grid is the graph on the vertex set {vi,j : 1 ≤ i ≤ p, 1 ≤ j ≤ q} where

• for every j ∈ {1, . . . , q}, {v1,j , . . . , vp,j} is a clique,

• for every i1, i2 ∈ {1, . . . , p} and j ∈ {1, . . . , q − 1}, vi1,j is adjacent to vi2,j+1 if and only if
i1 ≤ i2,

• for i1, i2 ∈ {1, . . . , p} and j1, j2 ∈ {1, . . . , q}, vi1,j1 is not adjacent to vi2,j2 if |j1 − j2| > 1.

Proposition 4.6. Let w ≥ 1 and t ≥ 2 be integers. The class of graphs of sim-width w and having
induced minor isomorphic to neither Kt � St nor Kt �Kt has unbounded rank-width.
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Figure 5: The (4× 4) Hsu-clique chain graph.

Proof. For this, we provide that Hsu-clique chain grids are chordal and having no induced minor
isomorphic to Kt � St or Kt �Kt. Since Hsu-clique chain grids have unbounded rank-width [3], it
proves the proposition.

Let G be the (p× q) Hsu-clique chain graph for some positive integers p and q.
First show that G is chordal. Suppose for contradiction that G contains an induced cycle

C = c1c2 · · · cmc1 where m ≥ 4. Since each column of G is a clique, all vertices of C are contained
in two consecutive columns. But also, since each column contains at most 2 vertices, we have m = 4,
and two consecutive vertices of C are contained in one column. Without loss of generality, we
assume c1, c2 are in the i-th column for some i ∈ {1, . . . , q − 1}, and c3, c4 are in the (i + 1)-th
column. This implies that there is an induced matching of size 2 between two columns if we ignore
edges in each column. However, this is not possible from the construction. Therefore, G is chordal.

If G contains an induced minor isomorphic to K2 �K2, which is an induced cycle of length 4,
then G contains an induced subgraph isomorphic to an induced cycle of length ` for some ` ≥ 4.
This contradicts to the fact that G is chordal. So, G has no induced minor isomorphic to K2 �K2.

We claim that G has no induced minor isomorphic to K3 � S3. For contradiction, suppose
there is an induced minor model η of K3 � S3 in G. Let H := K3 � S3. For each v ∈ V (H), let
Iv = {j : vi,j ∈ V (η(v))}. Let I := Iv11 ∪ Iv12 ∪ Iv13 , and let ` and r be the smallest and greatest

integers in I, respectively. Let x, y ∈ {v11, v12, v13} such that

1. V (η(x)) contains a vertex in the `-th column, but for z ∈ {v11, v12, v13} \ {x}, V (η(z)) has no
vertex whose row index is higher than all vertices in V (η(x)) in the `-th column,

2. similarly, V (η(y)) contains a vertex in the r-th column, but for z ∈ {v11, v12, v13} \ {x}, V (η(z))
has no vertex whose row index is lower than all vertices in V (η(y)) in the r-th column.

As {v11, v12, v13} is a clique, it is easy to observe that Ix ∪ Iy = I. Let ` be the integer such that
v1` ∈ {v11, v12, v13} \ {x, y}. By the choice of x and y, every vertex in V (η(v2` )) has a neighbor in
V (η(x)) ∪ V (η(y)). Thus, it contradicts to the assumption that G contains H as an induced
minor.

5 Lower bound of sim-width on circle graphs

In this section, we construct a set of circle graphs with unbounded sim-width and no triangle, using
the approach similar to the one by Mengel [24]. As simw(G) ≤ mimw(G) for every graph G, the
example also implies that the class of circle graphs has unbounded mim-width.

Theorem 5.1. Circle graphs have unbounded sim-width, and thus have unbounded mim-width.
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a4,1 a4,2 a4,3 a4,4

a3,1 a3,2 a3,3 a3,4

a2,1 a2,2 a2,3 a2,4

a1,1 a1,2 a1,3 a1,4

h4,1 h4,2 h4,3

h3,1 h3,2 h3,3

h2,1 h2,2 h2,3

h1,1 h1,2 h1,3

v3,1 v3,2 v3,3 v3,4

v2,1 v2,2 v2,3 v2,4

v1,1 v1,2 v1,3 v1,4

Figure 6: The circle graph G4 of Lemma 5.4

For an integer d ≥ 0, a graph G is d-degenerate if every subgraph of G contains a vertex of
degree at most d. The following lemma asserts that every d-degenerate graph with large treewidth
also has a large mim-width.

Lemma 5.2 (Vatshelle’s Thesis [32]; See also Mengel [24]). For every d-degenerate graph G,

mimw(G) ≥ tw(G)+1
3(d+1) .

Given a bipartite graph with large mim-width, we do not lose much of mim-width after adding
edges to one part of the bipartition.

Lemma 5.3 (Mengel [24]). Let H be a bipartite graph with a bipartition (A,B), and let G be a

graph obtained from H by adding some edges in H[A]. Then mimw(G) ≥ mimw(H)
2 .

For an integer k ≥ 1 and a graph H, a graph G is a k-subdivision of H if G can be built from H
by replacing every edge of H with a path of length k+ 1 such that those paths replacing edges of H
are internally vertex-disjoint.

Now we prove the main lemma of this section.

Lemma 5.4. For every integer k ≥ 2, there is a circle graph Gk satisfying the following.

1. Gk contains no K3 as a subgraph.

2. Gk contains a 1-subdivision of a (k × k)-grid as a subgraph. In particular, tw(Gk) ≥ k.

3. mimw(Gk) ≥ k+1
18 .
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Proof. Let H be a 1-subdivision of a (k × k)-grid. It is easy to see that H is 2-degenerate and has
tree-width at least k, since it contains a (k × k)-grid as a minor. By Lemma 5.2, mimw(H) ≥ k+1

9 .
For i, j ∈ {1, . . . , k}, let ai,j be the vertex on the i-th row and j-th column of the (k×k)-grid. For

i ∈ {1, . . . , k} and j ∈ {1, . . . , k−1}, let hi,j be the vertex of degree 2 adjacent to ai,j and ai,j+1 in H.
For i ∈ {1, . . . , k− 1} and j ∈ {1, . . . , k}, let vi,j be the vertex of degree 2 adjacent to ai,j and ai+1,j

in H. Let us define A := {ai,j : i, j ∈ {1, . . . , k}}, Bh := {hi,j : i ∈ {1, . . . , k}, j ∈ {1, . . . , k − 1}},
and Bv := {vi,j : i ∈ {1, . . . , k−1}, j ∈ {1, . . . , k}}. Then H is a bipartite graph with the bipartition
(A,Bh ∪Bv). Let B = Bh ∪Bv.

Before we describe in detail, we briefly explain how we will construct a circle representation of
H. For two points a and b on a circle, we denote by ab the chord whose end points are a and b.
Let p1, . . . , p2k2 be distinct 2k2 points on the circle in clockwise order. We regard each vertex in A
as a chord joining two points p2i and p2i−1 for some i ∈ {1, . . . , k2}. Since every vertex in B has
a degree 2 in H, the chord representing a vertex in B will be represented by a chord intersecting
two disjoint chords p2ip2i−1 and p2jp2j−1 for some i 6= j that represents its neighbors. Since the
chords representing vertices in B may cross each other, the resulting circle graph will be a graph
obtained from H by adding some edges in B. By Lemma 5.3, this graph has mim-width at least
mimw(H)

2 ≥ k+1
18 .

We explain how we can assign chords representing vertices in A not to induce K3 in B.
Let C be a circle and c1, . . . , c6k2 be distinct 6k2 points on C in clockwise order. For i, j ∈

{1, . . . , k}, ai,j is represented as follows:

• if i is odd, then ai,j is represented by a chord intersecting c6(i−1)k+6j−5 and c6(i−1)k+6j ,

• if i is even, then ai,j is represented by a chord intersecting c6ik−6j+1 and c6ik−6j+6.

Remark that we assign chords representing vertices a1,1, . . . , a1,k, a2,k, . . . , a2,1, . . . in clockwise order.
We assign chords for vertices in Bh as follows.

• For an odd integer i ∈ {1, . . . , k} and an integer j ∈ {1, . . . , k − 1}, a chord connecting
c6(i−1)k+6j−1 and c6(i−1)k+6j+2 represents a vertex hi,j ∈ Bh.

• For an even integer i ∈ {1, . . . , k} and an integer j ∈ {1, . . . , k − 1}, a chord connecting
c6ik−6j+2 and c6ik−6j−1 represents a vertex hi,j ∈ Bh.

We assign chords for vertices in Bv as follows. Note that we assign chords to vertices in Bv so that
for i ∈ {1, . . . , k − 2} and j1, j2 ∈ {1, . . . , k}, chords representing two vertices vi,j1 and vi+1,j2 cross
if and only if either i is odd and j1 < j2 or i is even and j1 > j2.

• For an odd integer i ∈ {1, . . . , k − 1} and an integer j ∈ {1, . . . , k}, a chord connecting
c6(i−1)k+6j−2 and c6ik+6(k−j)+3 represents a vertex vi,j ∈ Bv.

• For an even integer i ∈ {1, . . . , k − 1} and an integer j ∈ {1, . . . , k}, a chord connecting
c6ik−6j+4 and c6ik+6j−3 represents a vertex vi,j ∈ Bv.

Let Gk be the circle graph obtained by this procedure. See Figure 6 which describes G4. Since
every new edge of Gk joins vi,j1 and vi+1,j2 for some i ∈ {1, . . . , k − 2} and j1, j2 ∈ {1, . . . , k}, it is
easy to see that Gk contains no K3. Note that Gk is a graph obtained from H by adding some
edges in B. By Lemma 5.3, the resulting circle graph has mim-width at least mimw(H)

2 ≥ k+1
18 .
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Proof of Theorem 5.1. By Proposition 4.2, there is an increasing function f : N → N such that
every graph G with no induced subgraph isomorphic to K3 �K3 and K3 � S3 has mim-width at
most f(simw(G)). Since the circle graph Gk of Lemma 5.4 contains no K3 as a subgraph, we have
f(simw(Gk)) ≥ mimw(Gk) ≥ k+1

18 . It follows that simw(Gk) should be large for sufficiently large
k.

6 Concluding remarks

In this paper, we showed that every fixed LC-VSVP problem can be solved in XP time parameterized
by t on (Kt �St)-free chordal graphs and (Kt �Kt)-free co-comparability graphs. We further give a
mim-width bound on the class of graphs that have sim-width at most w and do not contain Kt � St
and Kt �Kt as induced minors or induced subgraphs..

Vatshelle [32] asked whether there is a function f such that given a graph G, one can in XP time
parameterized by mimw(G) compute a branch-decomposition of mim-width at most f(k). This still
remains as an open problem. We asked the same question for sim-width.

Question 1. Does there exist a function f such that, given a graph G, one can in XP time
parameterized by the sim-width k of G compute a decomposition of sim-width f(k)?

We observed that one cannot expect XP algorithms for Minimum Dominating Set param-
eterized by sim-width. However, we know that one can solve Maximum Independent Set or
3-Coloring in polynomial time on both chordal graphs and co-comparability graphs, which are all
known classes of constant sim-width. We ask whether those problems are NP-complete on graphs of
sim-width 1 or not.

Question 2. Is Maximum Independent Set NP-complete on graphs of sim-width at most 1? Also,
is 3-Coloring NP-complete on graphs of sim-width at most 1?

It would be interesting to find more classes having constant sim-width, but unbounded mim-width.
We propose some possible classes, that are also presented in Figure 2.

Question 3. Do weakly chordal graphs or AT-free graphs have constant sim-width?

We showed that Minimum Dominating Set can be solved in time nO(t) on (Kt � St)-free
chordal graphs, but we could not obtain an FPT algorithm. We ask whether it is W[1]-hard or not.

Question 4. Is Minimum Dominating Set on chordal graphs W[1]-hard parameterized by the
maximum t such that the given graph has an Kt � St induced subgraph?
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