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Abstract

Given a metric graph G = (V,E,w), a specific vertex c ∈ V , and an integer
p, let T be a depth-2 spanning tree of G rooted at c such that c is adjacent
to p vertices called hubs and each of the remaining vertices is adjacent to a
hub. The Star p-Hub Routing Cost Problem is to find a spanning tree
T of G satisfying the conditions stated above such that the sum of distances
between all pairs of vertices in T is minimized. In this paper, we prove that
the Star p-Hub Routing Cost Problem is NP-hard. A 3-approximation
algorithm running in time O(n2) is given for solving the same problem where
n is the number of vertices in the input graph. Moreover, we give an example
to show that the analysis of the approximation ratio cannot be better than
2− ϵ for any ϵ > 0.
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1. Introduction

In computer or transportation networks, each node has to send mes-
sages or transport commodities to other nodes. Instead of using the direct
link between each origin/destination pair, a network with hub-and-spoke
architecture uses hubs to connect each origin/destination pair. Hubs are
facilities that can provide services such as consolidation and switching of
flows between origins and destinations. All hubs are usually assumed to be
fully interconnected. Each path from an origin to a destination in a hub-
and-spoke network goes through at least one hub. With large amounts of
flows passing through hubs, hubs can achieve economies of scale in network
utilization. Furthermore, the total number of links can be reduced in a
hub-and-spoke network. Hub-and-spoke networks have numerous applica-
tions in the airport industry [1], transportation systems [2], and logistics
networks [3].

1.1. Hub Location Problems

The hub location problem (HLP) is to design a hub-and-spoke network
fulfilling certain constraints and optimizing a predefined objective. HLPs
usually consist of a two-level decision process: selecting some nodes to locate
hubs and allocating the remaining nodes (called non-hubs) to hubs. The p-
Hub Median Problem, a classic HLP, is to locate p hubs in order to
minimize the total transportation cost. In 1987, O’Kelly [4] developed the
first mathematical formulations of this problem by studying the dataset of
airline passenger networks. Since then, numerous HLPs and variants of the
p-Hub Median Problem have been studied by researchers [5–15].

Single-allocation and multi-allocation are two types of HLPs that differ
in how non-hubs are allocated to hubs. If every non-hub can be served
by exactly one hub, the problem is classified as single-allocation. If every
non-hub can be served by several hubs, the problem is classified as multi-
allocation. For more classifications of HLPs, there exist several reviews and
surveys on HLPs [5, 7, 12, 14].

1.2. Approximation Results for HLPs

Although there are many results on linear programming-based and
heuristic algorithms for solving HLPs, the studies on approximation algo-
rithms of HLPs are still few. We introduce some approximation results for
HLPs in this subsection.

Iwasa et al. [16] studied the single allocation problem in hub-and-spoke
networks. Given the predetermined locations of hubs and the required
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amount of flow between each pair of nodes, the problem aims to minimize the
total transportation cost after allocating non-hubs to hubs. They presented a
deterministic 3-approximation algorithm and a randomized 2-approximation
algorithm. Chen et al. [13] studied the Single Allocation at most p-
Hub Center Routing Problem in ∆β-metric graphs. ∆β-metric graphs
are weighted complete graphs satisfying the β-triangle inequality. The prob-
lem involves locating at most p hubs and allocating each non-hub to a hub
in order to minimize the routing cost. For any β > 1/2, they proved that
the problem is NP-hard and gave 2β-approximation algorithms.

The p-Hub Center Problem is to locate p hubs and allocate each non-
hub to a hub so as to minimize the maximum cost between pairs of nodes.
Chen et al. [8] studied this problem in metric graphs. They showed that for
any ϵ > 0, approximating the p-Hub Center Problem to a ratio 4/3− ϵ
is NP-hard. They also proposed a 5/3-approximation algorithm. As for ∆β-
metric graphs, the upper and lower bounds of approximability according to
the value of β were provided in [10]. Wang et al. [15] studied six variants
of the p-Hub Median Problem and the p-Hub Center Problem. Each
of the variants has a different objective function. They presented improved
hardness and approximation results.

The Star p-Hub Center Problem is similar to the p-Hub Center
Problem. The difference between them is that hubs in the Star p-Hub
Center Problem are connected to a given central node instead of being
fully interconnected. It was shown that to approximate the Star p-Hub
Center Problem in metric graphs to a ratio 5/4 − ϵ is NP-hard [6]. A
7/2-approximation algorithm was given in the same paper [6]. Chen et al. [9]
reduced the gap between the upper and lower bounds of approximability for
the Star p-Hub Center Problem in metric graphs. In [11], the upper and
lower bounds of approximability according to the value of β was presented
for the Star p-Hub Center Problem in ∆β-metric graphs.

1.3. Star p-Hub Routing Cost Problem

We discuss the Star p-Hub Routing Cost Problem (SpHRP) in
this paper. This problem is to select p nodes as hubs connecting to a given
central node and assign each non-hub to a hub such that the routing cost
is minimized. We prove that the SpHRP problem is NP-hard and give a
3-approximation algorithm to solve it.

Given an undirected, complete, and weighted graph G = (V,E,w), G
is called a metric graph if the following three conditions are satisfied, i.e.,
w(v, v) = 0 for any v ∈ V ; w(u, v) = w(v, u) for any u, v ∈ V ; and for any
u, v, x ∈ V , w(u, v) ≤ w(u, x)+w(x, v). Given a metric graph G = (V,E,w),
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a specific vertex c ∈ V , and a positive integer p, the goal of SpHRP is to
obtain a spanning tree T of G satisfying the following conditions: T is
rooted at c, c is adjacent to exactly p vertices called hubs, and each of the
remaining vertices (called non-hubs) is adjacent to exactly one hub. For
u, v ∈ V , dH(u, v) denotes the distance between u, v in graph H. Notice
that dG(u, v) = w(u, v) if G is a metric graph. For u, v ∈ V , dT (u, v)
denotes the length of the path between u, v in tree T . Define C(T ) =∑

u∈V
∑

v∈V dT (u, v), which can be designated as the routing cost of tree T .
We list the formal definition of the SpHRP in the following.

Star p-Hub Routing Cost Problem (SpHRP)
Input: A metric graph G = (V,E,w), a vertex c ∈ V , and a positive

integer p, where |V | ≥ 2p+ 1
Output: A depth-2 spanning tree T ∗ rooted at c such that c has

exactly p children and the routing cost of T ∗, C(T ∗), is
minimized

Here, we assume that the number of non-hubs is greater than or equal
to the number of hubs, that is, |V | ≥ 2p+ 1. The assumption |V | ≥ 2p+ 1
is reasonable because in real-world applications, a hub could be a logistics
center or an airport, and a non-hub could be a retail store, a customer, or a
passenger. The approximation algorithm of the SpHRP can be used to solve
some variants of SpHRP. There is a variant of the problem that is to locate
at most p hubs instead of locating exactly p hubs. The algorithm of SpHRP
can be implemented by enumerating the values of p from 1 to p. One may
consider another variant of the problem that is to choose the root and hubs
at the same time instead of specifying the root in advance. The algorithm
can be implemented by enumerating each vertex as root.

The solution of SpHRP is a star/star network, as the network connecting
the central node to hubs is a star and each network connecting a hub and
non-hubs allocated to it is also a star. The solution of SpHRP is also a depth-
2 tree with a specific root connecting to exactly p hubs. Note that the output
of the Star p-Hub Center Problem has the same restricted structure.
There are other HLPs requiring this kind of topology as well. Yaman [17]
studied a problem similar to the SpHRP where the objective is to minimize
the total cost of installing capacitated links. The author presented two
formulations and a heuristic algorithm. Yaman and Elloumi [18] provided
several mathematical models for the Star p-Hub Median Problem with
Bounded Path Lengths. The problem is close to SpHRP, but it considers
the upper bound on the path lengths. Tikani et al. [19] studied the integrated
problem considering seat inventory control and revenue management. They
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proposed a hybrid optimization method based on genetic algorithm and
exact solution.

Problems that minimize the sum of shortest paths between all pairs
of vertices have been studied for decades in different contexts. There are
some problems on finding a subgraph or a spanning tree fulfilling certain
constraints such that the routing cost is minimized [20–23]. An application
to computational biology is presented in [23]. Some important results on
polynomial time approximation schemes for these problems are in [23, 24].
Compared to these problems, the output of SpHRP has a fixed architecture.
It is easier to centralize the services of the network and expand the whole
network by connecting the central node to the one in another network.

Figure 1: An example of SpHRP with p = 4, where the central warehouse is the given
central node, four major convenience stores are hubs, and the other small convenience
stores are non-hubs.

Fig. 1 displays an example of the SpHRP that can be applied to the
transportation network in convenience stores. Commodities are transported
from the central warehouse to convenience stores. In addition, convenience
stores provide a service that customers can send packages from a convenience
store to another. Both the objective and the structure of SpHRP are appli-
cable to this scenario. The remainder of this paper is organized as follows.
In Section 2, we prove that SpHRP is NP-hard. In Section 3, we propose
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a 3-approximation algorithm for the SpHRP. In Section 4, we present an
example for the 3-approximation algorithm showing that the approximation
ratio is at least 2− ϵ for any ϵ > 0. We conclude the paper in Section 5.

2. NP-Hardness

In this section, we show the NP-hardness of SpHRP. We define the Re-
stricted Exact Cover by 3-Sets Problem (Rest-X3C) as a restricted
version of the well-known NP-hard problem Exact Cover by 3-Sets
Problem (X3C) [25].

Exact Cover by 3-Sets Problem (X3C)
Input: A set U , with |U | = 3q, and a collection S of 3-element

subsets of U
Output: Is there a subset S ′ of S where every element of U occurs in

exactly one member of S ′?

Restricted Exact Cover by 3-Sets Problem (Rest-X3C)
Input: A set U , with |U | = 3q, and a collection S of 3-element

subsets of U , with |U | ≥ |S|
Output: Is there a subset S ′ of S where every element of U occurs in

exactly one member of S ′?

We prove that Rest-X3C is also an NP-hard problem as follows.

Lemma 1. Rest-X3C is NP-hard.

Proof. In the following, we reduce the X3C problem to the Rest-X3C prob-
lem. Let I = (U,S) be an input instance of X3C. U is a universal set and
S is a collection of 3-element subsets of U . Let u1, u2, ..., u3x be 3x ele-
ments not in U , where |U |+ 2x ≥ |S|. Then I ′ = (U ∪ {u1, u2, ..., u3x},S ∪
{{u1, u2, u3}, {u4, u5, u6}, ..., {u3x−2, u3x−1, u3x}}) is an input instance of
Rest-X3C, and it is easy to check that I has a solution if and only if I ′

has a solution. This implies that Rest-X3C is also an NP-hard problem.
This completes the proof.

We prove that SpHRP is an NP-hard problem as follows.

Theorem 1. SpHRP is NP-hard.

Proof. We prove that SpHRP is at least as hard as the Rest-X3C. We reduce
the Rest-X3C to the SpHRP. Let (U,S) be an input instance of Rest-X3C.
U is a universal set and S is a collection of 3-element subsets of U , where
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|U | = 3q, |S| = m, and 3q ≥ m. We construct a metric graph G = (V ∪ S ∪
{c}, E, w) of the SpHRP according to (U,S). Let c be the specified vertex.
For each element v ∈ U , create a vertex v ∈ V . For each subset s ∈ S,
create a vertex s ∈ S. In this section, we say “s covers v” if v ∈ s. We
define the costs of the edges in G as follows.

• For c

– w(c, s) = 1 if s ∈ S.

– w(c, v) = 2 if v ∈ V .

• For v ∈ V

– w(v, v′) = 2 if v′ ∈ V and v ̸= v′.

– w(v, s) = 1 if s ∈ S and s covers v.

– w(v, s′) = 3 if s′ ∈ S and s′ does not cover v.

• For s ∈ S

– w(s, s′) = 2 if s′ ∈ S and s ̸= s′.

w(u, v) c v′ s′

c 0 2 1

v 2 2 w(v, s′)

s 1 w(s, v′) 2

Table 1: The costs of edges in G, where v, v′ ∈ V , s, s′ ∈ S, and w(v, s′), w(s, v′) are
either 1 or 3.

Table 1 presents the edge costs of all edges (u, v) in G. It is not hard
to see that G is a metric graph since any three vertices u, v, r in G satisfy
w(u, v) + w(v, r) ≥ w(u, r). Let (G, c, p = m) be the input of the SpHRP.

If the Rest-X3C has a solution S ′, we assume that S ′ = {s1, s2, ..., sq}
without loss of generality. We then construct a solution T (see Fig. 2) of the
SpHRP according to S ′. Let all vertices in S be hubs. For each s ∈ S ′, we
find the corresponding vertex s ∈ S and connect s to the three vertices in
V that are covered by s. Define RT (A,B) =

∑
a∈A

∑
b∈B dT (a, b). We see

that the routing cost of T is

C(T ) = RT (V, V ) +RT (S, S) + 2RT (S, V ) + 2RT ({c}, S ∪ V )

= [3q(3q − 1) · 4− 3q · 2(4− 2)] +m(m− 1) · 2 + 2[m(3q) · 3
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Figure 2: A solution T of the SpHRP after the reduction.

−3q(3− 1)] + 2 · (m+ 3q · 2)
= (36q2 − 24q) + (2m2 − 2m) + (18mq − 12q) + (2m+ 12q)

= 18mq + 2m2 + 36q2 − 24q

Let T ∗ denote an optimal solution of SpHRP. We have C(T ∗) ≤ C(T ) =
18mq + 2m2 + 36q2 − 24q. Next, we use this inequality to prove Claims 1
to 3.

Claim 1. In T ∗, all vertices in S are hubs and adjacent to c.

Proof. In T ∗, suppose a vertex vx in V is a hub, and a vertex sx in S is a
non-hub. For a non-hub u in T ∗, we use f∗(u) to denote the hub adjacent
to u in T ∗.

• For RT ∗(V, V ):

Only case (a) and case (b) in Fig. 3 can make the distance between
two vertices in V be equal to 2; otherwise, the distance between two
vertices in V is greater than or equal to 4.

In case (a), the position of vj makes dT ∗(vi, vj) and dT ∗(vj , vi) be equal
to 2. For each vertex v in the position similar to that of vj , v makes
two distances be equal to 2 in RT ∗(V, V ). Let n1 be the number of
non-hubs v ∈ V satisfying f∗(v) ∈ V .

In case (b), for vertices vl, vm, vn, there are six distances equal to 2 in
RT ∗(V, V ). For each vertex v in the position similar to that of vl, v
makes two distances be equal to 2 in RT ∗(V, V ). Let n2 be the number
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Figure 3: The two cases that can make the distance between two vertices in V be equal
to 2, where vi, vj , vk, vl, vm, vn ∈ V , si ∈ S, and si covers vl, vm, vn.

of non-hubs v ∈ V satisfying f∗(v) ∈ S and dT ∗(v, f∗(v)) = 1. We
have

RT ∗(V, V ) ≥ 3q(3q − 1)4− n1 · 2(4− 2)− n2 · 2(4− 2)

= 3q(3q − 1)4− (n1 + n2) · 2(4− 2)

≥ 3q(3q − 1)4− 3q · 2(4− 2) (since n1 + n2 ≤ 3q)

= 36q2 − 24q

• For RT ∗(S, S):

RT ∗(S, S) ≥ RG(S, S) (by the triangle inequality)

= m(m− 1) · 2
= 2m2 − 2m

• For RT ∗(S, V ):

Only case (c) and case (d) in Fig. 4 can make the distance between a
vertex in S and a vertex in V be equal to 1; otherwise, the distance
between a vertex in S and a vertex in V is greater than or equal to 3.

In case (c), the position of si makes dT ∗(si, vi) be equal to 1. For each
vertex s in the position similar to that of si, s makes one distance be
equal to 1 in RT ∗(S, V ). Let n1 be the number of non-hubs s ∈ S
satisfying f∗(s) ∈ V and dT ∗(s, f∗(s)) = 1.

In case (d), the position of vj makes dT ∗(sk, vj) be equal to 1. For each
vertex v in the position similar to that of vj , v makes one distance be
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Figure 4: The two cases that can make the distance between a vertex in S and a vertex
in V be equal to 1, where vi, vj , vk ∈ V , si, sj , sk ∈ S, si, sj cover vi, and sk covers vj , vk.

equal to 1 in RT ∗(S, V ). Let n2 be the number of non-hubs v ∈ V
satisfying f∗(v) ∈ S and dT ∗(v, f∗(v)) = 1. Note that both n1 and n2

are the number of some non-hubs. The number of all non-hubs is 3q,
so n1 + n2 ≤ 3q. We have

RT ∗(S, V ) ≥ m · 3q · 3− n1(3− 1)− n2(3− 1)

= m · 3q · 3− (n1 + n2) · 2
≥ m · 3q · 3− 3q · 2 (since n1 + n2 ≤ 3q)

= 9mq − 6q

• For RT ∗({c}, V ∪ S):

RT ∗({c}, V ∪ S) = RT ∗({c}, V ∪ S \ {sx}) + dT ∗(c, sx)

≥ RG({c}, V ∪ S \ {sx}) + dT ∗(c, sx)

= 3q · 2 + (m− 1) · 1 + dT ∗(c, sx)

≥ 3q · 2 +m− 1 + 3 (since sx is a non-hub)

= 6q +m+ 2

Hence,

C(T ∗) = RT ∗(V, V ) +RT ∗(S, S) + 2RT ∗(S, V ) + 2RT ∗({c}, S ∪ V )

≥ (36q2 − 24q) + (2m2 − 2m) + 2(9mq − 6q) + 2(6q +m+ 2)

= 18mq + 2m2 + 36q2 − 24q + 4

> C(T )
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We can see that C(T ∗) > C(T ). This contradicts the fact that T ∗ is an
optimal solution. This completes the proof.

Claim 2. In T ∗, all vertices in V are adjacent to the vertex in S that covers
it.

Proof. In T ∗, suppose a vertex vx in V is adjacent to a vertex sy in S that
does not cover vx. We can construct another solution T ′ (see Fig. 5) for the
SpHRP by removing the edge (sy, vx) in T ∗ and adding the edge connecting
vx and a vertex sx in S that covers vx. For each vertex u ∈ V ∪S \ {sx, vx},
we see that dT ∗(sy, u) = dT ′(sy, u). We also see that the shortest path from
vx to u goes through sy in T ∗. We have

Figure 5: T ∗ and T ′ in the proof of Claim 2.

C(T ∗)− C(T ′) = 2RT ∗({vx}, V ∪ S ∪ {c})− 2RT ′({vx}, V ∪ S ∪ {c})
= 2RT ∗({vx}, V ∪ S \ {sx, vx}) + 2RT ∗({vx}, {c, sx, vx})

−2RT ′({vx}, V ∪ S \ {sx, vx})− 2RT ′({vx}, {c, sx, vx})
= 2RT ∗({vx}, V ∪ S \ {sx, vx}) + 2(4 + 5 + 0)

−2RT ′({vx}, V ∪ S \ {sx, vx})− 2(2 + 1 + 0)

≥ 2RT ∗({sy}, V ∪ S \ {sx, vx})
+2[(3q +m− 2)dT ∗(vx, sy)]

−2RT ′({sy}, V ∪ S \ {sx, vx})
−2[(3q +m− 2)dT ′(vx, sy)] + 12

= 12

We can see that C(T ∗) > C(T ′). This contradicts the fact that T ∗ is an
optimal solution. This completes the proof.
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Claim 3. In T ∗, each hub is either adjacent to three non-hubs in V or not
ajacent to any non-hubs in V .

Proof. According to Claim 2, we can see that the maximum number of
vertices in V that are adjacent to each hub is three. For any v1, v2 ∈ V , if v1
and v2 are adjacent to the same vertex in S, then dT ∗(v1, v2) = 2; otherwise,
dT ∗(v1, v2) = 4. Therefore, minv∈V (RT ∗({v}, V )) = (3q − 3)4 + 2 · 2.

• Case 1:

In T ∗, suppose a vertex sx in S has only two children vx, vy that belong
to V . Note that RT ∗({vx}, V ) = RT ∗({vy}, V ) = (3q − 2)4 + 2.

C(T ∗)− C(T ) = RT ∗(V, V )−RT (V, V )

= RT ∗(V \ {vx, vy}, V ) +RT ∗({vx}, V )

+RT ∗({vy}, V )−RT (V, V )

≥ (3q − 2)[(3q − 3) · 4 + 2 · 2] + 2[(3q − 2) · 4 + 2]

−(36q2 − 24q)

= 4

Thus, we obtain that C(T ∗) > C(T ). This contradicts the fact that
T ∗ is an optimal solution. Therefore, in T ∗ there is no sx ∈ S having
exactly two children in V .

• Case 2:

In T ∗, suppose a vertex sx in S has only one child vx that belongs to
V . Note that RT ∗({vx}, V ) = (3q − 1)4.

C(T ∗)− C(T ) = RT ∗(V, V )−RT (V, V )

= RT ∗(V \ {vx}, V ) +RT ∗({vx}, V )−RT (V, V )

≥ (3q − 1)[(3q − 3) · 4 + 2 · 2] + (3q − 1) · 4
−(36q2 − 24q)

= 4

Thus, we see that C(T ∗) > C(T ). This contradicts the fact that T ∗

is an optimal solution. Therefore, in T ∗ there is no sx ∈ S having
exactly one child in V .

This completes the proof of the claim.
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Claim 4. The SpHRP has an optimal solution T ∗ with C(T ∗) ≤ 18mq +
2m2 + 36q2 − 24q if and only if Rest-X3C has a solution.

Proof. If the Rest-X3C has a solution S ′, we can construct a solution T for
the SpHRP problem according to S ′ in the following way. Let all sx ∈ S be
hubs adjacent to c in T and for each si ∈ S ′ let the three elements in si be
non-hubs adjacent to si (see Fig. 2). We see that

C(T ∗) ≤ C(T ) = 18mq + 2m2 + 36q2 − 24q.

If the SpHRP has an optimal solution T ∗ with C(T ∗) ≤ 18mq + 2m2 +
36q2 − 24q, then Claims 1 to 3 hold. According to Claims 1 to 3, T ∗ has q
hubs with three children and m− q hubs with no child. Then, we can create
a set S ′ containing the elements of S which correspond to the hubs with
children in T ∗. Because every element of U occurs in exactly one member
of S ′, S ′ is a solution of the Rest-X3C. This completes the proof.

We have proven that we can obtain the input of the SpHRP from the
input of the Rest-X3C in polynomial time and obtain the output of the
Rest-X3C from the output of the SpHRP in polynomial time. If there exists
a polynomial time algorithm that solves the SpHRP, then the Rest-X3C can
be solved in polynomial time. However, Rest-X3C is a NP-hard problem.
This implies that SpHRP is also an NP-hard problem. This completes the
proof of Theorem 1.

3. Approximation Algorithm

In this section, we give a 3-approximation algorithm1 for the SpHRP. The
algorithm is kind of intuitive. It first finds the vertex that has the minimal
cost to the other vertices as hub 1; then it chooses p − 1 vertices closest
to the root as the remaining hubs. All the other vertices are connected to
hub 1.

Let (G = (V,E,w), c, p) be the input of the SpHRP, where |V | = n.
Let T be the output of the proposed algorithm, h1, h2, ..., hp represent each
hub in T , and l1, l2, ..., ln−p−1 represent each non-hub in T . Let T ∗ denote
an optimal solution of the SpHRP. Let h∗1, h

∗
2, ..., h

∗
p represent each hub in

T ∗, where h∗1, h
∗
2, ..., h

∗
p are sorted by the distance to c in T ∗ increasingly.

Let l∗1, l
∗
2, ..., l

∗
n−p−1 represent each non-hub in T ∗, where l∗1, l

∗
2, ..., l

∗
n−p−1 are

sorted by the distance to c in T ∗ increasingly.

1The proposed algorithm improves the approximation ratio of the previous result in
ICS 2018.
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Algorithm 1: Approximation algorithm for SpHRP (G, c, p)

Step 1: Find cs, where cs = argminu∈V \{c}
(∑

v∈V dG(u, v)
)
.

Step 2: Let vertex cs be h1 and connect c to h1 in T .
Step 3: Select p− 1 vertices {h2, h3, ..., hp} closest to c from
V \ {c, h1} and connect them to c in T .
Step 4: Connect all vertices in V \ {c, h1, h2, ..., hp} to h1 in T .
Step 5: Return T .

Before we start to prove that Algorithm 1 is a 3-approximation algo-
rithm, we prove two technical lemmas first.

Lemma 2. C(T ∗) ≥ (n− 1)
∑

v∈V dG(cs, v) +
∑

u∈V dT ∗(c, u)

Proof.

C(T ∗) =
∑
u∈V

∑
v∈V

dT ∗(u, v)

=
∑

u∈V \{c}

∑
v∈V

dT ∗(u, v) +
∑
v∈V

dT ∗(c, v)

≥
∑

u∈V \{c}

∑
v∈V

dG(u, v) +
∑
v∈V

dT ∗(c, v)

(using the triangle inequality)

≥ (n− 1) min
u∈V \{c}

(∑
v∈V

dG(u, v)
)
+

∑
v∈V

dT ∗(c, v)

= (n− 1)
∑
v∈V

dG(cs, v) +
∑
v∈V

dT ∗(c, v)

(due to the selection of cs in Algorithm 1)

This completes the proof.

Lemma 3. C(T ∗) ≥ 2(2n− 2− p)
∑p

i=2 dG(c, hi)

Proof. For a non-hub l in T ∗, we use f∗(l) to denote the hub adjacent to l
in T ∗. Note that |V | ≥ 2p+ 1. There are at least p non-hubs in T ∗. Define
a set L = {l∗2, l∗3, ..., l∗p}. We use Hi to denote the set that contains all the
non-hubs adjacent to h∗i in T ∗. Define ki = |Hi| and k′i = |Hi ∩ L|. For a
hub h∗i in T ∗, we define k′(h∗i ) = k′i.

We need the following two claims to prove this lemma.

14



Claim 5. (k′i + 1)(n− k′i − 1) ≤ (ki + 1)(n− ki − 1)

Proof. Note that n − p − 1 ≥ ki given that the vertex c and all the hubs
cannot be the children of h∗i in T ∗. Furthermore, note that p− 1 ≥ k′i given
that |L| = p− 1. Hence, we can obtain that n ≥ ki + p+1 ≥ ki + k′i +2. In
the following, we prove that (ki + 1)(n− ki − 1)− (k′i + 1)(n− k′i − 1) ≥ 0.

(ki + 1)(n− ki − 1)− (k′i + 1)(n− k′i − 1)

= (kin− k2i − ki + n− ki − 1)− (k′in− k′i
2 − k′i + n− k′i − 1)

= n(ki − k′i)− (k2i − k′i
2
)− 2(ki − k′i)

= (ki − k′i)(n− ki − k′i − 2)

≥ 0 (ki ≥ k′i, given the definitions of ki and k′i)

This completes the proof the claim.

Claim 6.
∑p

i=1[(2n − 2)k′i − 2k′i
2 − 2k′i] · dG(c, h∗i ) =

∑p
i=2[(2n − 2) −

2k′(f∗(l∗i ))− 2] · dG(c, f∗(l∗i ))

Proof. We see that k′1 + k′2 + ... + k′p = p − 1 since k′1, k
′
2, ..., k

′
p only count

these p− 1 non-hubs: l∗2, l
∗
3, ..., l

∗
p.

p∑
i=1

[(2n− 2)k′i − 2k′i
2 − 2k′i] · dG(c, h∗i )

=

p∑
i=1

k′i[(2n− 2)− 2k′i − 2] · dG(c, h∗i )

=

p∑
i=1

k′i∑
j=1

[(2n− 2)− 2k′i − 2] · dG(c, h∗i )

=

p∑
i=2

[(2n− 2)− 2k′(f∗(l∗i ))− 2] · dG(c, f∗(l∗i ))

(we see this summation from the point of view of non-hubs)

This completes the proof the claim.

By Claim 5 and 6, we can prove Lemma 3 in the following. Note that the
method below of calculating the routing cost is different from the method
in Section 2. For each edge in T ∗, we obtain the value by multiplying the
number of occurrences of this edge calculated in the routing cost and the
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cost of this edge. Adding up the value obtained from each edge in T ∗, we
get the routing cost of T ∗.

C(T ∗) = 2

p∑
i=1

(ki + 1)(n− ki − 1)dG(c, h
∗
i ) + 2(n− 1)

n−p−1∑
i=1

dG(f
∗(l∗i ), l

∗
i )

≥ 2

p∑
i=1

(k′i + 1)(n− k′i − 1)dG(c, h
∗
i )

+ 2(n− 1)

n−p−1∑
i=1

dG(f
∗(l∗i ), l

∗
i ) (by Claim 5)

≥ 2(n− 1)

p∑
i=2

dG(c, h
∗
i ) +

p∑
i=1

[(2n− 2)k′i − 2k′i
2 − 2k′i]dG(c, h

∗
i )

+ 2(n− 1)

p∑
i=2

dG(f
∗(l∗i ), l

∗
i )

(drop terms 2(n− 1)dG(c, h
∗
1), 2(n− 1)dG(f

∗(l∗1), l
∗
1),

and 2(n− 1)

n−p−1∑
i=p+1

dG(f
∗(l∗i ), l

∗
i ))

≥ 2(n− 1)

p∑
i=2

dG(c, hi) +

p∑
i=2

[(2n− 2)− 2k′(f∗(l∗i ))− 2]dG(c, f
∗(l∗i ))

+ 2(n− 1)

p∑
i=2

dG(f
∗(l∗i ), l

∗
i )

(due to the selection of h2, ..., hp in Algorithm 1, and Claim 6)

≥ 2(n− 1)

p∑
i=2

dG(c, hi) +

p∑
i=2

[(2n− 2)− 2k′(f∗(l∗i ))− 2]dG(c, hi)

≥
p∑

i=2

[(4n− 4)− 2(p− 1)− 2]dG(c, hi)

(the maximum output of k′() is p− 1)

= 2(2n− 2− p)

p∑
i=2

dG(c, hi)

This completes the proof of the lemma.
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By using Lemmas 2 and 3, we now show that Algorithm 1 is a 3-
approximation algorithm.

Theorem 2. There is a 3-approximation algorithm for the SpHRP problem
running in O(n2) time, where n is the number of vertices in the input graph.

Proof. It is easy to see that in time O(n2), Algorithm 1 returns a feasible
solution of the SpHRP.

By using Lemmas 2 and 3, we now prove that the solution T satisfies
the approximation ratio 3 by showing that C(T ) ≤ 3C(T ∗).

C(T ) = 2p(n− p)dG(h1, c) + 2(n− 1)

[ n−p−1∑
i=1

dG(h1, li) +

p∑
i=2

dG(c, hi)

]
= 2(n− 1)dG(h1, c) + 2(n− 1− p)(p− 1)dG(h1, c)

+ 2(n− 1)

[ n−p−1∑
i=1

dG(h1, li) +

p∑
i=2

dG(c, hi)

]

≤ 2(n− 1)dG(h1, c) + 2(n− 1− p)

p∑
i=2

[
dG(h1, hi) + dG(hi, c)

]
+ 2(n− 1)

[ n−p−1∑
i=1

dG(h1, li) +

p∑
i=2

dG(c, hi)

]
(using the triangle inequality)

= 2(n− 1)
∑
v∈V

dG(h1, v)− 2p

p∑
i=2

dG(h1, hi)

+ 2(2n− 2− p)

p∑
i=2

dG(c, hi)

≤ 2C(T ∗)− 2
∑
u∈V

dT ∗(c, u)− 2p

p∑
i=2

dG(h1, hi) + C(T ∗)

(using Lemmas 2 and 3)

≤ 3C(T ∗)

This completes the proof of Theorem 2.
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4. Tightness of the Proposed Approximation Algorithm

In this section, we present an example for Algorithm 1 showing that the
approximation ratio is at least 2− ϵ for any ϵ > 0.

Lemma 4. For any ϵ > 0, the approximation ratio of Algorithm 1 is at least
2− ϵ.

Proof. Let ϵ > 0. Define V = {c, v1, v2, v1,1, v1,2, ..., v1,x, v2,1, v2,2, ..., v2,x},
where x = ⌈3/ϵ⌉. We construct a metric graph G = (V,E,w). Let (G, c, p =
2) be the input of the SpHRP. Define a = ⌈3/ϵ⌉ and b = 1. We define the
cost of each edge in G as follows.

• For c

– w(c, v1) = a.

– w(c, v2) = a.

– w(c, v1,i) = a+ b if 1 ≤ i ≤ x.

– w(c, v2,i) = a+ b if 1 ≤ i ≤ x.

• For v1

– w(v1, v2) = 2a.

– w(v1, v1,i) = b if 1 ≤ i ≤ x.

– w(v1, v2,i) = 2a+ b if 1 ≤ i ≤ x.

• For v2

– w(v2, v1,i) = 2a+ b if 1 ≤ i ≤ x.

– w(v2, v2,i) = b if 1 ≤ i ≤ x.

• For v1,i with 1 ≤ i ≤ x

– w(v1,i, v1,j) = 2b if 1 ≤ j ≤ x and j ̸= i.

– w(v1,i, v2,j) = 2a+ 2b if 1 ≤ j ≤ x.

• For v2,i with 1 ≤ i ≤ x

– w(v2,i, v2,j) = 2b if 1 ≤ j ≤ x and j ̸= i.
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It is easy to verify that G is a metric graph since any three vertices u, v, r
in G satisfy w(u, v) + w(v, r) ≥ w(u, r).

We can get a solution T1 (see Fig. 6) of the input instance (G, c, p = 2)
of the SpHRP. The routing cost of T1 is

C(T1) = 2 · 1 · (2x+ 2) · b · 2x+ 2 · (x+ 1) · (x+ 2) · a · 2
= (4x2 + 12x+ 8)a+ (8x2 + 8x)b

Figure 6: The solution T1 of the example.

Let T ∗ denote an optimal solution of the SpHRP. We have C(T ∗) ≤
C(T1) = (4x2 + 12x+ 8)a+ (8x2 + 8x)b.

Let T2 denote the output of Algorithm 1 (see Fig. 7). The routing cost
of T2 is

C(T2) = 2 · 1 · (2x+ 2) · b · x+ 2 · 1 · (2x+ 2) · a · 1 + 2 · 2 · (2x+ 1) · a · 1
+ 2 · 1 · (2x+ 2) · (2a+ b) · x

= (8x2 + 20x+ 8)a+ (8x2 + 8x)b

We obtain that
C(T2)

C(T ∗)
≥ C(T2)

C(T1)
.
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Figure 7: The output T2 of the proposed approximation algorithm.

Moreover,

C(T2)

C(T1)
=

(8x2 + 20x+ 8)a+ (8x2 + 8x)b

(4x2 + 12x+ 8)a+ (8x2 + 8x)b

=
8x3 + 28x2 + 16x

4x3 + 20x2 + 16x
(using a = x and b = 1)

= 2− 12x2 + 16x

4x3 + 20x2 + 16x

≥ 2− (12x2 + 16x) · ϵ
(4x2 · 3

ϵ + 20x · 3
ϵ + 16 · 3

ϵ ) · ϵ
(since x =

⌈
3

ϵ

⌉
≥ 3

ϵ
)

= 2− 12x2 + 16x

12x2 + 60x+ 48
· ϵ ≥ 2− ϵ

Therefore, the approximation ratio is at least 2 − ϵ for any ϵ > 0. This
completes the proof.

By Lemma 4, we cannot see whether the analysis of Algorithm 1 given
in Section 3 is tight or not.

5. Conclusion

In this paper, we introduced and analyzed the Star p-Hub Routing
Cost Problem (SpHRP). We showed that the SpHRP is NP-hard. A 3-
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approximation algorithm was proposed to solve the same problem running
in time O(n2). We also presented an example for the 3-approximation algo-
rithm showing that the approximation ratio is at least 2 − ϵ for any ϵ > 0.
So far, due to the gap between 3 and 2 − ϵ for any ϵ > 0, it is still open
whether the analysis of the 3-approximation algorithm given in this paper
is tight or not. If the analysis is tight, there should exist a counterexample
which achieves approximation ratio 3 − ϵ for any ϵ > 0. Otherwise, there
should be a more elegant analysis. An appealing future research direction
is to determine whether there exists an α-approximation algorithm running
in polynomial time where 1 < α < 3, or to prove that for any ϵ > 0, it is
NP-hard to approximate the SpHRP to a ratio c−ϵ for some constant c > 1.
Other future direction is to study the variants of SpHRP, including the at
most p variant and a variant with discount factor (with the reduction on the
costs between hubs and root).
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