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for SOC application
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Abstract

This paper describes a novel gate-level dual-threshold static power optimization methodology (GDSPOM), which is based on the static

timing analysis (STA) technique for designing high-speed low-power SOC applications using 90 nm multi-threshold complementory

metal oxide semiconductor (MTCMOS) technology. The cell libraries come in fixed threshold—high Vth for good standby power and low

Vth for high speed. Based on this optimization technique using two cell libraries with different threshold voltages, a 16-bit multiplier

using the dual-threshold cells meeting the speed requirement has been designed to have a 50% less leakage power consumption when

compared to the one using only the low-threshold cell library.

r 2007 Elsevier B.V. All rights reserved.
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1. Introduction

SOC systems implemented by complementory metal
oxide semiconductor (CMOS) very large scale integration
(VLSI) circuits using nanometer transistors have been
evolving quickly [1]. Low-power consumption has become
a significant requirement [1]. For achieving low static
power consumption, multi-threshold CMOS (MTCMOS)
circuits have been proven to be an effective approach [2,3].
Various algorithms of minimizing static power consump-
tion using dual-threshold techniques have been proposed
[4–6]. However, static power optimization of a multi-
million gate design using MTCMOS technology at the
transistor level is difficult, while at the gate level it is much
easier to implement.

In this paper, a gate-level dual-threshold static power
optimization methodology (GDSPOM) using path-based
static timing analysis (STA) is described. It will be shown
that via two cell libraries with different threshold voltages,
e front matter r 2007 Elsevier B.V. All rights reserved.
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the design of a 16-bit multiplier circuit has been optimized
based on GDSPOM, which has a 50% less leakage power
consumption in comparison with the all low-threshold
voltage one at the operating frequency of 500MHz. In the
following sections, characters and usages of timing and
power models are introduced first, the principle of
GDSPOM is presented next, followed by the performance
of the test multiplier circuits, discussion and conclusion.
2. Timing models

A cell is a fundamental logic block and it is the
basic element in a gate-level netlist. A cell built with all
high-threshold voltage (HVT) transistors has a longer
signal propagation delay and blocks more unwanted
leakage current; a cell built with all low-threshold voltage
transistors has a faster signal transition time but suffers
from generating a large amount of sub-threshold leakage
current [7,8].
A cell may have multiple timing arcs. A timing arc

defines a timing relationship between one input pin and one
output pin of a cell. Different timing arcs have different cell
propagation delays [9]. As shown in Fig. 1(a), a two-input
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Fig. 1. XOR cell timing arcs.
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Fig. 2. Arc timing lookup table.
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XOR gate has four arcs: A–Z when B is 0, A–Z when B is
1, B–Z when A is 0, and B–Z when A is 0. In the case when
a pin is assigned a constant value as shown in Fig. 1(b),
when input A is assigned a constant value of 0, there is only
one arc between input B to output Z available for analysis.

Arc delay calculation formula can be simplified as a
function of the input transition time and the output load
capacitance. Timing lookup table like the one shown in
Fig. 2 is recorded in the cell technology library [9]. Using
the example in Fig. 2, a cell delay time from input B to
output Z is 8.8 ns when the input transition time is 100 ps
and the output load capacitance is 0.4 fF. When values of
the input transition time and the output load capacitance
are between the table points or outside the table range, we
use the interpolation or the extrapolation approach to
estimate the delay.

Arc delay is the cell internal signal propagation time. Net
delay is the total time for a signal to travel between two
cells. Knowing cell and net delays as well as input latency,
path arrival time can be calculated as following:

ATpath ¼ Dclk þDclk_net þ
X

Dcell þ
X

Dnet. (1)

ATpath is path arrival time, Dclk is clock source latency,
Dclk_net is clock network latency, Dcell is cell delay, and Dnet

is net delay.
Assuming that source clock latency is 2 ns, clock

network latency is 3 ns, sequential and combinational
cell delays are 3 ns, and net delay is 2 ns, the path shown
in Fig. 3 has arrival time of 20 ns.

Furthermore, required setup time of a path can be
calculated using the following formula:

RTpath_setup ¼ T clk þDclk þDclk_net � T clk_uncertainty � T setup.

(2)

RTpath_setup is setup required time, Tclk is clock period,
Dclk is clock source latency, Dclk_net is clock network
latency, Tclk_uncertainty is clock uncertainty, and Tsetup is
capture flop setup time.

Assuming that clock period is 16 ns, source clock latency
is 2 ns, clock network latency is 3 ns, clock uncertainty is
1 ns, and flop setup time is 1 ns, Fig. 4 shows the path has
required setup time of 19 ns.

When a path’s arrival time is shorter or equal to its
required time, this path meets the setup timing constraint.
On the other hand, when a path’s arrival time is longer
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than its required time, this path does not satisfy its timing
constraint and has setup timing violation. The difference
between path arrival and required time is called path slack
and can be calculated with the formula

Spath_setup ¼ RTpath_setup � ATpath. (3)

Positive slack indicates that the path meets timing and
negative slack tells that the path has a timing violation.
Considering path in Fig. 3 has arrival time of 20 ns and its
clock path in Fig. 4 has required time of 19 ns, this path’s
setup slack is �1 ns, which means that a setup timing
violation exists on this path.

Moreover, it is possible to have different path routes
between the same start and end points. Fig. 5 illustrates one
short and one long path routes, which start and finish at
the same point.

Because all timing checks are done per path bases, this
type of STA is characterized as path-based STA approach.

3. Power models

Internal power lookup table similar to the one shown in
Fig. 2 is included in the cell technology library. Like arc
delay calculation, we use the interpolation or extrapolation
method to predict the power when values of input
transition time and output load capacitance are between
the table points or outside the table range.

Switching power calculation formula is a function of net
capacitive load and net switching rate. The net capacitive
load can be obtained from the cell technology library and
the wire load model. The value of the net switching rate can
be calculated by monitoring net toggle activities while
running functional simulation. For example, if a net value
toggles 25 times in average per 100 clock cycles, its net
switching rate is 0.25.

Leakage power is cell state dependent. As shown in
Table 1, cell leakage current can vary in more than five
Long Path

Short Path

Fig. 5. Routes of timing paths between the same start and end points.

Table 1

90 nm NAND2 leakage current

NAND2 input value Leakage current (nA)

A B High Vth Low Vth

0 0 1.49 3.72

0 1 2.56 14.93

1 0 3.57 18.95

1 1 4.61 21.77

Source: Based on Spice simulation.
orders of magnitude. Leakage current varies because
transistors inside a cell have different on and off combina-
tions in different state. As a result, the drain–source
voltages VDS of each transistor varies. In VLSI design, the
impact of different cell states on the total leakage current is
ignorable. Therefore, average leakage value is recorded in
the technology library.
4. GDSPOM

Fig. 6 shows the flow chart of GDSPOM used for
designing high-speed low-power SOC applications using
MTCMOS technology. As shown in the figure, a register
transfer language (RTL) design is synthesized into gate-
level netlist of cells using CMOS devices with a HVT.
Then, static timing analysis is performed to report a list of
cells that are required to swap from HVT type to the low-
threshold voltage (SVT) type to meet timing constraints.
Finally, cell-swapping script is executed to create the netlist
built with dual-threshold HVT/SVT cells.
In the synthesis step, 25% slower operation speed is

applied. In the example of 500MHz 16-bit multiplier,
400MHz frequency is targeted when converting the multi-
plier’s RTL design to HVT gate-level netlist. The
additional 100MHz speed will be caught up in the cell
swapping step, which replaces slow HVT cells with fast
SVT ones. Comparing speeds of HVT and SVT cells in the
90 nm technology library, SVT ones are about 30% faster
than HVT ones. This is the reason why 25% slower speed is
chosen to create the initial HVT gate-level netlist and why
it is possible to achieve the final speed target by changing
Synthesis

Static Timing

Analysis

HVT Library

SVT Library

Swap Cell Script

Static Power

Optimized Netlist

Swap

Cell

List

Fig. 6. Flow chart of the gate-level dual-threshold static power optimiza-

tion methodology (GDSPOM).
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cell types without altering design architecture and increas-
ing area overhead.

STA breaks a design into a group of timing paths and
calculates the signal propagation delay of each path
individually. Fig. 7 illustrates three timing violated paths
labeled green, blue, and purple. The number of timing
violating paths through one cell defines this cell’s cost
value. For instance, AND gate has the cost value of 1;
bottom NAND gate has the cost value of 2, middle NAND
and OR gates have the cost value of 3. The cells with the
highest cost value such as middle NAND gate and OR
gates will be targeted for cell type change. After changing
these bottleneck cells to SVT type, STA is performed
again to recalculate cell cost values. This STA process
continues until all the timing paths meet the required
timing constraints.
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Fig. 7. GDSPOM cell swapping example.

procedure get Bottle neck Cells ($input Netlist

@ path Array = all paths in $ input Net

% cell Cost Hash = all cells in $ input N

foreach $path (@path Array) { 

$arrival Time = calculated $path 

if ($arrival Time > $required Time

foreach $cell in $path { 

incr $ cell Cost Hash

} 

} 

} 

sort % cell Cost Hash by  cost value 

@ bottleneck Cell Array = first n cells w

$output Netlist = $input Net list after @

return (@ bottle neck Cell Array, $outp

}

Fig. 8. Get bottlenec
Fig. 8 explains how cost values are assigned to cells and
Fig. 9 shows the STA iterating process.
Fixing a high-cost cell means fixing multiple timing

violated paths at once. Always targeting bottleneck cells in
each STA loop procedure guarantees a highly efficient
solution of solving design timing violation problem. In
other words, GDSPOM replaces minimum amount of cells
from HVT to SVT and results in the least leakage power
increase while fixing all timing violations in a design.
5. Performance

In order to assess the effectiveness of GDSPOM for
designing low-power high-speed SOC applications using a
90 nm MTCMOS technology, three 16-bit multipliers with
Wallace tree reduction architecture [10] have been im-
plemented. All of them are generated based on the same
RTL source except that one multiplier uses all HVT cells,
another has all SVT cells, and the third one contains both
types of cells optimized via GDSPOM. Targeting operating
frequency is set to be 500MHz and 90 nm cell libraries are
used in this experiment. A 16-bit multiplier has 7320 unity
gates and it contains approximately 30,000 transistors.
, $ required Time) { 

list 

etlist with initial cost value 0  

arrival time

) { 

 {$cell}

ith positive cost value in %cell Cost Hash

bottleneck Cell Array cell type change

ut Netlist)

k cells algorithm.

procedure get Swap Cell List ($ original Net list, $ required Time) { 
(@ bottleneck Cell Array, $ input Net list) = 

& get Bottleneck Cells ($ origianl Netlist, $ required Time)

while (@ bottleneck Cell Array ! = NULL) { 
@ swap Cell List = @ swap Cell List + @ bottle neck Cell Array

(@ bottleneck Cell Array, $ input Netlist) = 
& get Bottle net Cells ($ input Net list, $ required Time) 

} 

return @ swap Cell List 
}

Fig. 9. Get swap cell list algorithm.
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As shown in Fig. 10, with the 500MHz clock frequency
constraint, thousands of paths in the HVT multiplier fail
the speed test. This result is expected because the HVT
multiplier was synthesized with 400MHz timing constraint,
which is 25% slower than the targeting speed performance.
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Fig. 10. Number of timing violated paths in the all-HVT multiplier.
Fig. 10 also indicates that 15 paths have the longest delay
time and these 15 paths define the operating speed of 16-bit
multipliers.
In this experiment, GDSPOM reassigned 352 out of total

1715 cells from HVT to SVT to satisfy the 500MHz speed
constraint. Fig. 11 shows the block diagram and Fig. 12
shows the schematic view of the 16-bit dual-Vt multiplier
design optimized by GDSPOM to have HVT (blue) and
SVT (red) cells. Note that yellow paths in Fig. 12 are
originally timing violated paths.
A path between input IN28 (the 8th multiplicand bit) and

output P23 (the 23rd product bit) is randomly selected to
demonstrate how the swapping of the cell types has been
used to resolve the timing violation. Fig. 13 shows this path
in the HVT multiplier, whose data arrival time is 2.21 ns,
which does not meet the 500MHz operating frequency
specification. The arrival time of each cell shown in the
figure includes net delay time. Fig. 14 shows the same path
in the dual-Vt multiplier. After performing GDSPOM flow,
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seven cells have been swapped from HVT to SVT. The data
arrival time of this path becomes 1.92 ns, which meets the
operating frequency constraint.

Among three multipliers using all-HVT, all-SVT, and
dual-threshold HVT/SVT cells, the all-HVT one has the
least leakage power consumption of 51 uW, but can only
operate in 400MHz frequency. All-SVT multiplier has the
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Fig. 12. Schematic view of the 16-bit multiplier design.
highest leakage power of 280 uW. Using the dual-threshold
HVT/SVT cells adopting the GDSPOM flow, the power
consumption of dual-Vt multiplier is 139 uW, which is
50% less than the all-SVT one, and meets the operating
frequency constraint.

6. Discussion

To further assess the performance of this dual-threshold
voltage design flow, multipliers meeting different operating
frequencies are generated, and their static power dissipa-
tion is measured by the power estimation tool. Fig. 15
illustrates that the dual-Vt multiplier dissipates less static
power in comparison with the all-SVT multiplier one. It
also shows that GDSPOM efficiently assigns fewer SVT
cells in the lower speed target and more SVT cells in faster
operation requirement.

7. Conclusion

In this paper, a novel GDSPOM, which is based on the
static timing analysis technique for designing high-speed
low-power SOC applications using 90 nm MTCMOS
technology has been reported. Based on this optimization
technique, and with the use of two cell libraries of different
threshold voltages, a 16-bit multiplier meeting the speed
requirement has been designed to have a 50% less power
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consumption compared to the all low-threshold voltage
one.

Not only GDSPOM can be used to design new chips, but
also to improve the existing products. The existing high Vth

designs can use GDSPOM to boost their speed perfor-
mance with the minimum leakage power increase. Because
GDSPOM does not alter the design architecture to meet
the final speed target, there is no area overhead.

The existing low Vth designs can be converted to
high Vth ones and go through GDSPOM to produce a
dual-Vth version of the same product, which keeps the
original speed performance but dissipates less leakage
power.
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