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Abstract
For a Brownian bridge from 0 to y we prove that the mean of the first exit

time from interval (−h, h), h > 0, behaves as O(h2) when h ↓ 0. Similar
behavior is seen to hold also for the 3-dimensional Bessel bridge. For Brow-
nian bridge and 3-dimensional Bessel bridge this mean of the first exit time
has a puzzling representation in terms of the Kolmogorov distribution. The
result regarding the Brownian bridge is applied to prove in detail an estimate
needed by Walsh to determine the convergence of the binomial tree scheme
for European options.
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1 Introduction
We start with the description of our setting. Let C[0,∞) denote the space of
continuous functions ω : [0,∞) 7→ R, and

Ct := σ{ω(s) : s ≤ t}
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the smallest σ-algebra making the co-ordinate mappings up to time t measurable.
Furthermore, let C be the smallest σ-algebra containing all Ct, t ≥ 0. For an
interval I ⊂ R let (PXx )x∈I be a family of probability measures defined in the
filtered canonical space (C[0,∞), C, (Ct)t≥0) such that under PXx for a given x ∈ I
the co-ordinate process X = (Xt)t≥0 := (ωt)t≥0 is a regular diffusion taking
values in I and starting from x. Here, X is considered in the sense of Itô and
McKean [8], see also [3]. A crucial property of X is that there exists a (speed)
measure mX such that the transition probability has a continuous strictly positive
density (t, x, y) 7→ qt(x, y), t > 0, x, y ∈ I with respect to mX i.e.,

PXx (Xt ∈ dy) = qt(x, y)mX(dy), (1)

see [8, page 149 and 157].
For (Xt)t≥0, X0 = x, as defined above and T > 0, one can construct a new

non-homogeneous strong Markov process by conditioningX to be at a given point
y ∈ I at time T.Although the conditioning is, in general, with respect to a zero set
{XT = y}, it can be realized using the Bayes formula and the notion of regular
conditional distributions. Another approach is to apply the theory of the Doob
h-transforms. To explain this briefly, consider X in space-time i.e., the process
X̄ = ((Xt, t))t≥0. Introduce for z ∈ I and t < T the function

h(z, t) := h(z, t; y, T ) := qT−t(z, y).

By the Chapman-Kolmogorov equation it holds for x ∈ I and s < t

EX(x,s)[h(Xt, t)] =

∫
I

qt−s(x, z)h(z, t)m(dz)

=

∫
I

qt−s(x, z)qT−t(z, y)m(dz)

= qT−s(x, y)
= h(x, s),

where EX(x,s) refers to the expectation associated with the space-time process X̄
initiated from x at time s. Consequently, we may define for f ∈ Bb(I)(= bounded
measurable functions on I) and s < t < T a non-homogeneous Markov semi-
group PX,h

t,s , 0 < s < t < T, via

PX,h
t,s f(x) := EXx

[
f(Xt−s)

h(Xt−s, t)

h(x, s)

]
. (2)
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The process governed by the probability measure induced by this semigroup is
called the X-bridge to y of length T. The notations Xx,T,y, PXx,T,y, and EXx,T,y are
used for this process, its probability measure and the expectation, respectively,
when the initial state is x ∈ I. From (2) one may deduce the following absolute
continuity relation for At ∈ Ct, t < T,

PXx,T,y
(
At
)

= EXx
[h(Xt, t)

h(x, 0)
; At

]
= EXx

[qT−t(Xt, y)

qT (x, y)
; At

]
.

We refer to Chung and Walsh [4] for a general discussion on h-transforms, to
Fitzsimmons et al. [6], in particular, Proposition 1, for general Markovian bridges,
and to Salminen [14] for some properties of diffusion bridges.

Our main interest in this paper is focused on the case where the underlying
process is a Brownian motion. The notations (Wt)t≥0 and (Bx,T,y

t )0≤t<T are used
for standard Brownian motion and Brownian bridge from x to y of length T, re-
spectively, and, for notational simplicity, the corresponding probability measures
are Px and Px,T,y with the expectations Ex and Ex,T,y, respectively. Brownian
bridge has in addition to the general h-transform approach a few equivalent spe-
cific characterizations. Indeed, Brownian bridge can be viewed as (i) a Gaussian
process, (ii) a deterministic time change with an additional drift of standard Brow-
nian motion or (iii) as a solution of a SDE, see e.g. [3] p. 66. In Section 3 we
apply, in particular, (ii) and (iii). The second one states that

Bx,T,y
t

d
=

{
(1− t

T
)W

(
Tt
T−t

)
+ x+ (y−x)t

T
, t < T

y t = T,
(3)

where d
= means that the processes on the left and the right hand side are identical

in law. The third one says that

Bx,T,y
t

d
=

{
(T − t)

∫ t
0
dWs

T−s + x+ (y−x)t
T

, t < T

y t = T.
(4)

Here it is assumed that the canonical filtration (Ct)t≥0 is augmented with the null
sets of C with respect to P0 in order to have the usual conditions satisfied.

For a general diffusion bridge, we present an integral representation of the
mean of the first exit time from an interval the aim being to deduce the limiting
behavior of the mean, when the length of the interval around the starting value of
the bridge decreases to 0. The main body of the paper concerns Brownian bridge
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and Bessel bridge (with dimension parameter 3). For Brownian bridge (a similar
result holds for Bessel bridge), it is shown in Theorem 2.4 that

lim
h↓0

E0,T,y[T(−h,h)]
h2

= 1, y 6= 0,

where
T(−h,h) := inf{t > 0 : B0,T,y

t 6∈ (−h, h)}
denotes the first exit time from the interval (−h, h), h > 0. To avoid ambiguity,
in some cases we indicate the process for which the first exit time is considered
by writing for any continuous process (Xt)t≥0

T X(a,b) := inf{t > 0 : Xt 6∈ (a, b)}, a < x < b,

and put T X(a,b) :=∞ if {t > 0 : Xt 6∈ (a, b)} = ∅. Recall that for Brownian motion
(this can be deduced, e.g., from the Laplace transform of T(a,b) given in [3, Part II,
Section 1, 3.0.1]) it holds

Ex
[
T(a,b)

]
= (b− x)(x− a), a < x < b. (5)

Consequently,

lim
h↓0

E0,T,y[T(−h,h)]
E0[T(−h,h)]

= 1, y 6= 0.

For some other diffusion bridges a similar asymptotic behavior can be found. But
we have not been able to prove such a result in generality.

The paper is organized as follows. Section 2 contains the main results. In
Subsection 2.1 integral representations are given for the mean of T X(a,b) when X is,
firstly, a general regular diffusion and, secondly, a corresponding diffusion bridge.
We also calculate for a regular diffusion X, X0 = x, the limiting behavior of the
mean of T X(x−h,x+h) as h→ 0. In Subsection 2.2 we focus on Brownian bridge and
3-dimensional Bessel bridge starting from x > 0 and find the limiting behavior of
the mean of T(x−h,x+h) as h → 0. For the means of the first exit times – consid-
ered in Subsection 2.2 – Subsection 2.3 provides puzzling representations in terms
of the Kolmogorov distribution function. We discuss also other properties of the
Kolmogorov distribution, in particular, its connection with the last exit time dis-
tribution of Brownian motion. As an application, in Section 3, we use our results
concerning Brownian bridge to give a detailed proof of an estimate in Walsh [17]
needed therein when deriving the convergence rate of an option price calculated
from the binomial tree scheme to the Black-Scholes price. The estimate is used
also in a forthcoming paper [12].
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2 Main results

2.1 Preliminaries
Let X = (Xt)t≥0 be a regular diffusion taking values on an interval I, and recall
from (1) the notation qt(x, y) for its transition density with respect to the speed
measure mX . For a < b, a, b ∈ I, let X̂ denote X killed at T(a,b). Then X̂ is a reg-
ular diffusion on (a, b). The speed measure of X̂ is mX , and X̂ has a continuous
strictly positive transition density q̂t(x, y) such that for x, y ∈ (a, b)

PX̂x (X̂t ∈ dy) = q̂t(x, y)mX(dy)

= PXx (Xt ∈ dy, T(a,b) > t)

= PXx (a < inf
0≤s≤t

Xs, sup
0≤s≤t

Xs < b,Xt ∈ dy). (6)

This yields immediately the following result.

Proposition 2.1. In case PXx (T(a,b) < ∞) = 1, i.e., X does not die inside (a, b),
it holds

EXx [T(a,b)] =

∫ ∞
0

dt

∫ b

a

mX(dz) q̂t(x, z). (7)

The next proposition will serve as an important tool for the calculations below.

Proposition 2.2. For x ∈ (a, b) ⊂ I and y ∈ I\(a, b) it holds

EXx,T,y[T(a,b)] =

∫ T

0

dt

∫ b

a

mX(dz) q̂t(x, z)
qT−t(z, y)

qT (x, y)
. (8)

Proof. Since x ∈ (a, b) and y ∈ I\(a, b) we have PXx,T,y(T(a,b) < T ) = 1. Con-
sider

EXx,T,y[T(a,b)] =

∫ T

0

dt

∫ b

a

PXx,T,y(T(a,b) > t, Xx,T,y
t ∈ dz)

=

∫ T

0

dt

∫ b

a

PXx (T(a,b) > t, Xt ∈ dz)
qT−t(z, y)

qT (x, y)

=

∫ T

0

∫ b

a

PXx (a < inf
0≤s≤t

Xs, sup
0≤s≤t

Xs < b,Xt ∈ dz)
qT−t(z, y)

qT (x, y)
dt,

where the Markov property and formula (2) are used.
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One of our main issues concerns the limiting behavior of the mean of T X(x−h,x+h)
as h→ 0 for diffusion bridges. For regular diffusions we have the following fairly
complete characterization.

Proposition 2.3. Assume that the differential operator associated with the regular
diffusion X is given by

Gu(x) :=
1

2
a2(x)u′′(x) + b(x)u′(x), x ∈ I,

where x 7→ a2(x) > 0 and x 7→ b(x) are continuous in I . Let xo ∈ Int(I). Then

lim
h↓0

EXxo [T(xo−h,xo+h)]
h2

= a−2(xo).

Proof. Recall from [3, Part I, Chapter II, No 7, p.17] that the speed measure mX

and the scale function sX can be taken to be

mX(dx) = mX(x)dx,
d

dx
sX(x) = e−B(x), (9)

where

mX(x) = 2a−2(x)eB(x), B(x) =

∫ x

2a−2(y)b(y)dy. (10)

Consider now the process X initiated at xo and killed when it leaves the interval
(xo − h, xo + h). We let (X̂t)t≥0 denote this diffusion:

X̂t =

{
Xt, t < T(xo−h,xo+h),
∂, t ≥ T(xo−h,xo+h),

where ∂ is a cemetary point. It is well known (cf. [3, Part I, Chapter II, No 11])
that the 0-resolvent kernel of X̂ is given by

Ĝ0(x, y) :=

∫ ∞
0

q̂t(x, y)dt =


(s(x)− s(xo − h))(s(xo + h)− s(y))

s(xo + h)− s(xo − h)
, x < y,

(s(y)− s(xo − h))(s(xo + h)− s(x))

s(xo + h)− s(xo − h)
, x > y,
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where s := sX and q̂t(x, y) is the transition density w.r.t. the speed measure mX .
Consequently, relation (7) implies that

EXxo [T(xo−h,xo+h)] =

∫ ∞
0

(∫ xo+h

xo−h
q̂t(xo, y)mX(dy)

)
dt

=

∫ xo+h

xo−h
Ĝ0(xo, y)mX(dy)

=
s(xo+h)− s(xo)

s(xo+h)− s(xo−h)

∫ xo

xo−h

(
s(y)− s(xo−h)

)
mX(y)dy

+
s(xo)− s(xo−h)

s(xo+h)− s(xo−h)

∫ xo+h

xo

(
s(xo+h)− s(y)

)
mX(y)dy.

(11)

Since s is assumed to be continuously differentiable we have

lim
h↓0

s(xo+h)− s(xo)
s(xo+h)− s(xo−h)

= lim
h↓0

s(xo)− s(xo−h)

s(xo+h)− s(xo−h)
=

1

2
,

and l’Hospital’s rule yields

lim
h↓0

1

h2

∫ xo

xo−h
(s(y)− s(xo − h))mX(y)dy

= lim
h↓0

1

2h

∫ xo

xo−h

(
− d

dh
s(xo − h)

)
mX(y)dy

= lim
h↓0

(
− d

dh
s(xo − h)

)
1

2h

∫ xo

xo−h
mX(y)dy

=
1

2
s′(xo)m

X(xo)

= a−2(xo),

where the last equality follows from relations (9) and (10). Similarly,

lim
h↓0

1

h2

∫ xo+h

xo

(
s(xo + h)− s(y)

)
mX(y)dy = a−2(xo).

Hence, by (11),

lim
h↓0

EXxo [T(xo−h,xo+h)]
h2

= a−2(xo).
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2.2 The mean of the first exit time for Brownian bridge and
3-dimensional Bessel bridge

We introduce the following function

∆(z, h, t) :=
1√
2πt

∞∑
m=−∞

(
e−

(z+4mh)2

2t − e−
(z+2h(2m+1))2

2t

)
, |z| < h, t > 0. (12)

Theorem 2.4. .

(i) For the Brownian bridge with |y| ≥ h,

E0,T,y[T(−h,h)] =

∫ T

0

∫ h

−h

pT−t(z, y)

pT (0, y)
∆(z, h, t)dzdt, (13)

where pt(x, y) denotes the transition density of the standard Brownian mo-
tion, and, moreover,

lim
h↓0

h−2E0,T,y[T(−h,h)] = 1, y 6= 0. (14)

(ii) For the 3-dimensional Bessel bridge with x > h and y /∈ (x− h, x+ h),

E(3)
x,T,y[T(x−h,x+h)] =

∫ T

0

∫ h

−h

z + x

x
∆(z, h, t)

r
(3)
T−t(z + x, y)

r
(3)
T (x, y)

dzdt,

where

r
(3)
t (x, y)dy = y

x

(
pt(x, y)− pt(x,−y)

)
dy, x > 0, y > 0 (15)

describes the transition density of the 3-dimensional Bessel process, and,
moreover,

lim
h↓0

h−2E(3)
x,T,y[T(x−h,x+h)] = 1. (16)

(iii) If y ∈ (−h, h) (or y ∈ (x − h, x + h) with x > h, y > 0) the mean of the
first exit time is infinite for both bridges, i.e.

E0,T,y[T(−h,h)] = E(3)
x,T,y[T(x−h,x+h)] =∞. (17)
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Proof. (i) According to (6) and (8),

E0,T,y[T(−h,h)]=
∫ T

0

∫ h

−h

pT−t(z, y)

pT (0, y)
P0( inf

0≤s≤t
Ws > −h, sup

0≤s≤t
Ws < h,Wt ∈ dz)dt.

By [3, Part II, Section 1, 1.15.8 (p. 180)] and (12),

P0( inf
0≤s≤t

Ws > −h, sup
0≤s≤t

Ws < h,Wt ∈ dz) = ∆(z, h, t)dz.

To show (14), substitute z = hu and t = h2s, and notice that ∆(hu, h, h2s)h =
∆(u, 1, s), so that

E0,T,y[T(−h,h)] =

∫ T

0

∫ h

−h

pT−t(z, y)

pT (0, y)
∆(z, h, t)dzdt

= h2
∫ T/h2

0

∫ 1

−1

pT−h2s(hu, y)

pT (0, y)
∆(u, 1, s)duds.

To apply dominated convergence for h ↓ 0 let y be fixed and assume that h < |y|
2
.

Notice that for y 6= 0 there exists a constant C(T, y) > 0 such that

sup
0<t<T

pt(0, y) ≤ C(T, y). (18)

This implies that

sup
u∈(−1,1), s∈(0,T/h2)

pT−h2s(hu, y)

pT (0, y)
≤ C(T, y/2)

pT (0, y)
.

Therefore, since (u, s) 7→ ∆(u, 1, s) is integrable and (u, s, h) 7→ pT−h2s(hu,y)

pT (0,y)
is

bounded on (−1, 1)× (0, T/h2)× (0, |y|/2), dominated convergence yields

lim
h↓0

E0,T,y[T(−h,h)]
h2

=

∫ ∞
0

∫ 1

−1
∆(u, 1, s)duds

=

∫ ∞
0

∫ 1

−1
P0(T(−1,1) > s,Ws ∈ du)ds

= E0[T(−1,1)]
= 1, (19)
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where (5) is used for the last equality.
(ii) By (6) and (8), the expectation E(3)

x,T,y[T(x−h,x+h)] has the representation∫ T

0

∫ x+h

x−h
P(3)
x ( sup

0≤s≤t

∣∣Xs − x
∣∣ < h,Xt ∈ dz)

r
(3)
T−t(z, y)

r
(3)
T (x, y)

dt.

According to [3, Part II, Section 5, 1.15.8] we have for z ∈ (x− h, x+ h) that

P(3)
x ( sup

0≤s≤t
|Xs − x| < h,Xt ∈ dz)

=
z

x
√

2πt

∞∑
m=−∞

(
exp

(
− ((z−x)+2h(2m))2

2t

)
− exp

(
− ((z−x)+2h(2m+1))2

2t

))
dz

=
z

x
∆(z − x, h, t)dz,

with ∆ defined in (12). We substitute z − x = α and get

E(3)
x,T,y[T(x−h,x+h)] =

∫ T

0

∫ x+h

x−h

z

x
∆(z − x, h, t)

r
(3)
T−t(z, y)

r
(3)
T (x, y)

dzdt

=

∫ T

0

∫ h

−h

α + x

x
∆(α, h, t)

r
(3)
T−t(α + x, y)

r
(3)
T (x, y)

dαdt. (20)

For the proof of (16) we substitute t = h2s and α = hβ so that

E(3)
x,T,y[T(x−h,x+h)] = h3

∫ T/h2

0

∫ 1

−1

hβ + x

x
∆(hβ, h, h2s)

r
(3)

T−h2s(hβ + x, y)

r
(3)
T (x, y)

dβds.

Using relation (15) yields∣∣∣∣∣hβ + x

x

r
(3)

T−h2s(hβ + x, y)

r
(3)
T (x, y)

∣∣∣∣∣ =

∣∣∣∣pT−h2s(hβ + x, y)− pT−h2s(hβ + x,−y)

pT (x, y)− pT (x,−y)

∣∣∣∣ .
To see that this expression is bounded in s ∈ (0, T/h2) and β ∈ (−1, 1) notice
that y /∈ (h− x, h+ x), with x > h and y > 0 implies

0 < (|y − x| − h)2 ≤ (hβ + x− y)2 ≤ (hβ + x+ y)2,

so that

|pT−h2s(hβ + x, y)− pT−h2s(hβ + x,−y)| ≤ pT−h2s(|y − x|, h).
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For h ≤ |y − x|/2 we infer from (18) that

sup
s∈(0,T/h2)

pT−h2s(|y − x|, h) ≤ C(T, |y − x|/2).

Recall that ∆(β, 1, s) = ∆(hβ, h, h2s)h, so that dominated convergence gives

lim
h↓0

E(3)
x,T,y[T(x−h,x+h)]

h2
=

∫ ∞
0

∫ 1

−1
∆(β, 1, s)dβds = 1,

where the last equality was shown in (19) .
(iii) For a regular diffusion X, (17) follows from PXx,T,y(T(x−h,x+h) ≥ T ) > 0. It
holds

PXx,T,y(T(x−h,x+h) ≥ T ) = lim
ε↓0

PXx (T(x−h,x+h) ≥ T, y ≤ XT ≤ y + ε)

PXx (y ≤ XT ≤ y + ε)
(21)

and

PXx (T(x−h,x+h) ≥ T, y ≤ XT ≤ y + ε) =

∫ y+ε

y

q̂T (x, z)dz,

where q̂ is the transition density of X killed at T(x−h,x+h). By [8, p.157] the tran-
sition density of any regular diffusion is strictly positive. In our case this means

q̂T (x, z) > 0 for all |z| < h.

Using l’Hospital’s rule in (21) yields

PXx,T,y(T(x−h,x+h) ≥ T ) =
q̂T (x, y)

qT (x, y)
> 0.

Remark 2.5. . For the 3-dimensional Bessel bridge starting in 0 with y > h it
holds

E(3)
0,T,y[Th] =

∫ T

0

∫ h

0

P(3)
0 ( sup

0≤s≤t
Xs < h,Xt ∈ dz)

r
(3)
T−t(z, y)

r
(3)
T (0, y)

dt,

where T Xh := inf{t > 0 : Xt = h} denotes the first hitting time. The represetation
follows from (6) and (8), which can be extended to x = 0 since 0 is an entrance
boundary point. Similarly as above it can be shown that

lim
h↓0

E(3)
0,T,y[Th]
h2

= lim
h↓0

E(3)
0 [Th]
h2

=
1

3
.

We leave the proof to the reader.
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2.3 The Kolmogorov distribution function and the mean of the
first exit time

A classical result due to Doob [5] is that the distribution of the supremum of the
absolute value of the standard Brownian bridge is given by

P0,1,0

(
sup
0≤s≤1

∣∣B0,1,0
s

∣∣ ≤ h

)
=

∞∑
m=−∞

(−1)me−2m
2h2 =: F (h).

The function h 7→ F (h), h > 0, is called the Kolmogorov distribution function
due to Kolmogorov’s fundamental work [10] (and also Smirnov [16]) on empirical
distributions. We refer also to [13] and [11, Section 5.7]. The main result of this
section – Theorem 2.6 – provides representations for the mean of the first exit
time of the Brownian bridge and of the 3-dimensional Bessel bridge involving
the Kolmogorov distribution function. We present now some formulas related to
the Kolmogorov distribution which we need later. The following Jacobi’s theta
function indentity, an instance of the Poisson summation formula, is stated in [1,
equation (2.1)]):

∞∑
m=−∞

cos(2mπv)e−m
2π2u =

1√
πu

∞∑
m=−∞

e−
(m+v)2

u , u > 0, v ∈ R.

Putting here u = 2x2/π2 and v = 1/2 yields

F (x) =
∞∑

m=−∞

(−1)me−2m
2x2 =

√
2π

x

∞∑
k=1

exp

(
−(2k − 1)2π2

8x2

)
. (22)

Notice also that

F (h/
√
t) = P0,1,0

(
sup
0≤s≤1

∣∣B0,1,0
s

∣∣ ≤ h/
√
t

)
= P0,t,0

(
sup
0≤s≤1

∣∣B0,t,0
ts

∣∣ ≤ h

)
= P0,t,0

(
sup
0≤s≤t

∣∣B0,t,0
s

∣∣ ≤ h

)
,

where it is used that (√
tB0,1,0

s

)
0≤s≤1

d
=
(
B0,t,0
st

)
0≤s≤1,

12



which can be seen by applying the scaling property of Brownian motion to the
representation (3). Consequently,

F (h/
√
t) = P0,t,0(T(−h,h) > t) = P0,t,0(T(−h,h) =∞). (23)

Theorem 2.6. .

(i) For the Brownian bridge with |y| ≥ h,

E0,T,y[T(−h,h)] = h

∫ T

0

pT−t(0, y)

pT (0, y)

F (h/
√
t)√

2πt
dt. (24)

(ii) For the 3-dimensional Bessel bridge with positive y /∈ (x − h, x + h) and
x > 0,

E(3)
x,T,y[T(x−h,x+h)] = h

∫ T

0

r
(3)
T−t(x, y)

r
(3)
T (x, y)

F (h/
√
t)√

2πt
dt. (25)

Proof. (i) Since E0,T,−y[T(−h,h)] = E0,T,y[T(−h,h)], we may assume that y ≥ h.
We derive (24) from (6) and (8) by showing that the Laplace transforms of the
functions

T 7→
∫ T

0

∫ h

−h
pT−t(x, y)P0,t,x(T(−h,h) > t)pt(0, x)dxdt

and

T 7→ h

∫ T

0

pT−t(0, y)
F (h/

√
t)√

2πt
dt (26)

coincide. In the following, we will denote the Laplace transform of a function f
by

Lt,γ(f(t)) =

∫ ∞
0

e−γtf(t)dt, γ > 0.

Notice that we also indicate the integration variable t. Using Fubini’s theorem and
the convolution formula, we get

LT,γ
(∫ T

0

∫ h

−h
pT−t(x, y)P0,t,x(T(−h,h) > t)pt(0, x)dxdt

)
13



=

∫ h

−h
Lt,γ(pt(x, y))Lt,γ(P0,t,x(T(−h,h) > t)pt(0, x))dx. (27)

To compute the second Laplace transform expression of (27) we use the series
representation

P0,t,x(T(−h,h) > t) =
∞∑

m=−∞

(−1)me−
2mh(mh−x)

t , |x| < h, (28)

(see [2, formula (4.12)] or [15, formula (17)]). For x ∈ (−h, h) it holds that∣∣∣∣∣∣
∑
|m|≥2

(−1)me−
2mh(mh−x)

t

∣∣∣∣∣∣ ≤
∑
|m|≥2

e−
2mh(mh−x)

t ≤ 2
∑
m≥2

(
e−

2h2

t

)m
.

Hence one may interchange the summation and the Laplace transform, and since

Lt,γ(pt(x, z)) =
1√
2γ
e−
√
2γ|z−x|,

one gets

Lt,γ(P0,t,x(T(−h,h) > t)pt(0, x))

= Lt,γ

(
∞∑

m=−∞

(−1)me−
2mh(mh−x)

t
e−

x2

2t

√
2πt

)

=
∞∑

m=−∞

(−1)mLt,γ (pt(x, 2mh))

=
1√
2γ

(
e−
√
2γ|x| + (e

√
2γx + e−

√
2γx)

∞∑
m=1

(−1)me−
√
2γ2mh

)
.

By a straightforward calculation, this yields∫ h

−h
Lt,γ(pt(x, y))Lt,γ(P0,t,x(T(−h,h) > t)pt(0, x))dx

=
h

2γ
e−
√
2γy 1− e−

√
2γ 2h

1 + e−
√
2γ 2h

=
h

2γ
e−
√
2γy tanh(h

√
2γ).

14



We continue with the Laplace transform of (26). From (22) we get

Lt,γ
(
F (h/

√
t)

h
√

2πt

)
=

1

h2

∞∑
k=1

∫ ∞
0

exp

(
−(2k − 1)2π2t

8h2

)
exp(−γt)dt

=
∞∑
k=1

8

(2k − 1)2π2t+ 8h2γ

=
tanh(h

√
2γ)

h
√

2γ
,

where we use that for any x ∈ R it holds

tanh
(πx

2

)
=

4x

π

∞∑
k=1

1

(2k − 1)2 + x2

(see [7, Subsection 1.421]). From the convolution formula we conclude that for
y ≥ h it holds

LT,γ
(
h

∫ T

0

pT−t(0, y)
F (h/

√
t)√

2πt
dt

)
= hLt,γ (pt(0, y))Lt,γ

(
F (h/

√
t)√

2πt

)
=

h√
2γ
e−
√
2γy tanh(h

√
2γ)√

2γ
.

This implies (24), since we have shown that∫ T

0

∫ h

−h
pT−t(x, y)P0,t,x(T(−h,h) > t)pt(0, x)dxdt

= h

∫ T

0

pT−t(0, y)
F (h/

√
t)√

2πt
dt. (29)

(ii) By (20) it holds

E(3)
x,T,y[T(x−h,x+h)] =

∫ T

0

∫ x+h

x−h

z

x
∆(z − x, h, t)

r
(3)
T−t(z, y)

r
(3)
T (x, y)

dzdt.

We notice that ∆(z − x, h, t) given in (12) can be written as

∆(z − x, h, t) =
1√
2πt

∞∑
m=−∞

(
e−

(z−x+2h(2m))2

2t − e−
(z−x+2h(2m+1))2

2t

)

15



= pt(x, z)
∞∑

m=−∞

(−1)me−
2mh(mh−(x−z))

t

= pt(x, z)P0,t,z−x(T(−h,h) > t),

where (28) is used for the last line. Since by (15) it holds

r
(3)
T−t(z, y)

r
(3)
T (x, y)

=
x

z

pT−t(z, y)− pT−t(z,−y)

pT (x, y)− pT (x,−y)
, (30)

we have

(pT (x, y)− pT (x,−y))−1E(3)
x,T,y[T(x−h,x+h)]

=

∫ T

0

∫ x+h

x−h
P0,t,z−x(T(−h,h) > t)pt(x, z)(pT−t(z, y)− pT−t(z,−y))dzdt

=

∫ T

0

∫ h

−h
P0,t,u(T(−h,h) > t)pt(0, u)pT−t(u, y−x)dudt

−
∫ T

0

∫ h

−h
P0,t,u(T(−h,h) > t)pt(0, u)pT−t(u,−(y+x))dudt

= h

∫ T

0

pT−t(0, y−x)
F (h/

√
t)√

2πt
dt− h

∫ T

0

pT−t(0, y+x)
F (h/

√
t)√

2πt
dt,

where the last equality is implied by (29). Then (30) yields

E(3)
x,T,y[T(x−h,x+h)] = h

∫ T

0

r
(3)
T−t(x, y)

r
(3)
T (x, y)

F (h/
√
t)√

2πt
dt.

Remark 2.7. (i) We have not been able to find a probabilistic explanation for
the appearance of the Kolmogorov distribution function in the representa-
tions (24) and (25).

(ii) Notice that the integrands w.r.t. t of the expressions in [Theorem 2.4, equa-
tion (13)] and in [Theorem 2.6, equation (24)] do not coincide. To see this,
one can compare the double Laplace transform of

hpT−t(0, y)
F (h/

√
t)√

2πt
and

∫ h

−h
pT−t(z, y)∆(z, h, t)dz.

16



Recall that 1√
2πt

= pt(0, 0), and F (h/
√
t) = P0,t,0(T(−h,h) > t) by (23), so

that, by a similar computation as in the proof of Theorem 2.6,

LT,γ
(
h

∫ T

0

pT−t(0, y)
F (h/

√
t)√

2πt
e−λtdt

)
= LT,γ

(
h

∫ T

0

pT−t(0, y)P0,t,0(T(−h,h) > t)pt(0, 0)e−λtdt

)
=

h√
2γ
e−
√
2γy tanh(h

√
2(γ + λ))√

2(γ + λ)
.

On the other hand, we have ∆(z, h, t) = P0,t,z(T(−h,h) > t)pt(0, z), which
yields after some calculations that

LT,γ
(∫ T

0

∫ h

−h
pT−t(z, y)P0,t,z(T(−h,h) > t)pt(0, z)dze

−λtdt

)
=

1

λ
√

2γ
e−
√
2γ|y|

[
1− e−

√
2γh + e

√
2γh

e−
√

2(γ+λ)h + e
√

2(γ+λ)h

]
.

We conclude this section by pointing out a connection between the Kolmogo-
rov distribution function and the density of the last visit of 0 by a Brownian motion
before T(−h,h). This connection has been noticed by Knight in [9, Corollary 2.1].

We provide here a different proof for this fact.

Proposition 2.8. When Ŵ is a Brownian motion killed at T(−h,h), then t 7→
F (h/

√
t)

h
√
2πt

is the density of the last passage time λ0 := sup{t > 0 : Ŵt = 0}.

Proof. It is well known that (cf. [3, Part I, Chapter II, No 20, p. 26])

PŴ0 (λ0 ∈ dt) =
q̂t(0, 0)

Ĝ0(0, 0)
dt, (31)

where

q̂t(x, y) =
1√
2πt

∞∑
k=−∞

(
e−

(x−y+2k·2h)2
2t − e−

(x+y+(2k+1)2h)2

2t

)

17



is the transition density (w.r.t. the Lebesgue measure) of Ŵ (cf. [3, Part I, Ap-
pendix I, No 6, p. 126]), and

Ĝ0(x, y) =


(x+ h)(h− y)

h
, −h ≤ x ≤ y ≤ h,

(y + h)(h− x)

h
, −h ≤ y ≤ x ≤ h,

denotes the 0-resolvent kernel (see [3, Part I, Appendix I, No 6, p. 126])). From
(31) we get

PŴ0 (λ0 ∈ dt)/dt =
1

h
√

2πt

∞∑
k=−∞

(
e−

4(2k)2h2

2t − e−
4(2k+1)2h2

2t

)

=
1

h
√

2πt

(
1 + 2

∞∑
k=1

(−1)ke−
4k2h2

2t

)
.

3 Application
In this section we apply our previous results to prove in Corollary 3.3 an estimate
which was used by Walsh in [17]. The convergence analysis there succeeds to
identify the leading constants appearing in the error expansion of

E[g(X(n)
n )− g(XT )]

(cf. [17, equation (14)]) in terms of expressions depending on the function g
(which is assumed to be exponentially bounded and piecewise twice continuously
differentiable). Here Xt = σWt for t ≥ 0 and (X

(n)
k )nk=0 denotes a symmetric

simple random walk with step size σ
√
T/n. For simplicity, we will put σ = 1 and

hence consider
E[g(W (n)

n )− g(WT )].

The central idea for this error analysis is to build this random walk from a given
Brownian motion (Wt)t≥0 so that both processes are on the same probability
space: Fix T > 0 and n ∈ N. For h :=

√
T/n define τ0 := 0 and

τk := inf{t > τk−1 : |Wt −Wτk−1
| = h}, k ≥ 1.

18



Then (Wτk −Wτk−1
)∞k=1 is a sequence of i.i.d. random variables with P(Wτk −

Wτk−1
= h)= P(Wτk −Wτk−1

= −h) = 1
2
. Let k∗ be such that τk∗ ≤ T < τk∗+1.

In [17, Section 9] the conditional probability

q(x) := P(k∗ is even |WT = x), x ∈ R

0
T

−2h

2h

3h

−h

h

WT=x

a+x

b+x

● ● ●

●

● ●

Wτ1

Wτ2

Wτ3

Wτk*

is introduced (there k∗ is de-
noted by L). We want to study
and estimate q.Notice that k∗ is
an even number if and only if
Wτk∗

is an even multiple of h.
The process (Wt)0≤t≤T given
W0 = 0,WT = x is iden-
tical in law with a Brownian
bridge from 0 to x and of length
T. We denote this bridge by(
B0,T,x
t

)
0≤t≤T

. By time re-

version, we get the Brownian
bridge

(
Bx,T,0
t

)
0≤t≤T

.

We fix k ∈ Z and assume x ∈ ((2k − 1)h, (2k + 1)h). For simplicity put

h := (2k − 1)h, h := (2k + 1)h, he := 2kh (32)

for the lower and upper value, and for the ’even’ midpoint of the interval. Then,
given WT = x, we have that ’k∗ is even’ is the same as ’Wτk∗

= he’. For the
time-reversed bridge associated to Px,T,0 we get

q(x) = P(k∗ is even|WT = x) =

{
Px,T,0(The < Th), h < x < he,

Px,T,0(The < Th), he < x < h,

where Ty(ω) := inf{t > 0 : ω(t) = y} for ω ∈ C[0, T ]. For the time-reversed
and by −x shifted bridge this means it hits the ’shifted even line’ he − x before
the shifted odd one:

P(k∗ is even|WT = x) =

{
P0,T,−x(The−x < Th−x), h < x < he,

P0,T,−x(The−x < Th−x), he < x < h.

For any a < 0 < b and y /∈ (a, b) it holds

E
[
B0,T,y
T(a,b)

]
= a(1− P0,T,y(Tb < Ta)) + bP0,T,y(Tb < Ta).
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Consequently,

P0,T,y(Tb < Ta) =
−a
b− a

+
E
[
B0,T,y
T(a,b)

]
b− a

.

Hence

q(x) =


x− h
h

+
E
[
B0,T,−x
T(h−x,he−x)

]
h

, h < x < he,

h− x
h
−

E
[
B0,T,−x
T(he−x,h−x)

]
h

, he < x < h.

(33)

Arguing that Brownian bridge and Brownian motion have a similar exit behavior
for small h, in [17, equation (20)] it is stated that

q(x) =
dist(x,Nh

o)

h
+O(h), (34)

where x ∈ R,Nh
o = {(2k+1)h : k ∈ Z} and dist(x,Nh

o) := inf{|x−y| : y ∈ Nh
o}.

If one compares (34) with (33) one notices that

dist(x,Nh
o) is equal to x− h or h− x,

so that we should have
E[B0,T,−x

T (x) ] = O(h2),

where (32) was used to rewrite T(h−x,he−x) and T(he−x,h−x) as

T (x) := T(kh−x,(k+1)h−x) if x ∈ (kh, (k + 1)h). (35)

In view of this we prove the following lemma.

Lemma 3.1. Suppose that a < 0 < b, y /∈ (a, b), T > 0 and h > 0. Then

∣∣E[B0,T,y
T(a,b)

]∣∣ ≤ E0,T,y[T(a,b)]
T

(
2(|a| ∨ b) + |y|+ 3

√
2T
)
. (36)

Proof. By Markov’s inequality we have∣∣∣E[B0,T,y
T(a,b)1{T(a,b)>T/2}

]∣∣∣ ≤ (|a|∨ b)P0,T,y(T(a,b) > T/2) ≤ 2(|a| ∨ b)
T

E0,T,y[T(a,b)].
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To estimate
∣∣∣E[B0,T,y

T(a,b)1{T(a,b)≤T/2}
]∣∣∣ we let

B̃0,T,y
t := (T − t)

∫ t

0

dWs

T − s
+
t

T
y, t ∈ [0, T ),

and B̃0,T,y
T := y. Then

(
B̃0,T,y
t

)
0≤t≤T

d
=
(
B0,T,y
t

)
0≤t≤T (cf. (4)). Setting

T̃ := inf{t ∈ [0, T ] : B̃0,T,y
t /∈ (a, b)}

yields E
[
B̃0,T,y

T̃ 1{T̃ ≤T/2}
]

= E
[
B0,T,y
T(a,b)1{T(a,b)≤T/2}

]
and

∣∣∣E[B̃0,T,y

T̃ 1{T̃ ≤T/2}
]∣∣∣ ≤ T

∣∣∣∣∣E
[
1{T̃ ≤T/2}

∫ T̃ ∧(T/2)
0

(T − s)−1dWs

]∣∣∣∣∣
+E

∣∣∣∣∣(T̃ ∧ (T/2))

∫ T̃ ∧(T/2)
0

(T − s)−1dWs

∣∣∣∣∣+
|y|
T
E[T̃ ].

By the optional stopping theorem, Hölder’s and Markov’s inequality it holds that∣∣∣∣∣E
[
1{T̃ ≤T/2}

∫ T̃ ∧T
2

0

(T − s)−1dWs

]∣∣∣∣∣ =

∣∣∣∣∣E
[
1{T̃ >T/2}

∫ T̃ ∧T
2

0

(T − s)−1dWs

]∣∣∣∣∣
≤
(

2

T
E[T̃ ]

) 1
2

(
E
[ ∫ T̃ ∧T

2

0

ds

(T/2)2

]) 1
2

≤
(

2

T
E[T̃ ]

) 1
2

((
2

T

) 1
2

E
(
T̃ ∧ T

2

)) 1
2

≤ (
√

2/T )3 E[T̃ ].

Again by Hölder’s inequality,

E

∣∣∣∣∣(T̃ ∧ T2 )
∫ T̃ ∧T

2

0

dWs

T − s

∣∣∣∣∣ ≤
(
E
(
T̃ ∧ T

2

)2
) 1

2
(
E
[ ∫ T̃ ∧T

2

0

ds

(T − s)2

]) 1
2

≤
(
T

2
E[T̃ ]

) 1
2

((
2

T

) 1
2

E
(
T̃ ∧ T

2

)) 1
2

≤
√

2/T E[T̃ ].

From the above estimates and E0,T,y[T(a,b)] = E[T̃ ] we get (36).
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Now we derive estimates for E0,T,y[T(a,b)].

Lemma 3.2. Let T > 0 be fixed. Suppose that a < 0 < b and y /∈ (a, b).

(i) It holds

E0,T,y

[
T(a,b)

]
≤

{
4b(|a|+ y/2) ∧ T if y ≥ b,
4|a|(b+ |y|/2) ∧ T if y ≤ a.

(37)

(ii) Define for |y| ≥ h

C(T, h, y) :=
E0,T,y

[
T(−h,h)

]
h2

. (38)

Then

E0,T,y

[
T(a,b)

]
≤ C(b− a)2 if |y| ≥ b− a,

where C = C(T, b− a, y), and it holds

lim
b−a→0, a<0<b

C(T, b− a, y) = 1.

Proof. (i) We first assume that y ≥ b. Then

T(a,b)(B0,T,y)
d
= inf

{
t ∈ [0, T ) : (1− t

T
)W Tt

T−t
+ y t

T
/∈ (a, b)

}
= inf

{
t ∈ [0, T ) : (1− t

T
)W Tt

T−t
/∈ (a− y t

T
, b− y t

T
)

}
≤ inf

{
t ∈ [0, T ) : (1− t

T
)W Tt

T−t
/∈ (a− y t

T
, b)

}
≤ inf

{
t ∈ [0, T/2) : W Tt

T−t
/∈ (2a− y, 2b)

}
.

Since u : [0, T/2) → [0, T ) given by t 7→ Tt
T−t is one-to-one, increasing and

t = Tu(t)
T+u(t)

, we get

inf
{
t ∈ [0, T/2) : W Tt

T−t
/∈(2a− y, 2b)

}
≤ inf {u ∈ [0, T ) : Wu /∈ (2a− y, 2b)} .

Since by definition, T(a,b)(B0,T,y) ≤ T if y /∈ (a, b), we have

E0,T,y[T(a,b)] ≤ E[inf {u ∈ [0, T ) : Wu /∈ (2a− y, 2b)}] ∧ T
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≤ E0[T(2a−y,2b)] ∧ T
≤ |2a− y| 2b ∧ T = 4b(|a|+ y/2) ∧ T.

The case y ≤ a follows similarly.

(ii) For |y| ≥ b − a we have E0,T,y

[
T(a,b)

]
≤ E0,T,y

[
T(−(b−a),b−a)

]
. Using (38)

with h = b− a gives for |y| ≥ h that

E0,T,y

[
T(−h,h)

]
= h2C(T, h, y),

and from Theorem 2.4 (i) we have that C(T, h, y) converges to 1 as h→ 0.

Hence for x ∈ (kh, (k + 1)h) and k ∈ {−1, 0} we get by Lemma 3.2 (i) that
E0,T,−x[T(kh−x,(k+1)h−x)] ≤ ch2, and for k 6∈ {−1, 0} we use (ii). Then Lemma
3.1 implies

E[B0,T,−x
T (x) ] = O(h2).

However, this equality does not hold uniformly in x with the consequence that
we can not use (34) in integrals like (40) below. For example, for the sequence
xk := (k + 0.5)h it holds

E[B0,T,−xk
T (xk) ] = E[B0,T,−xk

T(−h/2,h/2)
]→ −h/2, k →∞, (39)

which contradicts that E[B0,T,−x
T (x) ] = O(h2) holds uniformly in x. The limit in (39)

can be easily seen from the representation
(
B0,T,−xk
t

)
0≤t≤T

d
=
(
B0,T,0
t − xkt

T

)
0≤t≤T .

For any path t 7→ B0,T,0
t (ω) one can find a sufficiently large xk, such that the

transformed path t 7→ B0,T,0
t (ω)− xkt

T
exits (−h/2, h/2) first at −h/2.

Nevertheless, one can prove the estimates needed in [17], where q was used
inside an integral over the real line. We only discuss here [17, equation (38)], be-
cause the calculations for the other cases where the function q appears are similar.
For σ = 1 and denoting Nh

e := {2kh : k ∈ Z} the last term in [17, equation (38)]
can be written as∫ ∞
−∞

(
2h2 − dist2(x,Nh

e )
)
q(x)pT (0, x)dx

=

∫ ∞
−∞

(
2h2 − dist2(x,Nh

e )
)

dist(x,Nh
o)h
−1pT (0, x)dx

+

∫ ∞
−∞

(
2h2 − dist2(x,Nh

e )
)

(q(x)− dist(x,Nh
o)h
−1)pT (0, x)dx. (40)
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The calculation for the integral containing dist(x,Nh
o)h
−1 is carried out in [17].

It remains to show that the other integral behaves like O(h3). Since it holds that(
2h2 − dist2(x,Nh

e )
)
≤ 2h2 and

|q(x)− dist(x,Nh
o)h
−1| =

∣∣E[B0,T,−x
T (x)

]∣∣h−1
by (33) and (35), we get the desired estimate from the next corollary.

Corollary 3.3. For T > 0 and h =
√
T/n, there exists a C = C(T ) > 0 such

that ∫ ∞
−∞

∣∣E[B0,T,−x
T (x)

]∣∣pT (0, x)dx ≤ Ch2,

where T (x) is given in (35).

Proof. Since B0,T,−x
T (x)

d
= −B0,T,x

T (−x), it suffices to estimate the integral over [0,∞).
By (36), ∣∣E[B0,T,−x

T (x)
]∣∣ ≤ E0,T,−x[T (x)]

T

(
2h+ |x|+ 3

√
2T
)
.

If x ∈ (0, h), then T (x) = T(−x,h−x), and estimate (37) gives

E0,T,−x[T (x)] ≤ 4x
(
h− x+

x

2

)
≤ 2h2.

For x ≥ h it holds
E0,T,−x[T (x)] ≤ C(T, h,−x)h2

by Lemma 3.2. From the above estimates we get∫ h

0

∣∣E[B0,T,−x
T (x)

]∣∣ pT (0, x)dx ≤ 2h2
∫ h

0

2h+ x+ 3
√

2T

T
pT (0, x)dx ≤ C(T )h2,

(41)

and∫ ∞
h

∣∣E[B0,T,−x
T (x)

]∣∣pT (0, x)dx ≤ h2
∫ ∞
h

C(T, h,−x)
2h+ x+ 3

√
2T

T
pT (0, x)dx

≤ C(T )h2
∫ ∞
h

(1 + x)C(T, h,−x)pT (0, x)dx

≤ C(T )h2, (42)
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where the constant C(T ) varies from line to line. The last inequality in (42) can
be seen as follows. We use the representation (24) for (38) and substitute t = h2u,
so that

C(T, h,−x) = E0,T,−x[T(−h,h)]h−2 = h−1
∫ T

0

pT−t(0, x)

pT (0, x)

F (h/
√
t)√

2πt
dt

=

∫ T/h2

0

pT−h2u(0, x)

pT (0, x)

F (1/
√
u)√

2πu
du.

By Fubini’s theorem it holds∫ ∞
0

F (1/
√
u)√

2πu

∫ ∞
h

(1 + x)pT−h2u(0, x)1[0,T/h2)(u)dxdu ≤ C(T ),

where we used for the last line that u 7→ F (1/
√
u)√

2πu
1(0,∞)(u) is a density. The claim

then follows by (41) and (42).
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