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Abstract

We study the asymptotic behavior of the expectation of the maxima
and minima of random assignment process generated by a large matrix
with multinomial entries. A variety of results is obtained for different
sparsity regimes.
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1 Introduction and main results

1.1 Random assignment problem

We consider the following random assignment problem. Let (X;;) be an n x n
random matrix and let [1..n] denote the set {1,2,...,n}. Let S, denote the
group of permutations o : [1..n] — [1..n]. For every o € S,,, let

The process {S(0), 0 € S,} is called a random assignment process. The
problem consists in the study of the asymptotic behaviour of its extrema, in
particular,

E max S(0) and E min S(o), as n — oo. (1)
0€Sn oESH

We refer to [B, 1] for many applications of assignment processes and their
extrema in various fields of mathematics.
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There are many remarkable results in the area, including a famous result of
Aldous [I] who proved a conjecture by Mézard and Parisi claiming that
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J B i Slo) =5
when the X;; are i.i.d. standard exponential. Actually, he showed that, when
the random variables considered are nonnegative, the distribution of X;; affects
the limit in the minimisation problem only through the value of its probability
density function at 0.

In the mentioned case, the common distribution is bounded from below. The
situation is very different when one deals with the variables having unbounded
distributions. For obvious reasons, it is more convenient to illustrate this phe-
nomenon for maxima instead of minima. If the common law of the entries is not
bounded from above, then the expectation of maxima does not tend anymore to
a finite limit but grows to infinity and the problem consists in evaluation of the
corresponding growth order. In this direction, Mordant and Segers [9] showed
that if X;; are i.i.d. standard Gaussian, then

E max S(o) =ny/2logn(l+ o(1)).
cES,
Some rather general results of this type were recently obtaind by Cheng et al.
[4] and Lifshits and Tadevosian [8].

Not so much is known for the assignment problem in the discrete setting.
One may mention the case of i.i.d. Poisson random variables studied in [§] and
a work of Parviainen [10] who considered uniform distributions on [1..n], or on
[1..n%], random permutations of [1..n] for each row, and those of [1..n?] for the
whole matrix.

In this article, we study (@) for random matrices X = (X;;)1<i j<n With
the joint multinomial distribution of entries M(m,n?). Therefore, the matrix
entries are integer-valued, negatively dependent random variables with common
binomial distribution B(m, p) with success probability p = n~2? and number of
trials m. We allow the dependence m = m(n). As one will see, the presence of
this extra parameter m creates a space for a variety of asymptotic behaviors for
the expectation of the extrema.

1.2 A motivating example

Let us give an example showing how the studied problem emerges in information
transmission. Let A = (a1, ...,a,) be an alphabet of n letters. If u and v are
two independent uniformly distributed words of length m, the n X n matrix X
defined by

m
Xij = Z 1{uk:ai,vk:aj}7 1< 7’7] <n,
k=1



is distributed according to the multinomial law M (m, n?). Recall that Hamming
distance between the words is defined by

du(u,v) := Z 1{u1c75vk} =m- Z 1{Uk:1)k} =m- ZX“
k=1 k=1 =1

Assume that we have received a word v through a noisy channel and we have
to decide whether v is just a random word or a word u that passed through an
unknown coding o : A — A. The answer should clearly depend on the quantity

mindg (o(u),v) = min (m — Z Xig(i)> =m— maxz Xio(i)-
i=1

=1

1.3 Results

Our setting is an asymptotic one, i.e., we let n — oo and allow m = m,, to be
a function of n. The results depend heavily on the relation between n and m.
Therefore, we consider separately several zones gradually going down from large
m’s to the smaller ones. Everywhere we use the notation p = p,, := n~2 for the
probability which is naturally related to our basic multinomial law M (m,n?).
All limits are meant for n — oco.

Quasi-Gaussian zone

This zone is defined by assumption

mp
2
logn_>OO )

which essentially means that all entries X;; are sufficiently large to be heuristi-
cally approximated with Gaussian variables.

Theorem 1. Under assumption () it is true that

E mc?’XZXi(T(i) = % (1 + 0(1))5
=1
E mUinZXw(i) = % (14 0(1)).

i=1

Critical zone

The critical zone is described by assumption

mp

(3)

logn

with some ¢ > 0. Unlike to the quasi-Gaussian case, the expectation behavior
of maxima and minima is not the same anymore.



Theorem 2. Under assumption @) for all ¢ > 0 it is true that

E méiXZXia(i) =cH,nlogn(1+o(1)),
i=1

where H, = H,(c) is the unique solution of equation

HlogH — (H —1) =1,
H>1,

and for all ¢ > 1 it is true that
E minZXw(i) = cH,nlogn (1+0(1)),
i=1
where H, = H, (c) is the unique solution of equation

(5)

HlogH — (H —1)=1,
0< H<1.

For ¢ < 1 equation () has no solution and the result for the minimum is
completely different, as stated in the next theorem.

Theorem 3. Let ¢ <1 and

lim sup P (6)
logn
Then,
lim P (min > Xiow) = o) =1
i=1

Remark 4. The intermediate case ¢ = 1 admits a similar treatment but the
result is less attractive. For example, one may replace assumption () with

mp _ log(blogn)

<1

b>1.
logn — logn -

Quasi-Poissonian zone

The quasi-Poissonian zone is described by the assumptions

mp
7
logn (M
while, for every ¢ > 0,
mp > n=°. (8)

In this zone all entries X;; are well approximated by Poissonian variables with
intensity parameter mp. This zone includes moderately growing intensities mp,
the constant mp and even a narrow zone of mp slowly decreasing to zero, e.g.,
with logarithmic speed.



Theorem 5. Under assumptions [@) and @) it is true that

- n logn
B max Y Xig( = ——2 (14 0(1)). 9)
7 = log (ﬂ>
mp
Remark 6. Note that if log(mp) < loglogn we obtain asymptotics 1Zg1;)ogg7:z as
in the Poisson i.i.d. case with constant intensity [8].
Rather sparse matrices
In this zone, we go below () and assume that
mp =cn~ (14 o(1)), a € (0,1). (10)

Consider first a regular case.

Theorem 7. Assume that [IQ) holds and

ag{%,keN}. (11)

Then, there exists a unique positive integer k such that

! < <1 (12)
k+1 Tk
and .
E max ¥ Xio() = kn (14 o(1)). (13)

i=1
Let us now briefly discuss the irregular case a = % for some integer k > 2.

Since the lower bound a > kLJrl is still true, one may obtain again

E mngXw(i) <kn(l+o(1)).

=1

However, the opposite bound breaks down and we are only able to prove that

E mfoXw(i) > (k—1)n(1+o(1)).
i=1

To summarise, for the assignment process, we have in this case that

(k—=1)n(l+o0(1)) <E mgxzn:Xw(i) <kn(l+o(1))
i=1

and conjecture that

E mémXZXw(i) = (k—r)n(l1+4o0(1)),

=1

for some & € [0, 1] depending on a and ¢. Proving this and finding « is beyond
the reach of current techniques.



Very sparse matrices

This zone is determined by
l<m<n. (14)

Notice that m =~ n is equivalent to mp ~ n~!, thus the current zone is just
below the previous one.

Theorem 8. Under assumption ([I4) it is true that

E m(?XZXiU(i) =m(1l+0(1)).

=1

2 Proofs
Proof of Theorem[1l Let X be a B(m, p)-distributed random variable. Then,
E exp(vX) = (1 +p(e” —1))™, veR. (15)
Let now X;,1 < j < n, be B(m,p)-distributed random variables. We do not
assume any independence. Then, for every v > 0, we have
E exp(y max X;) <E z;exp(vXj) =n(1+p(e” —1))™.
j=

By Jensen inequality,
) < ) < v _ m
exp <7E max Xg) < Eexp(y max X;) <n(1+p(e” —1))"

It follows that

E max X; < ~ 7' (logn+mlog(l+ple? —1)))

1<j<n

< 47" (logn +mp(e? —1)).

We choose  := (226m)1/2 " By [@) we have v — 0. Using the expansion

mp

e’ —1=~v4+~*1+0(1))/2, we obtain

E max X, < 7!t (logn +mp[y + (1 + 0(1))/2])
S)sn
= mp+~y 'logn+mpy(l+o(1))/2

= mp+ (2mplogn)/?(1 + o(1)).
Furthermore, by (2) the second term is negligible and we obtain

- < .
E max X; <mp (1+0(1))



The same approach applies to the minima. With the same notation we have
for every v > 0

E exp(— vmlnX <EZexp - X)) )=nQ+ple?-1)™

j=1

By Jensen inequality,
— i ) < _ i ) < - _ 1)\
exp ( ~E nin XJ) < E exp(—y nin X;) <n(l+pe 1)™.

It follows that

> _~1 - _
E 1r<nJl£1nX > —y ' (logn+mlog(1+ p(e 1))).

We still use v := (212%)1/2 — 0. The expansion e™7 —1 = —y +~2(1+0(1))/2
yields

log(1+p(e™ =1)) = ple™” = 1)(1 4+ 0(1)) = =py(1 + 0o(1)) + pr*(1 + o(1)) /2.
From this we get
E min X; > —v'(logn+mp[—y(1+o0(1)) +~*(1 +0(1))/2])

1<j<n
= mp(1+o0(1)) =~ "logn —mp~y(1+o(1))/2
= mp(1+o0(1)) — (2mplogn)*?(1 + o(1)).

By (@) the second term is negligible and we obtain

E mln X; >mp(1+o0(1)).
1<5<

Let us now apply these results to the multinomial assignment process. Here
the joint law of the entries X;; is M(m,n?) and every X;; follows Binomial law
B(m,p) with p = n~2. Our bound for the maxima yields

< = < —
E maleXw(Z < Z 1rélja<XnXJ n-E max. X1 < - (1 +o(1)),
while the bound for the minima yields

n

Engn;Xw(z ) > 711['3 1r<n]1n Xij=n-E r<njlg X1 > —(1—|—0(1))

It follows that

E méixin(i) =
i=1

E m;ning(z) =
i=1

s |3

(14 0(1)),

s |3

(14 0(1)),

as required. O



Proof of Theorem[2 Let (X;) be negatively associated random variables fol-
lowing the Bernoulli law B(m,p). We claim that for every ¢ > 0 under () and
under the additional assumption

p logn — 0, (16)
it is true that
E max X, =cH,logn (14 o(1)), as n — oo. (17)
<jsn
Further, for every ¢ > 1,
E min X; = cH,logn(1+o0(1)),  asn— . (18)

1<j<n

The upper bound in ({I7) and the lower bound in (I¥)). Let H > H,.
Then )
HlogH—(H—1)>E. (19)
Let r := Hp. Then, by @), mr = Hmp = cH logn (1 + o(1)).
Applying the exponential Chebyshev inequality for every j and every v > 0,
we obtain

P(X; > cHlogn+v) = P(X; >mr+v)
Ec®  [l4pe-1]™ _,
ev(mr—i—v) - |: enr € . (20)
By choosing the optimal ~ := log (%), we have

PR~ () exp((1 - ) log(1 —p) — (1= r)log(1 — 1)

= H HPexp (—p +r+ O(pQ))
= exp(—(HlogH — (H—-1))p+ O(pz)) )

Hence,

{1 +p(e” — 1)]’”

err

exp(—(HlogH — (H — 1) + o(1)) mp)

= exp(—(HlogH — (H —1))clogn(l + o(1)))
p—Bto(l)

where by ([[9) it is true that
B=(HlogH — (H—1))c>1.
Substituting the above results in (20) we obtain

P(X; > cHlogn +v) < n~A+el) ¢=,



It is now trivial that

P( max X; > cHlogn 4 v) < p~(F=De) =70,

1<j<n
It follows that
E max X; —cHlogn = E < max X; — cHlogn>
1<j<n 1<j<n
< E < max X; — cHlogn>
1<j<n N
= /0 P(lgjagxn X; > cHlogn+v)dv
< p- BVt /OO o= gy — p—(B-D+o(m 1
0 v
1
— p=B-DFe(l)_~ 1 0.
n logH( +o(1)) —
Therefore,

E max X,; <cHlogn+ o(1)
By letting H N\, H, we obtain the upper bound in (7).
The lower bound in (I8) is obtained in exactly the same way through the
Chebyshev inequality for the lower tails.

Converse bounds. The lower bound in (7)) is reached in a few steps.
We give a Poissonian approximation of Binomial laws, then provide a lower
bound for this Poissonian approximation. This bound provides a lower bound
for the maximum’s expectation of independent Binomial i.i.d. random vari-
ables. Finally, using negative association argument, we reduce the claim to the
independence case.

Step 1. Let X be a Binomial B(m, p)-distributed random variable. Elemen-
tary calculations show that Poissonian approximation

P(X = k) = e-mP% (1+o(1)

is valid if p>m — 0, pk — 0, and £ — 0.
Step 2. Let ¢ > 0 and H > 1. Let k = [cH logn+1] and A = clogn(1+o(1)).

Then an elementary evaluation of Poissonian probabilities yields

)\k
-0 n—,@-{-o(l)

S

where



Now we combine the results of the two steps. Note that with B]), (1) and for
k = cHlogn(1+ o(1)), all three assumptions of Step 1 are verified and, with
A = mp, we obtain

P(X > cHlogn) > P(X = k) = n~ A+,

If1< H < H,, then g < 1.

Step 3. Let (X;)1<;<n be independent copies of X. Then

P(lrilaéc X;<cHlogn) = P(X <cHlogn)" < (1—n ftet)n
<j<n
< exp(—n!TFreM)) 4. (22)
It follows that _
E max X, > cHlogn(l+ o(1)). (23)
<j<n

Step 4. From the desintegration theorem for negatively associated variables,
due to Christofides and Vaggelatou [3], see also Bulinski and Shashkin [2], Chap-
ter 2, Theorem 2.6 and Lemma 2.2], one has

E max X; >E max X;. (24)

1<j<n 1<j<n
Combining this estimate with the result of Step 3, for every H < H, we obtain

E max X; > cHlogn(l+ o(1)).

1<j<n
Letting H ' H,, we obtain the lower bound in (7).

The upper bound in (I8) follows in a similar way. Let now k := [cH logn].
By using Poissonian approximation and Poissonian asymptotics we obtain

P(X < cHlogn) > P(X = k) = n~Fte)

with the same 8 from (2I)). If H, < H <1, then 8 < 1.
As before, for independent variables we obtain

P ( min )N(j > cHlogn) < exp ( _ n1—6+o(1)).

1<j<n

10



It follows that

E min X; = E | min X;1, . <
1<j<n”? 1<j<n 7T {minigj<n Xy <cHlogn}
+E | min X1, . <
1<j<n J={min;<;j<n X;>cHlogn}

IN

cH log n+ Z E [le{minlgign,i;éj )?1 >cH log n}}
j=1

2<4i

= cHlogn+nIE)~(1 P ( Iniél )N(i > cHlogn)

< cHlogn+n-clogn(1+o(1)) exp(_nlfﬁw(l))
= cHlogn+o(1).

The final negative association argument reads as follows. Since (X;) are
negatively associated, so are (—X,), too. From the desintegration theorem
cited above it follows that

—-X.) > _X.
E 121?;2( X;) > E gjagxn( X;)

which is equivalent to

E min X; <E min )?j.
1<j<n 1<j<n
By combining the obtained results, we have
E min X; <cHlogn(l+ o(1)).

1<j<n

Finally, letting H \, H, we obtain the upper bound in (18).

The estimates for assignment process. Recall that a multinomial dis-
tribution is negatively associated, see Joag-Dev and Proschan [7] and Bulinski
and Shashkin [2, Chapter 1,Theorem 1.27]. Furthermore, with p = n=2, the
assumption ({I6]) is also valid.

Therefore, the bounds (I7) and (I8) apply to the sums of the entries X;.
They yield, respectively,

E méiXZXia(i) < ZIE max X;; < cH.nlogn (1+ o(1)),
i=1

1<j<n
i—1 ==

E rnginZXia(i) > ZE min X;; > cH.nlogn (1+ o(1)).
i=1 i=1

1<j<n

The opposite bounds follow by the “greedy method” introduced in [9] (and
used in [§]) that we recall now. This method allows to construct a quasi-optimal
permutation ¢* that provides sufficiently large value or sufficiently small value
of the assignment process. Recall that [1..7] := {1,2,...,i}. Define

0*(1) := arg max Xi;,
JE[L..n]

11



and let for alli =2,...,n

o (i) : argjga*r(x%%ﬁ_l])XU.
It is natural to call this strategy greedy, because at every step we consider the
row i, take the maximum of its available elements (without considering the
influence of this choice on subsequent steps) and then forget the row ¢ and the
corresponding column o* (7). The number of variables used at consequent steps
is decreasing from n to 1.
By using the greedy method, we have

=1 =1 =1

E Xij. 2
Z 1<iEni Y (25)

The latter equality may seem surprising because the index sets [n]\o*([1..i — 1])
are random and depend on the matrix X. However, it is justified by the following
lemma.

Lemma 9. Let N1, Ny > 0 be positive integers and let a random vector X :=
(Xj)1<j<ni+nN, be distributed according to a multinomial law M, N, +n,. Let
XD = (Xj)i<jen, and XP = (X;)n,<j<n,. Let 1 < q¢ < No and let
J C (N1, N1 + Na] be a random set of size q determined by XM Then the
variables maxjc 7 X; and maxy, <j<n,+q X; are equidistributed.

By applying the asymptotic expression (7)) to each term of the sum (2]
and using that the function n +— logn is slowly varying we obtain the desired
lower bound

E m;iXZXw(i) >cH.nlogn (14 o(1)).
i=1

Replacing maxima by minima in the greedy method and using ([I8) yields the
remaining upper bound

E rnginZXia(i) < cH,nlogn(1+o(1)).
i=1

This completes the proof of Theorem [2] except for the postponed proof of
Lemma[9 n

Proof of Lemmald. Let

12



Recall that the conditional distribution of X w.r.t. X is Mp—s N, This
means that for all ; € NV 25 € N2 it is true that

P(X@ =29, XM = 21) = P(XY = 21) My_ 5001y, 8 (22)-

For every fixed set J C (N1, N1 + N3] of size ¢, it holds that

m

IED(X(2) — (Eg,j = J) = Z]P)(j = J,S = 8) Mm—s,Nz(xQ)u

s=0
by summing up over z; € J(J). Now, for every non-negative integer u, by
summing up over xp such that max;ec s x2; = 1, we obtain

Plmax X; =p,J = J) = ;Mj = J.8 = 8) Mun—s o (w2 : maxwy; = ).

The latter factor does not depend on a particular set J due to exchangeability

property of the multinomial law. We thus may denote

Mop—s N, (22 r]rlezau}:vgj =p)=: F(m — s, Na,q, 1)

and obtain

m

Pmax X; =, J =J) = P(J =J,8=3s) F(m—s,Na,q,p).
jeJ —o
By summing up over all sets J of size ¢ we see that
IP’(Ijnea}Xj =pu)= ZP(S =3s) F(m — s, Na,q, 1)

does not depend on the specific choice of 7, and the claim of lemma follows. [

Proof of Theorem[3 We are going to use an old result by Erdds and Rényi [6]
about the existence of perfect matching in a random bipartite graph. Let G be
a uniformly distributed n + n bipartite graph with m = m(n) edges. If

lim (% - 10gn> = 00, (26)

then with probability tending to one, as n — oo, G has a perfect matching.
In the matrix form, this result asserts the following. Let Y = Y (n,m) =

{Yi; }1<i,j<n be a uniformly distributed random n x n matrix with entries taking
values in {0,1} and satisfying Y7, Yi; = m. If (26)) holds, then

limP <maxz Yio(i) = n) =1. (27)

i=1

13



Let now X = (X;;) be our matrix following the multinomial law M (m, n?).

Introduce the matrix Y by

- 0, X, >0,
V= 0
1, X;=0.

Note that
P(Yy =1) =P(X;; =0) = (1—p)" = exp (—mp (1 +o0(1))).

Let S := Z?Fl SN/Z-j be the number of empty cells in our matrix X. Observe
that, conditioned on S, the matrix Y has the same distribution as Y(n,S).
Taking into account that the probability in (Z7) is non-decreasing as a function

of m, we have for every positive integer M

P (Hgini Xio(i) = 0) =P <mﬁxi Yieti) = ”)
=1

i=1

i=1

> P(S>M)P <mélxiY(n,M)w(i) = n> . (28)

We choose M = n® with 3 € (1,2 — ¢) and show that both probabilities in the
latter product tend to one as n — oco.
For the first one, using (@), we have

ES =n?EYy; = n?exp(—mp (1 + o(1))) > n2-c(Fo),
Furthermore, since the variables }71-3- are negatively correlated, we have
Var § < nQVarf/u < nQIE}N/H =ES.
Finally, using 8 < 2 — ¢, by Chebyshev inequality,

P(S<n?) < P(S—-ES|>ES—-n")=P(S—-ES|>ES(+o(1)))
Var S ES

ES2A+ o) = -0

= ES2(1 1 o(1))

On the other hand, since 8 > 1, the assumption (26) with m = M = n? is
true. Therefore, the second probability in the product 28) tends to one by
Erdds-Rényi result. We obtain from 28] that

lim P (mainZXig(i) = O) = 1,

i=1

which is the desired claim. O

14



Proof of Theorem[3. The proof goes along the same lines as the one of The-
orem Instead of the key relation (IT), we prove the following claim. Let
(X;) be negatively associated random variables following Bernoulli law B(m, p).
Then under assumptions (7)) and (&) it is true that

1
E max X; = —2" _(1+0(1), asn— . (29)
1<5<n log (logn)
mp

Upper bound. For the upper bound in (29) that we are going to prove
now, no lower bound on mp is needed; we only use (7).

Let 8> 1, y:= ﬁ:i#, ri= logu. Notice that under (@) we have y,r — oo.
Next, for a Binomisal B(m, p) random variable X and for every v > 0 it is true

that

P XZLF” v < P Xzﬁlg#
ogn ogn
log(mp) log( o )
logn
= P|lX> P mp + v
log Blogn)
mp
= ]P<X> L mp—l—v)—]P’(XZTmp—Fv).
logy

In the next calculation we use the Poisson version of the bound for exponential
moment
E exp(yX) < exp(mp(e” — 1))

that immediately follows from the exact formula (IH]). By applying Chebyshev
inequality with Poisson-optimal parameter v = logr we obtain

P(X > rmp+v) E exp(vX) exp(—v(rmp + v))
exp(—mp(yr —e? + 1) — yv)

exp(—mp(rlogr —r 4+ 1) — yv).

<
<

Since r — oo, we have

1
rlogr—r+1~rlogr~y= p osn
mp

It follows that

P(X >rmp+v)

IN

exp(—pBlogn(l+o(1)) —~v)
— n75(1+0(1)) exp(_'yfu)'

and

P (1rila<x X; > rmp+ v) <nP(X >rmp+v) <n B+ exp(—qp).
SJsn

15



Hence,
E max X; < rmp+4n~(F-D+e) / exp(—yv)dv
1<j<n 0
e rmp + nf(ﬁfl)(l‘f’o(l)),y*l'
Note that
rmpy = rlogrmp ~ ymp = Blogn — oo,

hence we conclude that n~(1=A)0+e(M)y=1 ig negligible compared to rmp, thus

1
E max X; <rmp(l+o(1)) ~ _Plogn
1<j<n 1Og(k££)
mp

and the required upper bound follows by letting 5\, 1.

Lower bound. Let 8 € (0,1), y := 2181 . .—

s = IL’ and
mp ogy

Yy Blogn
= mp=——.
logy logy

k:=rmp

Assumption ([7) yields y — oo, k = o(logn), e* = n°(M), emP = po(1),

On the other hand, under assumption (8) we have | log(mp)| < logn, which
yields logy < logn, hence k — oo.

Therefore, by using Poissonian approximation, we obtain

» (mp)F

k!
= poWypmk = po@)p=rme — 0() oxp(—rlogr mp)
720 exp(—y(1 + o(1)) mp) = n=F+oD),

P(X>k) > P(X=k) ~e™

~ e P ek (27Tk)_1/2 (%)k

By repeating the arguments from (22)), [23)), and ([24) we obtain

Y ﬁ 1Og”

and letting 8 1 provides the required lower bound in (29)).
Once (29)) is proved, the proof of Theorem[lis completed by the same simple
arguments (including the greedy method) as that of Theorem O

Proof of Theorem[7 Upper bound. We have

E max X;
1<j<n

= E [max le{max1§j§n Xj<k}:| +E [max le{max1§j§n X;>k}

1<j<n 1<j<n

< k+ ) E[Xlixon] =k+nE [Xilix,ok]-

j=1
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Furthermore, since the law of X; is B(m, p), it is true that

P(X; = 0) = ﬁ%(l—p)mfg m;!pz, 0<0<m.
Hence,
. (mp)f X (mp)htite
E[Xilpxsn] < K:Zk; (2_ i)! = ; : (k)+q)!
< (mp)** exp(mp) = (mp)* (1 + o(1)).
Therefore,
E max X; <k+cHn!=a+ (14 0(1)) = k + o(1), (30)

1<j<n

where we used the lower bound in (I2]) at the last step.

Turning to the lower bound, for every positive integer v in the independent
case, we have

]P’<max X; <k:) = PXi<k)'=0-P(X;>k))"

1<j<v

IN

1-P(X;=k))"
= exp{—v ]P’(X1 = k) (1 + 0(1))}

k., —ak
= exp {—v % 1+ 0(1))} . (31)
Let us fix some small § € (0,1). By letting v = [dn] and using the upper bound
in (I2)) we obtain

]P< max Xj<k) — 0.
1<j<[8n]

It follows that

E max XjZk]P’< max Xj2k>—k(1+0(1)),

1<j5<[on] 1<j5<[on]
By using negative association argument (24)), we also obtain

E X, >k(1+o0(1 32
(Jax X5 = (1+o0(1)) (32)

in the multinomial setting.
Finally, by using [B0) and the greedy method based on ([B2), we conclude
that in the regular case (II]) for the assignment process it is true that

E mngXig(i) =kn(1+o0(1)). O
i=1
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Proof of Theorem [T} The upper bound

n
max Z Kigs) <m
i=1

is trivial; it remains to prove the lower bound.

Let us denote (u;,v;)1<i<m the coordinates of the particles thrown on the
square table. All u; and all v; are i.i.d. random variables uniformly distributed

on integers [1..n]. Let Uy = Vp = 0,

Up :={u;, 1 <i <k}, Vi:i={v,1<i<k}, 1<k <m,

and introduce the events
Ak = {qukal,’UkQkal}, 1§k§m

It is obvious that for each k

hence by m < n

On the other hand, we have
max > Xioy = Y 1{a
i=1 k=1
which entails the desired

E mngXw(i) >m(1+o0(1)).

=1

(33)

Acknowledgements. The work of M. Lifshits was supported by RSF grant
21-11-00047. G. Mordant gratefully acknowledges the support of the DFG

within SFB 1456.

References

[1] Aldous, D.J. (2001) The ¢(2) limit in the random assignment problem. Random

Structures & Algorithms 18, No.4, 381-418.

[2] Bulinski, A.V. and Shashkin A.P. (2007) Limit theorems for associated random
fields and related systems. Advanced Series on Statistical Science & Applied Prob-

ability, vol. 10, World Scientific.

18



8]

[4]

[5]

[6]

(7]

8]

[9]

[10]

[11]

Christofides, T. C. and Vaggelatou, E. (2004) A connection between supermodu-
lar ordering and positive/negative association. J. Multivar. Anal. 88, No.1, 138
151.

Cheng, Y., Liu, Y., Tkocz, T. and Xu A. (2021) Typical values of extremal-weight
combinatorial structures with independent symmetric weights. Preprint.

Coppersmith, D. and Sorkin, G. B. (1999) Constructive bounds and exact expec-
tations for the random assignment problem. Random Structures € Algorithms
15, No.2, 113-144.

Erdés, P. and Rényi, A. (1964) On random matrices. Publ. Math. Inst. Hungar.
Acad. Sci. 8, 455-461.

Joag-Dev, K. and Proschan, F. (1983) Negative association of random variables
with applications. Ann. Statist. 11, No.1, 286—295.

Lifshits, M. and Tadevosian, A. (2022) On the maximum of random assignment
process. Statist. Probab. Letters 187, 109530, 1-6.

Mordant, G. and Segers, J. (2021) Maxima and near-maxima of a Gaussian ran-
dom assignment field. Statistics & Probability Letters 173 109087.

Parviainen, R. (2004) Random assignment with integer costs. Combinatorics,
Probability and Computing 13, No.1, 103-113.

Steele, J.M., (1997). Probability theory and combinatorial optimization. Ser.:
CBMS-NSF Regional Conference Series in Applied Mathematics, Vol.69.

19



	1 Introduction and main results
	1.1 Random assignment problem
	1.2 A motivating example
	1.3 Results

	2 Proofs

