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Abstract

In this paper we establish the central limit theorem for a class of stochastic partial
differential equations and as an application derive this theorem for two widely studied
population models: super-Brownian motion and the Fleming–Viot process.
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1. Introduction

Two commonly studied population models are super-Brownian motion (SBM) and the
Fleming–Viot process (FVP). These are measure-valued Markov processes and can be
represented as stochastic partial differential equations (SPDEs). We use these representations
to formulate a general class of SPDE and investigate the central limit theorem (CLT) for this
class and study the two population models as special cases. The large and moderate deviation
principles for this class of SPDEs and the two population models were established in [4] and
[5], respectively.

SBM is the continuous version of the branching Brownian motion, the oldest and best-known
branching process, where individuals are assumed to reproduce following a Galton–Watson
process. In this model, the population evolves as a ‘cloud’ through time with each individual
assumed to move according to a Brownian motion, leaving behind a random number of offspring
upon its death. On the other hand, the FVP is the continuous approximation of a step-wise
mutation process, in which each individual has a ‘type’ (usually a genetic type) given by an
element x in some set E. In this model, we are interested in the distributions of the types in
the whole population making the FVP a probability measure-valued process. Mutation is the
term referring to a change in genetic type. In the FVP the number of individuals is assumed to
be fixed throughout time; that is, in the place of an individual’s death an offspring is born. For
more information and background on SBM and the FVP and their formulation as the continuous
approximation of discrete particle systems, we refer the reader to [3].

On the topic of the CLT, developments have been made on SBM and on various processes
related to it. Li [16] considered the critical continuous SBM and proved the CLT in all
dimensions d ≥ 1 and also derived the CLT for its weighted occupation time process in
d ≥ 3. Schied [18] showed the tightness and weak convergence of the finite-dimensional
distributions of SBM to those of a Wiener process as part of the proof of the moderate deviation
principle for SBM for d ≥ 1. The CLT for SBM was then concluded for all dimensions.
In [15], Lee and Remillard also used their large and moderate deviation results to derive
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the CLT for SBM in dimension d = 3. In addition, some authors have studied SBM with
super-Brownian immigration (SBMSBI). Hong and Li [10] proved the CLT for SBMSBI for
dimensions d ≥ 3 and later Hong [9] showed the CLT under the quenched probability law for
the same dimensions. Hong and Zeitouni [13] also succeeded in achieving the quenched CLT
for SBMSBI for dimensions d ≥ 4. In addition, Hong [8] showed the CLT for the occupation
time process of SBMSBI for d ≥ 3. The CLT for SBM with other types of immigration has
also been considered. See, for example, [7], [11], [12], and [22]. To the best of the author’s
knowledge, the CLT has not been shown for the FVP.

Most of the authors mentioned above proved the CLT by using the Laplace transform of the
process under study. However, Schied [18], Lee and Remillard [15], and Zhang [22] applied the
method offered by Iscoe [14] to achieve the CLT. To be more precise, Iscoe’s method consists
of finding the limit of the Laplace functional of the centered process and then applying the
Bochner–Minlos theorem. That is, to achieve the CLT for a process {Xt } first the centered
functional process is formed by

〈Zt , f 〉 = a−1
d (t)(〈Xt, f 〉 − E〈Xt, f 〉)

for some norming constant ad(t) and for f ∈ S(R), the Schwartz space. The expectation is
denoted by E. Then the weak convergence of Zt to a centered Gaussian process Z∞ is obtained
by considering the Laplace functional of the centered functional process

E exp(−〈Zt , f 〉) = exp(Wt ),

where the limit of Wt is the covariance of the Gaussian process Z∞.
Here, instead of the Laplace transform of the SBM, we use another characterization of this

population model given by Xiong [20]. In [20], by studying SBM as a ‘distribution’ function-
valued process, an SPDE was formed to define the SBM. A similar SPDE was also derived for
the FVP. By observing the similarities between the two SPDEs, we formulate a general SPDE
and derive the CLT in dimension d = 1 for this SPDE, and as an application establish the CLT
for the two population models. We note that since the formulation of the general SPDE and the
two population models given in [20] is in d = 1 only, our results are limited to this dimension.
Extending the result of [20] and also the result presented here to higher dimensions requires
further investigation.

In Section 2 we begin with some background and then introduce the notation used in this
paper. We then prove the CLT for the general SPDE in Section 3 by first showing its tightness in
our space, introduced in Section 2, and afterwards prove that the limiting process has a unique
solution and is Gaussian. Section 4 contains the CLT for the two population models; SBM and
the FVP.

2. Notation and main results

Suppose (�, F , P) is a probability space and {Ft } is a family of nondecreasing right-
continuous sub-σ -fields of F such that F0 contains all P-null subsets of �. We denote Cb(R)

to be the space of continuous bounded functions on R and Cc(R) to be composed of continuous
functions in R with compact support. Let K be a constant that may change values at different
lines. Let

Cp(Rd) :=
{
f ∈ C(Rd) : sup

|f (x)|
φp(x)

< ∞ for p > d, φp(x) := (1 + |x|2)−p/2
}
.
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Since SBM is a measure-valued process, we denote it by με
t with branching rate ε. There are

two common ways to define SBM, με
t . One is by its Laplace transform, given by

Eμε
0

exp(−〈με
t , f 〉) = exp(−〈με

0, v(t, ·)〉),
where v(·, ·) is the unique mild solution of the evolution equation

v̇(t, x) = 1
2�v(t, x) − v2(t, x), v(0, x) = f (x) for f ∈ C+

p (Rd).

The other is as the unique solution to a martingale problem. For all f ∈ C2
b , (R),

Mt(f ) := 〈με
t , f 〉 − 〈με

0, f 〉 −
∫ t

0

〈
με

s ,
1

2
�f

〉
ds

is a square-integrable martingale with quadratic variation

〈M(f )〉t = ε

∫ t

0
〈με

s , f
2〉 ds.

Similarly, let με
t denote the FVP with mutation rate ε. Here, {με

t } is a family of probability
measures. There are two usual methods of defining this process. The first is as a Markov
process with generator

LεF (με
t ) = f ′(〈με

t , φ〉)〈με
t , Aφ〉

+ ε

2

∫ ∫
f ′′(〈με

t , φ〉)φ(x)φ(y)Q(μt ; dx, dy),

which has domain

D = {F : F(με
t ) = f (〈με

t , φ〉), f ∈ C∞
b (R), φ ∈ D(A), μ ∈ M1(E)},

where C∞
b (R) is the set of all bounded, infinitely differentiable functions on R and M1(E) is the

space of all probability measures on E endowed with the usual weak topology. Furthermore,
D(A) denotes the domain of A, where A is the generator of a Markov process on the set
E = [0, 1]. In the context of population models, E represents the genetic-type space of the
population and A is referred to as the mutation operator. Moreover,

Q(με
t ; dx, dy) = με

t (dx)δx(dy) − με
t (dx)με

t (dy),

where δx denotes the Dirac measure at x. For more information on this characterization of the
FVP, see [2] and [6].

The second method to define the FVP is as a unique solution to a martingale problem. For
f ∈ C2

c (R),

Mt(f ) = 〈με
t , f 〉 − 〈με

0, f 〉 −
∫ t

0

〈
με

s ,
1

2
�f

〉
ds

is a continuous square-integrable martingale with quadratic variation

〈M(f )〉t = ε

∫ t

0
(〈με

s , f
2〉 − 〈με

s , f 〉2) ds.
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Recently, another formulation of SBM and the FVP was given in [20] by considering a
‘distribution’ function-valued process. More precisely, by considering uε

t (y) = ∫ y

0 με
t (dx)

for all y ∈ R, the SBM was characterized in [20] by the following SPDE:

uε
t (y) = F(y) +

∫ t

0

∫ uε
s (y)

0
W(ds da) +

∫ t

0

1

2
�uε

s (y) ds, (1)

where F(y) = ∫ y

0 με
0(dx) and W is a white noise random measure on R

+ × R with intensity
measure ds da.

Also, by considering uε
t (y) = ∫ y

−∞ με
t (dx) for all y ∈ R, the FVP was given in [20] by the

following SPDE:

uε
t (y) = F(y) +

∫ t

0

∫ 1

0
(1{a≤uε

s (y)} −uε
s (y))W(ds da) +

∫ t

0

1

2
�uε

s (y) ds, (2)

where 1 is the indicator function. We denote both processes as με
t , where based on the context

it will be clear which process is being referred to. By noting the similarities between the two
SPDE formulations given above, we form a general SPDE with the two models as special
classes as

uε
t (y) = F(y) + √

ε

∫ t

0

∫
U

G(a, y, uε
s (y))W(ds da) +

∫ t

0

1

2
�uε

s (y) ds,

where G : U × R
2 → R, F is a function on R and for u1, u2, u, y ∈ R,

∫
U

|G(a, y, u1) − G(a, y, u2)|2λ(da) ≤ K|u1 − u2|, (3)
∫

U

|G(a, y, u)|2λ(da) ≤ K(1 + |u|2). (4)

Let S(R) be the Schwartz space of rapidly decreasing functions defined as

S(R) = {φ ∈ C∞(R) : ‖φ‖α,β < ∞, for all α, β ∈ N ∪ {0}},
where ‖φ‖α,β = supx∈R |xαφ(β)(x)| with its dual S′(R) known as the space of tempered
distributions. To investigate the CLT for the general SPDE, we consider the S′(R)-valued
centered process

Zε
t = 1√

ε
(uε

t − u0
t ).

Namely, we study the following process:

〈Zε
t , f 〉 :=

∫ t

0

∫
U

∫
R

G(a, y, uε
s (y))f (y) dyW(da ds)

+ 1

2

∫ t

0
〈Zε

s , f
′′〉 ds for f ∈ S(R).

Theorem 1. The centered process {Zε
t } is tight in C([0, 1]; S′(R)).

We use the above theorem to obtain the following results on the CLT.
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Theorem 2. The general SPDE {uε
t } satisfies the CLT in space C([0, 1], S′(R)), where {Zε

t }
converges in distribution as ε tends to 0 to a Gaussian process {Z0

t } with 0 mean and covariance

cov(〈Z0
t , f 〉, 〈Z0

t , g〉) =
∫ t

0

∫
U

∫
R

G(a, y, u0
s (y))f (y) dy

×
∫

R

G(a, x, u0
s (x))g(x) dxλ(da) ds for f, g ∈ S(R). (5)

For the next two theorems, let με
t denote the SBM and the FVP, and consider the centered

process

Z̃ε
t = 1√

ε
(με

t − μ0
t ).

Theorem 3. The SBM satisfies the CLT in space C([0, 1], S′(R)), where {Z̃ε
t } converges in

distribution as ε tends to 0 to a Gaussian process, {Z̃0
t } with 0 mean and covariance

cov(〈Z̃ε
t , f 〉, 〈Z̃ε

t , g〉) =
∫ t

0
〈μ0

s , fg〉 ds for f, g ∈ S(R).

Theorem 4. The FVP satisfies the CLT in space C([0, 1], S′(R)), where {Z̃ε
t } converges in

distribution as ε tends to 0 to a Gaussian process, {Z̃0
t } with 0 mean and covariance

cov(〈Z̃ε
t , f 〉, 〈Z̃ε

t , g〉) =
∫ t

0

∫ 1

0
f (y)g(y)μ0

s (dy) ds −
∫ t

0

∫ 1

0
〈μ0

s , f 〉g(y)μ0
s (dy) ds

−
∫ t

0

∫ 1

0
f (y)〈μ0

s , g〉μ0
s (dy) ds

+
∫ t

0
〈μ0

s , f 〉〈μ0
s , g〉 ds for f, g ∈ S(R).

3. The CLT for the general SPDE

3.1. Proof of Theorem 1

Since the strong uniqueness of solutions to the general SPDE {uε
t } was obtained in [20], then

there exists a unique solution to Zε
t ; consequently, we have the uniqueness of solutions to our

process of study 〈Zε
t , f 〉. Thus, we use its mild solution instead, given by

〈Zε
t , f 〉 =

∫ t

0

∫
U

∫
R

Pt−sG(a, y, uε
s (y))f (y) dyW(da ds), (6)

where Pt−s is the Brownian semigroup defined as Ptf (x) = ∫
R

pt (x − y)f (y) dy with

pt (x − y) = 1√
2πt

exp

(
−|x − y|2

2t

)

being the heat kernel. We show that 〈Zε
t , f 〉 is tight in C([0, 1]; S′(R)) by applying a classic

result given below.

Lemma 1. (See [1, Theorem 12.3].) The sequence {Xn} is tight in C([0, 1]; R) if it satisfies
the following two conditions:

(i) the sequence {Xn(0)} is tight;
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(ii) there exist constants γ ≥ 0 and α > 1 and a nondecreasing, continuous function F on
[0, 1] such that

P(|Xn(t2) − Xn(t1)| ≥ λ) ≤ 1

λγ
|F(t2) − F(t1)|α (7)

holds for all t1, t2, and n and all positive λ.

As stated in [1], the moment condition

E(|Xn(t2) − Xn(t1)|γ ) ≤ |F(t2) − F(t1)|α (8)

implies (7). Note that in our case, {Xn(0)} = 0 for all n. Therefore, it is sufficient to prove
Lemma 1(ii) by checking that 〈Zε

t , f 〉 satisfies the moment condition given by (8). To this end,
we use the following lemma, the proof of which is very similar to the proof of Lemma 2.3 in
[20].

Lemma 2. For any n ≥ 2,

E

(
sup
ε>0

sup
0≤s≤1

∫
R

|uε
s (x)|2e−2|x| dx

)n

< ∞.

Given any t1, t2 ∈ [0, 1] and without loss of generality, we assume that t1 < t2 and with the
help of the Burkholder–Davis–Gundy inequality and (4), we obtain

E|〈Zε
t2
, f 〉 − 〈Zε

t1
, f 〉|4

= E

∣∣∣∣
∫ t2

t1

∫
U

∫
R

Pt−sG(a, y, uε
s (y))f (y) dyW(da ds)

∣∣∣∣
4

≤ E

(∫ t2

t1

∫
U

(∫
R

Pt−sG(a, y, uε
s (y))f (y) dy

)2

λ(da) ds

)2

≤ E

(∫ t2

t1

∫
U

∫
R

G(a, y, uε
s (y))2e−2|�y�| dy

∫
R

(Pt−sf (r))2e2|�r�| drλ(da) ds

)2

≤ E

(∫ t2

t1

∫
R

K(1 + |uε
s (y)|2)e−2|�y�| dy

∫
R

(Pt−sf (r))2e2|�r�| dr ds

)2

, (9)

where �y� is the greatest integer less than or equal to y. Using the fact that for any f ∈ S(Rd),
‖Psf ‖ ≤ K(1 ∧ s−d/2), we obtain

∫
R

(Pt−sf (y))2e2|�y�| dy

≤ K(1 ∧ (t − s)−1/2)

∫
R

Pt−sf (y)e2|�y�| dy

≤ K(1 ∧ (t − s)−1/2)

∫
R

∫
R

exp

(
− |x|2

2(t − s)

)(
exp

(⌈
2|xy|

2(t − s)

⌉)
f (x)

)

× exp

(
− |y|2

2(t − s)
+ 2|�y�|

)
dx dy

≤ K, (10)
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where �y� is the least integer greater than or equal to y. Hence, by Lemma 2,

E|〈Zε
t1
, f 〉 − 〈Zε

t2
, f 〉|4 ≤ K|t1 − t2|2.

Therefore, {〈Zε
t , f 〉} is tight in C([0, 1]; R). Based on [17, Theorem 3.1], we conclude the

tightness of {〈Zε
t , f 〉} in C([0, 1]; S′(R)).

3.2. Proof of Theorem 2

We prove the convergence of the centered process of the general SPDE to a Gaussian process
to obtain the CLT for the general SPDE. We can achieve the L2-convergence of {〈Zε

t , f 〉} as
ε → 0 using the Burkholder–Davis–Gundy inequality and (3) of G(a, ·, uε

s (.)) as

E|〈Zε
t , f 〉 − 〈Z0

t , f 〉|2

= E

∣∣∣∣
∫ t

0

∫
U

∫
R

Pt−s(G(a, y, uε
s (y)) − G(a, y, u0

s (y)))f (y) dyW(da ds)

∣∣∣∣
2

≤ E

∣∣∣∣
∫ t

0

∫
U

(∫
R

Pt−s(G(a, y, uε
s (y)) − G(a, y, u0

s (y)))f (y) dy

)2

λ(da) ds

∣∣∣∣
≤ KE

∣∣∣∣
∫ t

0

∫
U

∫
R

|G(a, y, uε
s (y)) − G(a, y, u0

s (y))|2e−2|�y�| dyλ(da) ds

∣∣∣∣
≤ KE

∣∣∣∣
∫ t

0

∫
R

|uε
s (y) − u0

s (y)|e−2|�y�| dy ds

∣∣∣∣
≤ KE

∣∣∣∣
∫ t

0

(∫
R

|uε
s (y) − u0

s (y)|2e−2|�y�| dy

)1/2(∫
R

e−2|�y�| dy

)1/2

ds

∣∣∣∣
≤ KE

∣∣∣∣
∫ t

0

(∫
R

|uε
s (y) − u0

s (y)|2e−2|�y�| dy

)1/2

ds

∣∣∣∣, (11)

where we used (10) in the third step. By applying Jensen’s inequality for concave functions,
we can use Lemma 2 and the dominated convergence theorem to attain the convergence of
E|〈Zε

t , f 〉 − 〈Z0
t , f 〉|2 → 0 as ε → 0. Thus, we obtain the convergence in distribution of

〈Zε
t , f 〉 to

〈Z0
t , f 〉 =

∫ t

0

∫
U

∫
R

Pt−sG(a, y, u0
s (y))f (y) dyW(da ds). (12)

The tightness result obtained above implies that {〈Zε
t , f 〉} is relatively compact by Prohorov’s

theorem. We now apply the following tightness criterion stated in [19].

Lemma 3. (See [19, Corollary 11.6.1].) Let {Pn}n≥1 be a sequence of probability measures on
a metric space (S, m). If the sequence {Pn} is tight and the limit of any convergence subsequence
from {Pn} must be P, then Pn

d−→ P, where ‘
d−→’ denotes convergence in distribution.

However, every subsequence in our case has the form given in (6) and the uniqueness
of solutions to (12) can be derived analogous to estimates in (11). Since u0

s (y) is a partial
differential equation then the integrand in the Itô integral (12) is deterministic and by applying
the Hölder inequality and following similar steps to (9), we can show that

∫ 1

0

∫
U

(∫
R

Pt−sG(a, y, u0
s (y))f (y) dy

)2

λ(da) ds < ∞, (13)
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which implies that Z0
t is a Gaussian process with 0 mean and covariance

cov(〈Z0
t , f 〉, 〈Z0

t , g〉)
=

∫ t

0

∫
U

∫
R

Pt−sG(a, y, u0
s (y))f (y) dy

∫
R

Pt−sG(a, r, u0
s (r))g(r) drλ(da) ds. (14)

Note that because of the transition invariant property of the Lebesgue measure, (14) is equivalent
to (5).

4. The CLT for the SBM and the FVP

Now we turn our attention to the two population models mentioned in the introduction.

4.1. Proof of Theorem 3

For the SBM {με
t } based on SPDE (1), we have G(a, y, u) = 1{0≤a≤u} + 1{u≤a≤0}, which

satisfies (3) and (4). Therefore, the tightness result obtained for the general SPDE can be used
in this case. As for the limit, recall that uε

t (y) = ∫ y

0 με
t (dx) and, thus, for f ∈ S(R),

〈με
t , f 〉 = −〈uε

t , f
′〉.

Then the centered functional process for SBM is found by

〈Z̃ε
t , f 〉 =

〈
1√
ε

(με
t − μ0

t ), f

〉

=
〈

1√
ε

(−uε
t + u0

t ), f
′
〉

= −〈Zε
t , f

′〉
= −

∫ t

0

∫
U

∫
R

Pt−sG(a, y, uε
s (y))f ′(y) dyW(da ds). (15)

Based on our estimates in the case of the general SPDE, the limit of (15) is

〈Z̃0
t , f 〉 = −

∫ t

0

∫
U

∫
R

Pt−sG(a, y, u0
s (y))f ′(y) dyW(da ds).

Namely, we have

〈Z̃0
t , f 〉

= −
∫ t

0

∫
R

∫
R

(1{0≤a≤u0
s (y)} + 1{u0

s (y)≤a≤0})f ′(y) dyW(ds da)

= −
∫ t

0

∫ u0
s (y)

0

∫ ∞

0
f ′(y) dyW(da ds) −

∫ t

0

∫ 0

u0
s (y)

∫ 0

−∞
f ′(y) dyW(da ds)

= −
∫ t

0

∫ ∞

0

∫ ∞

(u0
s )

−1(a)

f ′(y) dyW(da ds) −
∫ t

0

∫ 0

−∞

∫ (u0
s )

−1(a)

−∞
f ′(y) dyW(da ds)

=
∫ t

0

∫ ∞

0
f ((u0

s )
−1(a))W(da ds) −

∫ t

0

∫ 0

−∞
f ((u0

s )
−1(a))W(da ds)

=: I 1
t (f ) − I 2

t (f ),
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where we have denoted a = u0
s (y) giving (u0

s )
−1(a) = y. Then

cov(〈Z̃0
t , f 〉, 〈Z̃0

t , g〉) = E((I t
1(f ) − I t

2(f ))(I t
1(g) − I t

2(g))).

Because of the measurability of f and g, we can write f ((u0
s )

−1(a)) and g((u0
s )

−1(a)) as limits
of simple functions,

∑
i αi 1{Ai } and

∑
j βj 1{Bj }, respectively. Note that

E

(∫ t

0

∫ ∞

0

∑
i

αi 1{Ai } W(ds da)

)(∫ t

0

∫ 0

−∞

∑
j

βj 1{ Bj }W(da ds)

)

=
∑

i

αiE(W(Ai ∩ [0, t] × [0, ∞)))
∑
j

βjE(W(Bj ∩ [0, t] × (−∞, 0])),

where we have used the independent scattered property of Gaussian measures. This yields

E(I 2
t (f )I 1

t (g)) = E(I 1
t (f )I 2

t (g)) = 0.

Moreover,

E(I 1
t (f )I 1

t (g)) + E(I 2
t (f )I 2

t (g)) =
∫ t

0

∫ ∞

0
(f ((u0

s )
−1(a))g((u0

s )
−1(a))) da ds

+
∫ t

0

∫ 0

−∞
(f ((u0

s )
−1(a))g((u0

s )
−1(a))) da ds

=
∫ t

0
〈μ0

s , fg〉 ds,

where we used y := (u0
s )

−1(a) in the final step and observed the deterministic nature of the
integrand. Notice that since a ∈ R then the integral with respect to a has to be separated in this
case; hence, we cannot use the properties of the Itô integral to directly derive the covariance as
we did for the general SPDE.

Remark 1. As mentioned in the introduction, Schied [18] also proved the CLT for the SBM,
however with a different setup. He considered the process

1

β
〈f, Xβ2t − X0Pβ2t 〉,

where f is a bounded Lipschitz continuous function in R
d , Xt is the SBM, and comparing with

our process, β = √
ε. After proving the tightness of this process in C([0, 1]; R

n), he proved
that the finite-dimensional marginal distributions converge weakly to those of an n-dimensional
Wiener process W with covariance

E(Wi
t W

j
t ) = 2t

∫
fifj dμ, (16)

where μ is the initial measure of the SBM. This shows the weak convergence of the process to
W with covariance (16). We note that the covariance of our limit is different since our process
depends on ε as well as t .
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4.2. Proof of Theorem 4

From the SPDE (2) characterization, we see that in the case of the FVP,

G(a, y, uε
s (y)) = 1{a≤uε

s (y)} −uε
s (y),

which also satisfies (3) and (4) of G(a, ., uε
s (.)) and so estimate (13) holds. Thus, we have

〈Z̃0
t , f 〉 = −

∫ t

0

∫ 1

0

∫
R

Pt−s(1{a≤u0
s (y)} −u0

s (y))f ′(y) dyW(da ds)

is a Gaussian process with 0 mean and covariance given below. For f, g ∈ S(R),

cov(〈Z̃0
t , f 〉, 〈Z̃0

t , g〉)

=
∫ t

0

∫ 1

0

∫
R

(1{a≤u0
s (y)} −u0

s )f
′(y) dy

∫
R

(1{a≤u0
s (r)} −u0

s (r))g
′(r) dr da ds

=
∫ t

0

∫ 1

0

(∫ ∞

(u0
s )

−1(a)

f ′(y) dy + 〈μ0
s , f 〉

)(∫ ∞

(u0
s )

−1(a)

g′(r) dr + 〈μ0
s , g〉

)
da ds

=
∫ t

0

∫ 1

0
(−f ((u0

s )
−1(a)) + 〈μ0

s , f 〉)(−g((u0
s )

−1(a)) + 〈μ0
s , g〉) da ds

=
∫ t

0

∫ 1

0
(−f (y) + 〈μ0

s , f 〉)(−g(y) + 〈μ0
s , g〉)μ0

s (dy) ds

=
∫ t

0

∫ 1

0
f (y)g(y)μ0

s (dy) ds −
∫ t

0

∫ 1

0
〈μ0

s , f 〉g(y)μ0
s (dy) ds

−
∫ t

0

∫ 1

0
f (y)〈μ0

s , g〉μ0
s (dy) ds +

∫ t

0
〈μ0

s , f 〉〈μ0
s , g〉 ds.

Therefore, the CLT for the FVP is achieved.
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