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#### Abstract

We present a higher-order call-by-need lambda calculus enriched with constructors, case-expressions, recursive letrec-expressions, a seq-operator for sequential evaluation and a non-deterministic operator amb, which is locally bottom-avoiding. We use a small-step operational semantics in form of a normal order reduction. As equational theory we use contextual equivalence, i.e. terms are equal if plugged into an arbitrary program context their termination behaviour is the same. We use a combination of may- as well as must-convergence, which is appropriate for non-deterministic computations. We evolve different proof tools for proving correctness of program transformations. We provide a context lemma for may- as well as must- convergence which restricts the number of contexts that need to be examined for proving contextual equivalence. In combination with so-called complete sets of commuting and forking diagrams we show that all the deterministic reduction rules and also some additional transformations keep contextual equivalence. In contrast to other approaches our syntax as well as semantics does not make use of a heap for sharing expressions. Instead we represent these expressions explicitely via letrec-bindings.
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## 1 Introduction

### 1.1 Motivation

Higher-order lambda calculi with non-deterministic operators have been investigated in several works. Especially a non-deterministic choice operator, that chooses one of its arguments as result, but never diverges if one of the arguments is reducible to a value, is of relevance for modelling concurrent computation. It enables to express search algorithms in a naturally way [Hen80]BPLT02] or permits to implement a merge operator for event-driven systems like graphical user interfaces e.g HC95] or functional operating systems Hen82].

Such a nondeterministic operator is McCarthy's amb [McC63]. Its typical implementation is to start two concurrent (or parallel) processes, one for each of its arguments, and to choose the first one that terminates. Thus, $a m b$ is bottomavoiding: let $\perp$ be an expression that cannot converge, then the expressions $(a m b s \perp)$ and $(a m b \perp s)$ are both equal to $s$. The bottom-avoidance of $a m b$ is only local, because its evaluation is independent of the surrounding context, e.g. the expressior ${ }^{1}$

$$
\text { if ( } a m b \text { True False) then True else } \perp
$$

may-diverge.
Together with constructs for explicit sharing and for sequential evaluation many other non-deterministic operators can be defined within the language. e.g. erratic-choice, locally demonic choice (see [SS92] for an overview of different non-deterministic operators) and also a parallel operator that evaluates both of its arguments in parallel and returns a pair of both values, e.g. JH93 use such an operator. Hence, in this paper we introduce a higher-order lambda-calculus with a (weakly) typed case, constructors, letrec, seq and an operator amb. letrec-expressions are used for explicit sharing of terms as well as for describing recursive definitions. The binary operator seq evaluates to its second argument if and only if its first argument converges, otherwise the whole seq-expression diverges.

We will define a small-step operational semantics, which consists in rewriting terms. Moreover, our semantics is defined in form of a normal order reduction as a special strategy for finding a subterm for the next reduction. This strategy is deterministic for amb-free expressions and in the other case it nondeterministically chooses one of the concurrently possible reductions. An advantage of our approach is that we do not need to annotate the amb-expressions with resources (as e.g. in Mor98), which makes it possible to define a small-step reduction

[^0]semantics directly on the expressions, without using a heap nor modifying the syntax by annotations before evaluation can be performed.

Based on normal order reduction we use as equational theory contextual equivalence (also known as observational equivalence) which equates two terms if their termination and additionally their non-termination behaviour in all program contexts is the same. It is well known that only regarding may-convergence is not sufficient for calculi with an amb-operator (e.g. see Mor98). Hence our equivalence will test for must-convergence, too. Our predicate for mustconvergence is the logical inverse of may-divergence, where we only treat divergences that are called strong in CHS05 (based on distinguishing between strong and weak divergence, introduced by (NC95]). I.e a term that has an infinite reduction but never loses the ability to converge is not seen as divergent. Our normal order reduction will not fulfil the fairness property for amb, i.e. if $s$ or $t$ converges, then normal order reduction not necessarily terminates while evaluating amb $s t$. But we will prove that fair evaluation induces the same notions of may- and must-convergence. [HS05] have already shown this coincidence for a call-by-name calculus with amb.

Proving contextual equivalence directly seems to be very hard, since all program contexts need to be taken into account. On the other hand other methods, like using bisimulation for proving contextual equivalence have not been successful for call-by-need calculi with amb (see Mor98 for a discussion). Man05|MSS06 have shown that bisimulation can be used as a proof tool for a call-by-need calculus with non-recursive let and erratic choice. But there seems to be no obvious way to transfer this result to call-by-need calculi with recursive let and bottom-avoiding choice.

Thus, we will use the powerful technique of combining a context lemma for may- as well as must-convergence with complete sets of forking and commuting diagrams to prove the deterministic normal order reductions being correct program transformations, i.e. their application keeps contextual equivalence. This is of great value, since the reductions are formulated in a more general manner than needed for normal order reduction, and hence can be used as optimisations during program compilation, too. We will also show the correctness of some other program transformations which are used in compilers of functional programming languages for optimisation (e.g. San95]).

We show that the equational theory defined by our normal order reduction is exactly the same as for fair normal order reductions. In passing we also show that resource annotations as in Mor98 can be used to define a fair evaluation.

Another result is a standardisation theorem which states, that if there exists a sequence of transformations or reductions to a weak head normal form then there is also an evaluation in normal order to a weak head normal form. As second part the theorem states that if there exists a sequence of transformations inside surface contexts to a term that cannot converge, then normal order reduction can also reduce to such a term. Using the Standardisation Theorem we show that our amb-operator is indeed bottom-avoiding, i.e. amb $\Omega t \sim_{c} t$ and amb $t \Omega \sim_{c} t$, where $\Omega$ is a term that cannot converge. As final result we show that the contextual
equivalence that only takes may-convergence into account is included in the contextual preorder for may- and must-convergence, i.e. $s \leq_{c} t \Longrightarrow s \sim_{c}^{\downarrow} t$.

### 1.2 Related Work

To our knowledge the only two papers about call-by-need calculi with locally bottom-avoiding choice are HM95 Mor98. The work of Mor98] is closely related to ours, since he considers also a call-by-need calculus with an amb-operator. His syntax is similar to ours, there are some small differences: He uses strict let expressions, where we use a seq-operator for implementing sequential evaluation. We use (weakly) typed case-expressions, whereas Mor98 uses an untyped case. Moran uses contextual equivalence, but our equational theory differs from his, since the predicate for must-convergence is not the same (see Example 4.2. The advantage of our approach is that our small-step semantics does not use a heap and thus we are able to prove a context lemma for may- as well as must-convergence, whereas Mor98 only provides a context lemma (based on improvement theory [MS99]) for may-convergence.

Our contextual preorder is similar to the one of CHS05 for a call-by-name calculus with amb, since CHS05 also test only for strong divergences. Call-by-name lambda calculi with amb-operators are also treated in [HM95|LM99|Mor98|Las05], but as Mor98] did for their call-by-need calculus they also test for weak divergences in their contextual equivalence.

There is other work on call-by-need calculi with different choice operators, especially erratic choice. We compare some of them with our approach: The syntax of the used languages in SSSS04|SS03 is very similar to ours, since both provide recursive let-expressions and also case and constructors and unrestricted applications. The last property does not hold for MS99, since they allow only variables as arguments. Whereas SSSS04 only use (may) convergence for the definition of contextual equivalence, MS99 SS03] also use predicates for divergence. [SS03] uses a combination of contextual equivalence together with a trace semantics, where also only strong divergences are considered.

The proof technique of complete sets of commuting and forking diagrams has been introduced by KSS98 Kut00 for a call-by-need lambda calculus with erratic choice and a non-recursive let. The same technique has also been used in SS03SSSS04Man05 for their call-by-need calculi with erratic choice. The calculi in Kut00 SS03 SSSS04Man05 use a normal-order reduction as smallstep semantics, where [SSSS04 is most similar to ours, whereas MS99 use an abstract machine semantics.

Work on call-by-value calculi extended with bottom-avoiding choice has been done in Las98.

### 1.3 Overview

In section 2 we introduce the calculus $\Lambda_{\mathrm{amb}}^{1 \mathrm{et}}$, and define the convergence predicates. In section 3 we introduce a fair evaluation strategy. In Section 4 we define the contextual preorder and contextual equivalence, we prove a context lemma,
then we show some important properties of reduction rules that adjust letrecenvironments and finally we introduce the notion of complete sets of commuting and forking diagrams. In sections 5, 6 and 7 we prove the correctness of all defined reduction rules and of some additional program transformations. In section 8 we prove the Standardisation Theorem and show that our amb-operator is indeed locally bottom-avoiding for a class of specific terms, that cannot converge. The section ends discussing some properties of the used contextual preorder that seem to be noteworthy. In the last section we conclude and give some directions for further research.

## 2 The Nondeterministic Call-by-Need Calculus $\Lambda_{\mathrm{amb}}^{\text {let }}$

In this section we first introduce the syntax of the language of $\Lambda_{\mathrm{amb}}^{1 \mathrm{et}}$, then we define the reduction rules and the normal order reduction. After presenting encodings of other parallel and non-deterministic operators, we define different predicates for convergence and divergence.

### 2.1 The Syntax of the Language

The language of $\Lambda_{\mathrm{amb}}^{1 \mathrm{et}}$ is very similar to the abstract language used in SSSS04 with the difference that $\Lambda_{\mathrm{amb}}^{\text {let }}$ uses a bottom-avoiding choice-operator amb whereas SSSS04] uses erratic choice. The language of the non-deterministic call-by-need lambda calculus of Mor98 is also similar to ours, but we use an operator seq to provide sequential evaluation instead of strict let expressions and our case-expressions are weakly typed. In difference to the call-by-need calculus of $\mathrm{AFM}^{+} 95$ ] $\Lambda_{\mathrm{amb}}^{\text {let }}$ provides constructors, weakly typed case-expressions and of course a nondeterministic amb-operator. The language we use also has only small differences (aside from the amb-operator) to the core language from [PM02 which is used in the Glasgow Haskell Compiler.

The language of $\Lambda_{\mathrm{amb}}^{\text {let }}$ has the following syntax: There is a finite set of constructors which is partitioned into (nonempty) types. For every type $T$ we denote the constructors as $c_{T, i}, i=1, \ldots,|T|$. Every constructor has an arity $\operatorname{ar}\left(c_{T, i}\right) \geq 0$.

The syntax for expressions $E$, case alternatives Alt and patterns Pat is defined by the following grammar:

```
\(E \quad::=V\)
    \(\mid\left(c_{T, i} E_{1} \ldots E_{\operatorname{ar}\left(c_{T, i}\right)}\right)\)
    \(\mid\left(\operatorname{seq} E_{1} E_{2}\right)\)
    | ( case \(\left._{T} E A l t_{1} \ldots A l t_{|T|}\right)\)
    | \(\left(E_{1} E_{2}\right)\)
    | (amb \(E_{1} E_{2}\) ) (amb-expression)
    | ( \(\lambda\) V.E) (abstraction)
    \(\mid\left(\right.\) letrec \(V_{1}=E_{1}, \ldots V_{n}=E_{n}\) in \(\left.E\right)\) (letrec-expression)
        where \(n \geq 1\)
Alt \(::=(\) Pat \(\rightarrow E) \quad\) (case-alternative)
Pat \(::=\left(c_{T, i} V_{1} \ldots V_{\operatorname{ar}\left(c_{T, i}\right)}\right) \quad\) (pattern)
```

In addition to the presented grammar the following syntactic restrictions must hold for expressions:

- $E, E_{i}$ are expressions and $V, V_{i}$ are variables.
- Within a pattern the variables $V_{1} \ldots V_{\operatorname{ar}\left(c_{T, i}\right)}$ are pairwise disjoint.
- In a case ${ }_{T}$-expression, for every constructor $c_{T, i}, i=1, \ldots,|T|$, of type $T$, there is exactly one case-alternative.
- The constructs case, seq, amb and the constructors $c_{T, i}$ are only allowed when they occur fully saturated.
- The bindings of a letrec-expression form a mapping from variable names to expressions, in particular that means that the variables on the left hand side of the bindings are all distinct and that the bindings of letrec-expressions are commutative, i.e. letrec-expressions with permuted bindings are syntactically equivalent.
- letrec is recursive, i.e. in (letrec $x_{1}=s_{1}, \ldots, x_{n}=s_{n}$ in $t$ ) the scope of $x_{i}, 1 \leq i \leq n$, is $s_{1}, \ldots, s_{n}$ and $t$.
- We use the distinct variable convention, i.e., all bound variables in expressions are assumed to be distinct, and free variables are distinct from bound variables. The reduction rules defined in later sections are assumed to implicitly rename bound variables in the result by $\alpha$-renaming if necessary to obey this convention.

To abbreviate the notation, we will sometimes use:

- ( case $_{T} E$ alts) instead of (case $\left.{ }_{T} E A l t_{1} \ldots A l t_{|T|}\right)$,
- (letrec Env in $E$ ) instead of (letrec $x_{1}=E_{1}, \ldots x_{n}=E_{n}$ in $E$ ). This will also be used freely for parts of the bindings.
- $\left(c_{i} \overrightarrow{s_{i}}\right)$ instead of $\left(c_{i} s_{1} \ldots s_{\operatorname{ar}\left(c_{i}\right)}\right)$
$-\left\{x_{f(i)}=s_{g(i)}\right\}_{i=j}^{n}$ for the chain $x_{f(j)}=s_{g(j)}, x_{f(j+1)}=s_{g(j+1)}, \ldots, x_{f(n)}=$ $s_{g(n)}$, of letrec-bindings, where $f, g: \mathbb{N}_{0} \rightarrow \mathbb{N}_{0}$
- We assume application to be left-associative, i.e. we write ( $s_{1} s_{2} \ldots s_{n}$ ) instead of $\left(\left(s_{1} s_{2}\right) \ldots s_{n}\right)$

Since $=$ is already used as a symbol in the syntax of the language, we use $\equiv$ to denote syntactical equivalence of expressions.

Definition 2.1. $A$ value is either an abstraction, or a constructor application.
In the following we define different context classes and contexts, where we use different fonts for context classes and individual contexts. A context is a term with hole, we denote the hole with [•].
Definition 2.2 (Context). The class $\mathcal{C}$ of all contexts is defined as follows.

```
\(\mathcal{C}::=[\cdot]|(\mathcal{C} E)|\left(\begin{array}{ll}E \mathcal{C})|(\operatorname{seq} E \mathcal{C})|(\operatorname{seq} \mathcal{C} E)|\lambda x \mathcal{C}|(\operatorname{amb} \mathcal{C} E) \mid(\operatorname{amb} E \mathcal{C}), ~(P)\end{array}\right.\)
    \(\mid\left(\operatorname{case}_{T} \mathcal{C}\right.\) alts \() \mid\left(\operatorname{case}_{T} E A l t_{1} \ldots(\right.\) Pat \(\left.\rightarrow \mathcal{C}) \ldots A l t_{n}\right)\)
    | \(\left(c_{T, i} E_{1} \ldots E_{i-1} \mathcal{C} E_{i+1} \ldots E_{\operatorname{ar}(c)}\right)\)
    \(\mid \quad\left(\right.\) letrec \(x_{1}=E_{1}, \ldots, x_{n}=E_{n}\) in \(\left.\mathcal{C}\right)\)
    \(\mid \quad\left(\operatorname{letrec} x_{1}=E_{1}, \ldots, x_{i-1}=E_{i-1}, x_{i}=\mathcal{C}, x_{i+1}=E_{i+1}, \ldots, x_{n}=E_{n}\right.\) in \(\left.E\right)\)
```

The main depth of a context $C$ is the depth of the hole in the context $C$. With $C_{\# i}$ we denote a context of main depth $i$. Let $t$ be a term, $C$ be a context, then $C[t]$ is the result of replacing the hole of $C$ with term $t$.

Let $t, t_{1}, t_{2}$ be terms and $C_{1} \not \equiv C_{2}$ be contexts with $t \equiv C_{1}\left[t_{1}\right], t \equiv C_{2}\left[t_{2}\right]$, then we say that $C_{1}$ and $C_{2}$ are disjoint for $t$ if there does not exist a context $C_{3}$ with $t \equiv C_{1}\left[C_{3}\left[t_{2}\right]\right]$ or $t \equiv C_{2}\left[C_{3}\left[t_{1}\right]\right]$.

Definition 2.3 (Reduction Contexts). Reduction contexts $\mathcal{R}$ and weak reduction contexts $\mathcal{R}^{-}$are defined by the following grammar:

$$
\begin{aligned}
\mathcal{R}^{-}::= & {[\cdot]\left|\left(\mathcal{R}^{-} E\right)\right|\left(\operatorname{case}_{T} \mathcal{R}^{-} \text {alts }\right) \mid\left(\text { seq } \mathcal{R}^{-} E\right) } \\
& \left|\left(\operatorname{amb} \mathcal{R}^{-} E\right)\right|\left(\operatorname{amb} E \mathcal{R}^{-}\right) \\
\mathcal{R}::= & \mathcal{R}^{-} \mid\left(\text {letrec Env in } \mathcal{R}^{-}\right) \\
& \mid\left(\text {letrec } x_{1}=\mathcal{R}_{1}^{-}, x_{2}=\mathcal{R}_{2}^{-}\left[x_{1}\right], \ldots, x_{j}=\mathcal{R}_{j}^{-}\left[x_{j-1}\right], \text { Env in } \mathcal{R}^{-}\left[x_{j}\right]\right) \\
& \text { where } j \geq 1 \text { and } \mathcal{R}^{-}, \mathcal{R}_{i}^{-}, i=1, \ldots, j \text { are weak reduction contexts }
\end{aligned}
$$

For a term $t$ with $t \equiv R^{-}\left[t_{0}\right]$ where $R^{-}$is a weak reduction context, we say $R^{-}$ is maximal (for $t$ ) if there is no larger non-disjoint weak reduction context for $t$, i.e. there is no weak reduction context $R_{1}^{-}$with $t \equiv R_{1}^{-}\left[t_{1}^{\prime}\right]$ where $t_{1}^{\prime} \not \equiv t_{0}$ is a subterm of $t_{0}$.

For a term $t$ with $t \equiv R\left[t_{0}\right]$, we say $R$ is a maximal reduction context (for $t$ ) iff $R$ is either

- a maximal weak reduction context, or
- of the form (letrec $x_{1}=E_{1}, \ldots, x_{n}=E_{n}$ in $R^{-}$) where $R^{-}$is a maximal weak reduction context and $t_{0} \not \equiv x_{j}$ for all $j=1, \ldots, n$, or
- of the form (letrec $x_{1}=R_{1}^{-}, x_{2}=R_{2}^{-}\left[x_{1}\right], \ldots, x_{j}=$ $R_{j}^{-}\left[x_{j-1}\right], \ldots$ in $\left.R^{-}\left[x_{j}\right]\right)$, where $R_{i}^{-}, i=1, \ldots, j$ are weak reduction contexts and $R_{1}^{-}$is a maximal weak reduction context for $R_{1}^{-}\left[t_{0}\right]$, and $t_{0} \not \equiv y$ where $y$ is a bound variable in $t$.

Our definition of a maximal reduction context differs from the one in SSSS04] in so far as such a context is only "maximal up to choice-points". As a consequence the maximal reduction context for a term $t$ is not necessarily unique as the following example shows.

Example 2.4. For (letrec $x_{2}=\lambda x . x, x_{1}=x_{2} \quad x_{1}, x_{3}=$ (amb $\left(x_{2} x_{1}\right) y$ ) in (amb $\left.x_{1} x_{3}\right)$ ) there exist the following maximal reduction contexts:

$$
\begin{aligned}
& -\left(\text { letrec } x_{2}=[\cdot], x_{1}=x_{2} x_{1}, x_{3}=\left(\operatorname{amb}\left(x_{2} x_{1}\right) y\right) \text { in }\left(\operatorname{amb} x_{1} x_{3}\right)\right) \\
& -\left(\text { letrec } x_{2}=\lambda x \cdot x, x_{1}=x_{2} x_{1}, x_{3}=\left(\operatorname{amb}\left(x_{2} x_{1}\right)[\cdot]\right) \text { in }\left(\operatorname{amb} x_{1} x_{3}\right)\right)
\end{aligned}
$$

The first maximal reduction context can be calculated by two different ways depending on which argument is chosen for the amb-expression in the in-expression of the letrec.

### 2.2 Reduction Rules

We define the reduction rules in a more general form than they will be used later for the normal order reduction. Thus the general rules can be used for partial evaluation and other compile time optimisations.

Definition 2.5 (Reduction Rules). The reduction rules of $\Lambda_{\mathrm{amb}}^{1 \mathrm{et}}$ are defined in Fig. 1 and 2, We define the following unions of some reductions:

```
\((\mathrm{amb}-\mathrm{c}):=(\mathrm{amb}-\mathrm{l}-\mathrm{c}) \cup(\mathrm{amb}-\mathrm{r}-\mathrm{c})\)
(lamb) \(:=(\) lamb-I) \(\cup(\) lamb-r)
\((\mathrm{amb}-\mathrm{in}):=(\mathrm{amb}-\mathrm{l}-\mathrm{in}) \cup(\mathrm{amb}-\mathrm{r}-\mathrm{in})\)
\((c p) \quad:=(c p-i n) \cup(c p-e)\)
\((a m b-e):=(a m b-l-e) \cup(a m b-r-e)\)
(llet) \(\quad:=(\) llet-in \() \cup\) (llet-e)
(amb) \(:=(a m b-l) \cup(a m b-r)\)
(seq) \(\quad:=(\) seq-c) \(\cup(\) seq-in \() \cup(\) seq-e \()\)
\((a m b-l):=(a m b-l-c) \cup(a m b-l-i n) \cup(a m b-l-e)\)
\((a m b-r):=(a m b-r-c) \cup(a m b-r-i n) \cup(a m b-r-e)\)
(case) \(\quad:=(\) case-c) \(\cup(\) case-in \() \cup(\) case-e \()\)
(III) \(:=(\) llet \() \cup(\) lcase \() \cup(\) lapp \() \cup(\) lseq \() \cup(\) lamb \()\)
```

Reductions are denoted using an arrow with superscripts: e.g. $\xrightarrow{\text { \|let }}$. To explicitly state the context in which a particular reduction is performed we annotate the reduction arrow with the context in which the reduction takes place. If no confusion arises, we omit the context at the arrow.

The redex of a reduction is the term as given on the left side of a reduction rule. We will also speak of the inner redex, which is the modified case-expression for (case)-reductions, the modified seq-expression for (seq)-reductions, the modified amb-expression for (amb)-reductions and the variable position which is replaced by rule (cp). Otherwise, it is the same as the redex.

We denote the transitive closure of reductions by a + , reflexive transitive closure by $a *$. We use uppercase words to denote (finite) sequences of reductions, e.g. $\xrightarrow{R E D}$.

We give a short comparison of our rules and the rules of the call-by-need calculus with recursion of $\mathrm{AFM}^{+} 95$, Section 7.2]. The rule (Ibeta) is the sharingrespecting variant of beta reduction, and is defined as rule $\left(\beta_{\text {need }}\right)$ in $\mathrm{AFM}^{+} 95$. The rule (III) adjusts letrec-environments, and is similar to the rules (lift), (assoc) and $\left(a s s o c_{i}\right)$ of $\left[\mathrm{AFM}^{+} 95\right]$ where we have more rules, since we have the constructs case, seq and amb. The rule (cp) is analogous to rule (deref) and (deref $f_{i}$ ) of $\mathrm{AFM}^{+95]}$ with the difference that we allow only abstractions to be copied, and do not copy variables. The consequence is that we need more variants for most of the reduction rules, since we explicitely follow the bindings during the reduction, instead of removing indirections. Another reason for having more rules than $\mathrm{AFM}^{+} 95$ is that our syntax has case-, seq- and amb-expressions, which are not present for the call-by-need calculus of [AFM $\left.{ }^{+} 95\right]$. The special

```
(Ibeta) ((\lambdax.s)r)->(letrec x=r in s)
(cp-in) (letrec }\mp@subsup{x}{1}{}=(\lambdax.s),{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{}\mp@subsup{}}{i=2}{m},Env in C[\mp@subsup{x}{m}{}]
    ->(letrec }\mp@subsup{x}{1}{}=(\lambdax.s),{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{\prime}\mp@subsup{}}{i=2}{m}\mathrm{ , Env in C[(\x.s)])
(cp-e) (letrec }\mp@subsup{x}{1}{}=(\lambdax.s),{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{}\mp@subsup{}}{i=2}{m},Env,y=C[\mp@subsup{x}{m}{}]\mathrm{ in }r
    (letrec }\mp@subsup{x}{1}{}=(\lambdax.s),{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{}\mp@subsup{}}{i=2}{m},\mathrm{ Env, y =C [( (X.s)] in r)
(llet-in) (letrec Env in (letrec Env in r)) }->\mathrm{ (letrec Env 1,Env i in r)
(llet-e) (letrec }\mp@subsup{x}{1}{}=\mp@subsup{s}{1}{},\ldots,\mp@subsup{x}{i}{}=(\mathrm{ letrec Env in in si),_., 积 = s s in r)
    (letrec }\mp@subsup{x}{1}{}=\mp@subsup{s}{1}{},\ldots,\mp@subsup{x}{i}{}=\mp@subsup{s}{i}{},\ldots,\mp@subsup{x}{n}{}=\mp@subsup{s}{n}{},\mp@subsup{E\vv}{2}{\prime}\mathrm{ in r)
(lapp) ((letrec Env in t)x) ->(letrec Env in (tx))
(Icase) (case}\mp@subsup{T}{T}{(letrec Env in t)alts) -> (letrec Env in (case T t alts))
(Iseq) (seq (letrec Env in s)t) ->(letrec Env in (seq st))
(lamb-l) (amb (letrec Env in s)t)->(letrec Env in (amb st))
(lamb-r) (amb s (letrec Env in t)) ->(letrec Env in (amb st))
(seq-c) (seq vt) }\quadt,\mathrm{ if }v\mathrm{ is a value
(seq-in) (letrec }\mp@subsup{x}{1}{}=v,{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{}\mp@subsup{}}{i=2}{m},Env in C[(seq \mp@subsup{x}{m}{}t)]
    (letrec }\mp@subsup{x}{1}{}=v,{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{}\mp@subsup{}}{i=2}{m},Env in C[t]), if v is a value
(seq-e) (letrec }\mp@subsup{x}{1}{}=v,{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{\prime}\mp@subsup{}}{i=2}{m},Env,y=C[(\operatorname{seq}\mp@subsup{x}{m}{}t)] in r
    (letrec }\mp@subsup{x}{1}{}=v,{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{}\mp@subsup{}}{i=2}{m},Env,y=C[t] in r), if v is a value
(amb-l-c) (amb sv)->v, if v}\mathrm{ is a value
(amb-r-c) (amb vs) }->v\mathrm{ , if }v\mathrm{ is a value
(amb-l-in)(letrec }\mp@subsup{x}{1}{}=v,{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{}\mp@subsup{}}{i=2}{m}\mathrm{ , Env in C[(amb x m s)])
    ->(letrec }\mp@subsup{x}{1}{}=v,{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{}\mp@subsup{}}{i=2}{m},Env in C[\mp@subsup{x}{m}{}]), if v is a value
(amb-r-in) (letrec }\mp@subsup{x}{1}{}=v,{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{}\mp@subsup{}}{i=2}{m},Env in C[(amb s x m )]
    (letrec }\mp@subsup{x}{1}{}=v,{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{}\mp@subsup{}}{i=2}{m},Env in C[\mp@subsup{x}{m}{}]), if v is a valu
(amb-l-e) (letrec }\mp@subsup{x}{1}{}=v,{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{}\mp@subsup{}}{i=2}{m},Env,y=C[(amb \mp@subsup{x}{m}{}t)] in r
    (letrec }\mp@subsup{x}{1}{}=v,{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{}\mp@subsup{}}{i=2}{m}\mathrm{ , Env, y=C[xm] in r),
    if }v\mathrm{ is a value
(amb-r-e) (letrec }\mp@subsup{x}{1}{}=v,{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{}\mp@subsup{}}{i=2}{m}\mathrm{ , Env, y=C[(amb t x m ) ] in r)
    (letrec }\mp@subsup{x}{1}{}=v,{\mp@subsup{x}{i}{}=\mp@subsup{x}{i-1}{}\mp@subsup{}}{i=2}{m},Env,y=C[\mp@subsup{x}{m}{}]\mathrm{ in }r)
    if v}\mathrm{ is a value
```

Fig. 1. Reduction rules of the calculus
(case-c) for the case $\operatorname{ar}\left(c_{T, i}\right)=n \geq 1$ : Let $y_{i}$ be fresh variables, then
$\left(\operatorname{case}_{T}\left(c_{T, i} \overrightarrow{t_{i}}\right) \ldots\left(\left(c_{T, i} \overrightarrow{y_{i}}\right) \rightarrow t\right) \ldots\right) \rightarrow\left(\operatorname{letrec}\left\{y_{i}=t_{i}\right\}_{i=1}^{n}\right.$ in $\left.t\right)$
(case-c) for the case $\operatorname{ar}\left(c_{T, i}\right)=0:\left(\operatorname{case}_{T} c_{T, i} \ldots\left(c_{T, i} \rightarrow t\right) \ldots\right) \rightarrow t$
(case-in) for the case $\operatorname{ar}\left(c_{T, i}\right)=n \geq 1$ : Let $y_{i}$ be fresh variables, then letrec $x_{1}=\left(c_{T, i} \overrightarrow{t_{i}}\right),\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env
in $C\left[\operatorname{case}_{T} x_{m} \ldots\left(c_{T, i} \overrightarrow{z_{i}} \rightarrow t\right) \ldots\right]$
$\rightarrow$ letrec $x_{1}=\left(c_{T, i} \overrightarrow{y_{i}}\right),\left\{y_{i}=t_{i}\right\}_{i=1}^{n},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env in $C\left[\left(\operatorname{letrec}\left\{z_{i}=y_{i}\right\}_{i=1}^{n}\right.\right.$ in $\left.\left.t\right)\right]$
(case-in) for the case $\operatorname{ar}\left(c_{T, i}\right)=0$ :
letrec $x_{1}=c_{T . i},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env in $C\left[\operatorname{case}_{T} x_{m} \ldots\left(c_{T, i} \rightarrow t\right) \ldots\right]$
$\rightarrow$ letrec $x_{1}=c_{T, i},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env in $C[t]$
(case-e) for the case $\operatorname{ar}\left(c_{T, i}\right)=n \geq 1$ : Let $y_{i}$ be fresh variables, then
letrec $x_{1}=\left(c_{T, i} \overrightarrow{t_{i}}\right),\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env,

$$
u=C\left[\operatorname{case}_{T} x_{m} \ldots\left(c_{T, i} \overrightarrow{z_{i}} \rightarrow r_{1}\right) \ldots\right]
$$

in $r_{2}$
$\rightarrow$ letrec $x_{1}=\left(c_{T, i} \overrightarrow{y_{i}}\right),\left\{y_{i}=t_{i}\right\}_{i=1}^{n},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env,

$$
u=C\left[\left(\operatorname{letrec}\left\{z_{i}=y_{i}\right\}_{i=1}^{n} \text { in } r_{1}\right)\right]
$$

in $r_{2}$
(case-e) for the case $\operatorname{ar}\left(c_{T, i}\right)=0$ :
letrec $x_{1}=c_{T, i},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env, $u=C\left[\operatorname{case}_{T} x_{m} \ldots\left(c_{i} \rightarrow r_{1}\right) \ldots\right]$ in $r_{2}$
$\rightarrow$ letrec $x_{1}=c_{T, i},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env, $u=C\left[r_{1}\right]$ in $r_{2}$
Fig. 2. Reduction rules of the calculus (continued)
variants of (case) for constants are necessary to ensure not to introduce empty letrec-environments and hence the reduction rules generate only syntactically correct expressions.

### 2.3 Normal Order Reduction

Let $R$ be a maximal reduction context for a term $t$ and $t \equiv R[s]$. The normal order reduction applies a reduction rule of Definition 2.5 to $s$ or to the direct superterm of $s$. For establishing understanding we start with describing how a position of a normal order redex can be reached by using a nondeterministic unwinding algorithm $\mathcal{U} \mathcal{W}$. After that we will define the normal order reduction.

Let $s$ be a term. If $s \equiv$ (letrec Env in $s^{\prime}$ ) apply uw to the pair $\left(s^{\prime},(\right.$ letrec $E n v$ in $\left.[\cdot])\right)$, otherwise apply uw to the pair $(s,[\cdot])$.

```
\(\operatorname{uw}((s t), R) \rightarrow \operatorname{uw}(s, R[([\cdot] t)])\)
\(\operatorname{uw}((\operatorname{seq} s t), R) \rightarrow \operatorname{uw}(s, R[(\operatorname{seq}[\cdot] t)])\)
\(\operatorname{uw}((\) case \(s\) alts \(), R) \rightarrow \operatorname{uw}(s, R[(\) case \([\cdot]\) alts \()])\)
\(\operatorname{uw}((\operatorname{amb} s t), R) \rightarrow \operatorname{uw}(s, R[(\operatorname{amb}[\cdot] t)])\) or uw \((t, R[(\operatorname{amb} s[\cdot])])\)
\(\operatorname{uw}\left(x,\left(\right.\right.\) letrec \(x=s, E n v\) in \(\left.\left.R^{-}\right)\right) \rightarrow \operatorname{uw}\left(s,\left(\right.\right.\) letrec \(x=[\cdot], E n v\) in \(\left.\left.R^{-}[x]\right)\right)\)
uw \(\left(x,\left(\right.\right.\) letrec \(y=R^{-}, x=s, E n v\) in \(\left.\left.t\right)\right)\)
    \(\rightarrow \operatorname{uw}\left(s,\left(\right.\right.\) letrec \(x=[\cdot], y=R^{-}[x], E n v\) in \(\left.\left.t\right)\right)\)
\(\operatorname{uw}(s, R) \rightarrow(s, R)\) if no other rule is applicable
```

If a term contains a cycle, it may be the case that the algorithm does not terminate, e.g. for the term (letrec $x=y, y=x$ in $x$ ):

$$
\begin{aligned}
& \operatorname{uw}(x,(\text { letrec } x=y, y=x \text { in }[\cdot])) \rightarrow \operatorname{uw}(y,(\text { letrec } x=[\cdot], y=x \text { in } x)) \\
& \rightarrow \operatorname{uw}(x,(\text { letrec } x=y, y=[\cdot] \text { in } x)) \rightarrow \operatorname{uw}(y,(\text { letrec } x=[\cdot], y=x \text { in } x)) \\
& \rightarrow \ldots
\end{aligned}
$$

If the algorithm starting with term $s$ terminates, the result is a pair $\left(s^{\prime}, R\right)$, where $R$ is a maximal reduction context for $s$ and $R\left[s^{\prime}\right] \equiv s$.

Definition 2.6. We say the unwinding algorithm visits a subterm during execution, if there is a step, where the subterm is the first argument of the pair, to which uw is applied, or if the subterm is the whole term.

Lemma 2.7. During evaluation the unwinding algorithm visits only subterms that are in a reduction context. If $s \equiv R\left[s^{\prime}\right]$ then there exists an execution (by making the right decision if the algorithm crosses an amb-expression) that visits $s^{\prime}$.

We now define the normal order reduction. We apply a reduction rule by using a maximal reduction context for the term that should be reduced. It may
be the case that the unwinding algorithm finds a maximal reduction context, but no reduction is possible. E.g. that happens, if the first argument of a caseexpression has the wrong type, or if a free variable occurs inside the maximal reduction context.

Definition 2.8 (Normal Order Reduction). Let $t$ be an expression. Let $R$ be a maximal reduction context for $t$, i.e. $t \equiv R\left[t^{\prime}\right]$ for some $t^{\prime}$. The normal order reduction $\xrightarrow{\text { no }}$ is defined by one of the following cases:

If $t^{\prime}$ is a letrec-expression (letrec $E n v_{1}$ in $t^{\prime \prime}$ ), and $R \not \equiv[\cdot]$, then there are the following cases, where $R_{0}$ is a reduction context:

1. $R \equiv R_{0}[($ seq $[\cdot] r)]$. Reduce (seq $\left.t^{\prime} r\right)$ using rule ( 1 seq ).
2. $R \equiv R_{0}[([\cdot] r)]$. Reduce ( $t^{\prime} r$ ) using rule (lapp).
3. $R \equiv R_{0}\left[\left(\operatorname{case}_{T}[\cdot]\right.\right.$ alts $\left.)\right]$. Reduce ( case $_{T} t^{\prime}$ alts) using rule (lcase).
4. $R \equiv R_{0}[(\operatorname{amb}[\cdot] s)]$. Reduce (amb $\left.t^{\prime} s\right)$ using rule (lamb-I).
5. $R \equiv R_{0}[(\operatorname{amb} s[\cdot])]$. Reduce (amb $\left.s t^{\prime}\right)$ using rule (lamb-r).
6. $R \equiv$ (letrec $E n v_{2}$ in [•]). Reduce $t$ using rule (llet-in) resulting in (letrec $E n v_{1}, E n v_{2}$ in $t^{\prime \prime}$ ).
7. $R \equiv$ (letrec $x=[\cdot]$, Env $_{2}$ in $t^{\prime \prime \prime}$ ). Reduce $t$ using (llet-e) resulting in (letrec $x=t^{\prime \prime}, E n v_{1}, E n v_{2}$ in $t^{\prime \prime \prime}$ ).

If $t^{\prime}$ is a value, then there are the following cases:
8. $R \equiv R_{0}\left[\operatorname{case}_{T}[\cdot] \ldots\right], t^{\prime} \equiv\left(c_{T} \ldots\right)$, i.e. the top constructor of $t^{\prime}$ belongs to type $T$. Then apply (case-c) to ( $\mathrm{case}_{T} t^{\prime} \ldots$ ).
9. $R \equiv$ letrec $x_{1}=[\cdot],\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env in $R_{0}^{-}\left[\operatorname{case}_{T} x_{m}\left(c_{T, j} \overrightarrow{y_{i}} \rightarrow\right.\right.$ r) alts] and $t^{\prime} \equiv\left(c_{T, j} \overrightarrow{t_{i}}\right)$. Then apply (case-in) resulting in letrec $x_{1}=\left(c_{T, j} \overrightarrow{z_{i}}\right),\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m},\left\{z_{i}=t_{i}\right\}_{i=1}^{n}$, Env in $R_{0}^{-}\left[\left(\right.\right.$letrec $\left\{y_{i}=z_{i}\right\}_{i=1}^{n}$ in $\left.\left.r\right)\right]$
10. $R \equiv$ letrec $x_{1}=[\cdot],\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env in $R_{0}^{-}$[case ${ }_{T} x_{m}\left(c_{T, j} \rightarrow\right.$ $r$ ) alts] and $t^{\prime} \equiv c_{T, j}$. Apply (case-in) resulting in letrec $x_{1}=$ $c_{T, j},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env in $R_{0}^{-}[r]$.
11. $R \equiv$ letrec $x_{1}=[\cdot],\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env, $y=R_{0}^{-\left[\operatorname{case}_{T} x_{m}\left(c_{T, j} \overrightarrow{y_{i}} \rightarrow\right.\right.}$ $r$ ) alts] in $r^{\prime}$,
and $t^{\prime} \equiv\left(c_{T, j} \overrightarrow{t_{i}}\right)$, and $y$ is in a reduction context. Then apply (case-e) resulting in
letrec $x_{1}=\left(c_{T, j} \overrightarrow{z_{i}}\right),\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m},\left\{z_{i}=t_{i}\right\}_{i=1}^{n}$, Env,
$y=R_{0}^{-}\left[\left(\right.\right.$letrec $\left\{y_{i}=z_{i}\right\}_{i=1}^{n=2}$ in $\left.\left.r\right)\right]$
in $r^{\prime}$
12. $R \equiv$ letrec $x_{1}=[\cdot],\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env, $y=R_{0}^{-}\left[\right.$case $_{T} x_{m}\left(c_{T, j} \rightarrow\right.$ $r$ ) alts] in $r^{\prime}$, and $t^{\prime} \equiv c_{T, j}$, and $y$ is in a reduction context. Then apply (case-e) resulting in
letrec $x_{1}=c_{T, j},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env, $y=R_{0}^{-}[r]$ in $r^{\prime}$.
13. $R \equiv R_{0}[([\cdot] s)]$ where $R_{0}$ is a reduction context and $t^{\prime}$ is an abstraction. Then apply (beta) to ( $\left.t^{\prime} s\right)$.
14. $R \equiv$ (letrec $x_{1}=[\cdot],\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env in $R_{0}^{-}\left[x_{m}\right]$ ) where $R_{0}^{-}$is a weak reduction context and $t^{\prime}$ is an abstraction. Then apply (cp-in) and copy $t^{\prime}$ to the indicated position, resulting in (letrec $x_{1}=$ $t^{\prime},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env in $\left.R_{0}^{-}\left[t^{\prime}\right]\right)$.
15. $R \equiv\left(\right.$ letrec $x_{1}=[\cdot],\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env, $y=R_{0}^{-}\left[x_{m}\right]$ in $r$ ) where $R_{0}^{-}$is a weak reduction context, $y$ is in a reduction context and $t^{\prime}$ is an abstraction. Then apply (cp-e) resulting in (letrec $x_{1}=t^{\prime},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env, $y=$ $R_{0}^{-}\left[t^{\prime}\right]$ in $\left.r\right)$.
16. $R \equiv R_{0}[(\operatorname{seq}[\cdot] r)]$. Then apply (seq-c) to (seq $t^{\prime} r$ ) resulting in $r$.
17. $R \equiv\left(\operatorname{letrec} x_{1}=[\cdot],\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}\right.$, Env in $R_{0}^{-}\left[\left(\right.\right.$seq $\left.\left.\left.x_{m} r\right)\right]\right)$, and $t^{\prime}$ is a constructor application. Then apply (seq-in) resulting in (letrec $x_{1}=t^{\prime},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env in $R_{0}^{-}[r]$ ).
18. $R \equiv\left(\right.$ letrec $x_{1}=[\cdot],\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env, $y=R_{0}^{-}\left[\left(\operatorname{seq} x_{m} r\right)\right]$ in $\left.r^{\prime}\right)$ where $y$ is in a reduction context, and $t^{\prime}$ is a constructor application. Then apply (seq-e) resulting in (letrec $x_{1}=t^{\prime},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env, $y=R_{0}^{-}[r]$ in $r^{\prime}$ ).
19. $R \equiv R_{0}[(\mathrm{amb}[\cdot] r)]$. Then apply (amb-l-c) to (amb $\left.t^{\prime} r\right)$.
20. $R \equiv R_{0}[(\operatorname{amb} r[\cdot])]$. Then apply (amb-r-c) to (amb $\left.r t^{\prime}\right)$.
21. $R \equiv\left(\right.$ letrec $x_{1}=[\cdot],\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env in $\left.R_{0}^{-}\left[\left(\operatorname{amb} x_{m} r\right)\right]\right)$, and $t^{\prime}$ is a constructor application. Then apply (amb-l-in) resulting in (letrec $x_{1}=t^{\prime},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env in $R_{0}^{-}\left[x_{m}\right]$ ).
22. $R \equiv\left(\right.$ letrec $x_{1}=[\cdot],\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env in $\left.R_{0}^{-}\left[\left(\operatorname{amb} r x_{m}\right)\right]\right)$, and $t^{\prime}$ is a constructor application. Then apply (amb-r-in) resulting in (letrec $x_{1}=t^{\prime},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env in $R_{0}^{-}\left[x_{m}\right]$ ).
23. $R \equiv$ (letrec $x_{1}=[\cdot],\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env, $y=R_{0}^{-}\left[\left(\operatorname{amb} x_{m} r\right)\right]$ in $\left.r^{\prime}\right)$ where $y$ is in a reduction context, and $t^{\prime}$ is a constructor application. Then apply (amb-l-e) resulting in (letrec $x_{1}=t^{\prime},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env, $y=$ $R_{0}^{-}\left[x_{m}\right]$ in $\left.r^{\prime}\right)$.
24. $R \equiv$ (letrec $x_{1}=[\cdot],\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env, $y=R_{0}^{-}\left[\left(\operatorname{amb} r r x_{m}\right)\right]$ in $\left.r^{\prime}\right)$ where $y$ is in a reduction context, and $t^{\prime}$ is a constructor application. Then apply (amb-r-e) resulting in (letrec $x_{1}=t^{\prime},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env, $y=$ $R_{0}^{-}\left[x_{m}\right]$ in $\left.r^{\prime}\right)$.

The normal order redex is defined as the subexpression to which the reduction rule is applied. This includes the letrec-expression that is mentioned in the reduction rules, for example in (cp-e).

Some of our proofs will use induction on specific lengths of sequences of normal order reductions which are defined as follows:

Definition 2.9. The number of reductions of a finite sequence RED consisting of normal order reductions is denoted with $\mathrm{rl}(R E D)$. With $\mathrm{rl}_{(\backslash a)}(R E D)$ we denote the number of non-a reductions in RED where a is a specific reduction.

Example 2.10. Let $R E D=\xrightarrow{\mathbf{n o , s e q}} \xrightarrow{\mathbf{n o , l a p p}} \xrightarrow{\text { no,lbeta }} \xrightarrow{\text { no,llet }}$. Then $\operatorname{rl}(R E D)=4$, and e.g. $\mathrm{rl}_{(\backslash I I I)}(R E D)$ is number of non-III in $R E D$, i.e. $\mathrm{rl}_{(\backslash \mathrm{III})}(R E D)=2$.

### 2.4 Encoding of Non-deterministic and Parallel Operators

Fig. 3 shows the encoding of other non-deterministic or parallel operators within our language. The operator par activates the concurrent evaluation of its first

```
par \equiv\lambdax.\lambday.amb (seq }xy)(\mathrm{ seq }yy
spar }\equiv\lambdax.\lambday.amb (seq x (seq y (Pair x y))) (seq y (seq x (Pair x y)))
dchoice \equiv\lambdax.\lambday.amb (seq x (seq y x)) (seq y (seq x y))
choice \equiv\lambdax.\lambday.((amb (\lambdaz1.x) (\lambdaz2.y)) True)
or }\quad\equiv\lambdax.\lambday.(amb (if x then True else y) (if y then True else x))
merge \equivletrec m=\lambdaxs.\lambdays.amb (case List xs ([] ->ys) (z:zs->z:mzs ys))
                                    (\mp@subsup{case}{List}{lys}([]->xs)(z:zs->z:mxs zs))
    in m
```

Fig. 3. Encoding of Operators
argument, but has the value of its second argument (Glasgow parallel Haskell has such an operator, see e.g. THLP98]. The operator spar evaluates both arguments in parallel and returns the pair of values (e.g. this is the par operator suggested in JH93). The locally demonic dchoice non-deterministically chooses one of its arguments if and only if both arguments converge. Erratic choice nondeterministically chooses one if its arguments before evaluating the arguments. The parallel or is non-strict in both of its arguments, i.e. if one of the arguments evaluates to True then the or-expression evaluates to True. The merge-operator implements bottom-avoiding merge of two lists.

### 2.5 Convergence and Divergence

The notion of a weak head normal form will be required:
Definition 2.11. An expression $t$ is a weak head normal form (WHNF) if one of the following conditions holds:

- $t$ is a value, or
- $t$ is of the form (letrec Env in $v$ ), where $v$ is a value,
- or $t$ is of the form (letrec $x_{1}=c_{T, i} t_{1} \ldots t_{\operatorname{ar}\left(c_{T, i}\right)}, x_{2}=x_{1}, \ldots x_{m}=$ $x_{m-1}$, Env in $x_{m}$ )

Lemma 2.12. $A$ WHNF has no normal order reduction.
We now introduce predicates for may- and must-convergence as well as mayand must-divergence. Informally, a term may-converge if the it may evaluate to a WHNF using normal order reductions. If the opposite holds, a term mustdiverge. I.e., there does not exist an evaluation in normal order that ends in a WHNF.

In difference to e.g. Mor98 the existence of an infinite evaluation is not a sufficient criterion for may-divergence. In $\Lambda_{\mathrm{amb}}^{\text {let }}$ a term may-diverge if there exists an evaluation that leads to a must-divergent term. Hence, it may happen that a term has infinite evaluation, but every contractum has the ability to converge. If there exists such an infinite evaluation for a term, CHS05, say the term is weakly divergent.

The predicate for must-convergence is the opposite of may-divergence, hence weakly divergent terms are must-convergent in $\Lambda_{\mathrm{amb}}^{\text {eet }}$. The advantage of reasoning with the chosen predicates is that our semantics fulfils a fairness property, without explictly using scheduling of concurrent evaluations (see section 3). We now formally define the predicates:
Definition 2.13 (May- and Must-Convergence). For a term $t$, we write $t \downarrow$ iff there exists a sequence of normal order reductions starting from that ends in a WHNF, i.e.

$$
t \downarrow:=\exists s:(t \xrightarrow{\mathbf{n o}, *} s \wedge s \text { is a WHNF })
$$

If $t \downarrow$, we say that $t$ may-converge. The set of finite sequences of normal order reductions of an expression $t$ ending in a WHNF is denoted with $\mathcal{C O N}(t)$, i.e.

$$
\begin{aligned}
\mathcal{C O N}(t):=\{R E D \mid & t \xrightarrow{R E D} s, s \text { is a WHNF,} \\
& R E D \text { contains only normal order reductions }\}
\end{aligned}
$$

We allow finite sequences of normal order reductions to be empty, i.e. if $t$ is a WHNF then $\mathcal{C O N}(t)$ contains an empty reduction sequence.

For a term $t$ must-convergence is defined as

$$
t \Downarrow:=\forall s:(t \xrightarrow{\mathbf{n o}, *} s \Longrightarrow s \downarrow)
$$

Definition 2.14 (May and Must Divergence). For a term $t$ we write $t \Uparrow i f f$ there exists no sequence of normal order reductions starting with $t$ that ends in a WHNF. Then we say $t$ must-diverges, i.e.

$$
t \Uparrow:=\forall s:(t \xrightarrow{\mathbf{n o}, *} s \Longrightarrow s \text { is not a WHNF })
$$

Let $\mathcal{N C}$ be the set of all terms that must-diverge i.e. $\mathcal{N C}=\{s \mid s \Uparrow\}$.
For a term $t$, we say $t$ may-diverge, denoted with $t \uparrow$ iff $t$ may reduce to a term that must-diverge, i.e.

$$
t \uparrow:=\exists s:(t \xrightarrow{\mathbf{n o}, *} s \wedge s \Uparrow)
$$

For a term we define the set of all finite sequences of normal order reductions that lead to a term that must-diverge as follows:
$\mathcal{D I} \mathcal{V}(t):=\{R E D \mid t \xrightarrow{R E D} s, s \Uparrow, R E D$ contains only normal order reductions $\}$
We allow those sequences to be empty, i.e. if $t \Uparrow$ then $\mathcal{D} \mathcal{I} \mathcal{V}(t)$ contains an empty sequence.
The following lemma shows some relations between convergence and divergence.
Lemma 2.15. Let $t$ be a term, then $(t \Downarrow \Longleftrightarrow \neg(t \uparrow))$, $(t \downarrow \Longleftrightarrow \neg(t \Uparrow))$, $(t \Downarrow \Longrightarrow$ $t \downarrow)$ and $(t \Uparrow \Longrightarrow t \uparrow)$.
2.5.1 An Alternative Definition of Divergence Inspired from Gor95 we give a co-inductive definition of the terms that must-diverge.
Definition 2.16. Let

$$
\mathcal{M D}(X):=\{s \mid(\forall t:(s \xrightarrow{\text { no }} t \Longrightarrow t \in X)) \wedge s \text { is not a WHNF }\}
$$

We define the set $\mathcal{B O T}$ as the greatest fixed point of $\mathcal{M D}$, i.e. $\mathcal{B O T}:=$ $\operatorname{gfp}(\mathcal{M D})$.

We inductively define the sets $\mathbf{m d}^{i}$ for all $i \in \mathbb{N}_{0}$ :

$$
\begin{aligned}
& \mathbf{m d}^{0}=\Lambda_{\mathrm{amb}}^{1 \mathrm{et}} \\
& \mathbf{m d}^{i}=\mathcal{M D}\left(\mathbf{m d}^{i-1}\right)
\end{aligned}
$$

We now prove some properties of terms in $\mathcal{B O} \mathcal{T}$.
Lemma 2.17. The operator $\mathcal{M D}$ is monotonous w.r.t. set-inclusion.
Proof. We need to show: $X \subseteq Y \Longrightarrow \mathcal{M D}(X) \subseteq \mathcal{M D}(Y)$. Let $X \subseteq Y$ hold and there is $s \in \mathcal{M D}(X)$. We split into two cases:
$-s$ has no normal order reduction. Then $s \in Y$ and hence $s \in \mathcal{M D}(Y)$

- For all $t$ with $s \xrightarrow{\text { no }} t$ follows that $t \in X$. Since $X \subseteq Y$, we have for all $t$ : $t \in Y$. Thus, $s \in \mathcal{M D}(Y)$.

Lemma 2.18. $s \in \mathcal{B O T}$ iff $\forall j: s \in \mathbf{m d}^{j}$.
Proof. Since $\mathcal{M D}$ is monotonous and set-inclusion forms a complete lattice, the greatest fixed point can be represented as $\operatorname{gfp}(\mathcal{M D})=\bigcap_{i} \mathbf{m d}^{i}$.

Lemma 2.19. Let $s, t$ be terms with $s \xrightarrow{\text { no }} t$. If $s \in \mathcal{B O T}$ then $t \in \mathcal{B O T}$.
Proof. We use Lemma 2.18. From $s$ in $\mathcal{B O} \mathcal{T}$ we have, for all $j: s \in \mathbf{m d}^{j}$. Since $s \xrightarrow{\text { no }} t$, we have $\forall j>0: t \in \mathbf{m d}^{j}$. It remains to prove $t \in \mathbf{m d}^{0}$, but that holds by definition.
Corollary 2.20. If $s \xrightarrow{\text { no, } *} t$ with $s \in \mathcal{B O} \mathcal{T}$. Then $t \in \mathcal{B O} \mathcal{T}$
Lemma 2.21. $\mathcal{B O} \mathcal{T}=\mathcal{N C}$
Proof. $\mathcal{B O T} \subseteq \mathcal{N C}$ : By definition of $\mathcal{B O \mathcal { T }}$ we have that $\mathcal{B O} \mathcal{T}$ does not contain terms in WHNF. Then Corollary 2.20 shows the claim.
$\mathcal{N C} \subseteq \mathcal{B O T}:$ By co-induction it is sufficient to prove that $\mathcal{N C}$ is $\mathcal{M D}$-dense, i.e. $\mathcal{N C} \subseteq \mathcal{M D}(\mathcal{N C})$. Let $s \in \mathcal{N C}$ then we split into two cases:
$-s$ has no normal order reduction. Since $s$ cannot be in WHNF $s \in \mathcal{M} \mathcal{D}(\mathcal{N C})$
$-s$ has at least one normal order reduction. For every $t$ with $s \xrightarrow{\text { no }} t$ we have that $t$ cannot have a terminating normal order reduction, otherwise there would $\mathcal{C O N}(s)$ would not be empty. Since all such $t$ have no terminating normal order reduction we have $\forall t: s \xrightarrow{\text { no }} t \Longrightarrow t \in \mathcal{N C}$ and since $s$ is not in WHNF we have $s \in \mathcal{M D}(\mathcal{N C})$.

## 3 Fair Normal Order Reduction

In this section we show that the defined normal order reduction causes the same notions for may- and must-convergence as a fair reduction strategy does. Informally, a fair reduction strategy never does not reduce a normal order redex in infinite reduction sequences. Note, that for our normal order reduction this does not hold, e.g. the term $t \equiv$ (amb (letrec $x=\lambda y$. $(y y)$ in $(x x)$ ) True) has an (amb-r)-redex, but normal order reduction may never reduce this redex. Nevertheless, $t$ is must-convergent in our calculus. Hence, our notion of convergence already introduces a kind of fairness. A similar observation has already been made in CHS05 for a call-by-name calculus with amb.

For implementing fair evaluation, we use resource annotations for ambexpressions:

Definition 3.1. An annotated variant of $a$ term $s$ is $s$ with all amb-expressions being annotated with a pair $\langle m, n\rangle$ of non-negative integers, denoted with $\mathrm{amb}_{\langle m, n\rangle}$. The set of all annotated variants of a term $s$ is denoted with ann $(s)$. With ann $n_{0}(s)$ we denote the annotated variant of $s$ with all pairs being $\langle 0,0\rangle$. If $s$ is an annotated variant of term $t$, then let $d a(s)=t$.

Informally, a (inner) redex within the subterm $s(t$, respectively) of the expression $\left(\mathrm{amb}_{\langle m, n\rangle} s t\right)$ can only be reduced if resource $m$ ( $n$, respectively) is non-zero. Any reduction inside $s$ decreases the annotation $m$ by 1. Fairness emerges from the fact that resources can only be increased if both resources $m$ and $n$ are 0 , and the increase for both resources must be strictly greater than 0 .

We extend the notions of contexts and WHNFs to annotated variants:

Definition 3.2. If $C$ is an annotated variant of a term with a hole, then $C$ is a context iff $d a(s)$ is a context. An annotated variant s of a term is a WHNF iff $d a(t)$ is a WHNF.

We now give a description of a non-deterministic unwinding algorithm $\mathcal{U} \mathcal{W} \mathcal{F}$ that leads to fair evaluation. The algorithm performs four tasks: It finds a position where a normal order reduction can be applied, it decreases the annotations for the path that leads to this position and if necessary it performs scheduling by increasing the annotations. Furthermore, the unwinding algorithm decreases the annotation for a subterm that cannot be reduced, since it has a typing error (e.g. case ${ }_{\text {List }}$ True ...) or it is a term with a blackhole, e.g. (letrec $x=x$ in $x$ ). Mor98 uses an additional reduction rule for this cases. We decrease the annotation by executing the unwinding algorithm again with another variant of the same term, where annotations are decreased.

Let $s$ be an annotated variant of a term. If $s \equiv$ (letrec Env in $\left.s^{\prime}\right)$ then apply uwf to the pair ( $s^{\prime}$, (letrec Env in [•])), otherwise apply uwf to the pair $(s,[\cdot])$.

```
\(\operatorname{uwf}((s t), R) \rightarrow \operatorname{uwf}(s, R[([\cdot] t)])\)
\(\operatorname{uwf}((\operatorname{seq} s t), R) \rightarrow \operatorname{uwf}(s, R[(\operatorname{seq}[\cdot] t)])\)
\(\operatorname{uwf}((\) case \(s\) alts \(), R) \rightarrow \operatorname{uwf}(s, R[(\) case \([\cdot]\) alts \()])\)
\(\operatorname{uwf}\left(\left(\operatorname{amb}_{\langle m+1, n\rangle} s t\right), R\right) \rightarrow \operatorname{uwf}\left(s, R\left[\left(\operatorname{amb}_{\langle m, n\rangle}[\cdot] t\right)\right]\right)\)
\(\operatorname{uwf}\left(\left(\operatorname{amb}_{\langle m, n+1\rangle} s t\right), R\right) \rightarrow \operatorname{uwf}\left(t, R\left[\left(\operatorname{amb}_{\langle m, n\rangle} s[\cdot]\right)\right]\right)\)
\(\operatorname{uwf}\left(\left(\operatorname{amb}_{\langle 0,0\rangle} s t\right), R\right) \rightarrow \operatorname{uwf}\left(\left(\operatorname{amb}_{\langle m, n\rangle} s t\right), R\right)\), where \(m, n>0\)
\(\operatorname{uwf}\left(x,\left(\right.\right.\) letrec \(x=s, E n v\) in \(\left.\left.R^{-}\right)\right) \rightarrow \operatorname{uwf}\left(s,\left(\right.\right.\) letrec \(x=[\cdot], E n v\) in \(\left.\left.R^{-}[x]\right)\right)\)
\(\operatorname{uwf}\left(x,\left(\right.\right.\) letrec \(y=R^{-}, x=s, E n v\) in \(\left.\left.t\right)\right)\)
\(\rightarrow \operatorname{uwf}\left(s,\left(\right.\right.\) letrec \(x=[\cdot], y=R^{-}[x], E n v\) in \(\left.\left.t\right)\right)\)
\(\operatorname{uwf}(s, R) \rightarrow(s, R)\) if no other rule is applicable
```

Now, it may happen that the unwinding algorithms loops, e.g. for the subterm (letrec $x=y, y=x$ in $x$ ). Another case is that the algorithm terminates, but for the maximal reduction context found no normal order reduction is applicable, e.g. this holds for the pair ( $($ letrec $x=x$ in $x)$, $\left.\operatorname{amb}_{\langle m, n\rangle}[\cdot] s\right)$. In both cases the annotations for all arguments of amb-expressions that have been visited are decreased and then with the modified annotations, the algorithms performs a new search: we assume that the fair unwinding algorithm has a loop detection which starts a new search when visiting a binding for a second time during execution, i.e. we add the rule:
$\operatorname{uwf}\left(x,\left(\right.\right.$ letrec $y=R^{-}, x=s, E n v$ in $\left.\left.t\right)\right)$
$\rightarrow$ execute $\mathcal{U} \mathcal{W} \mathcal{F}$ with (letrec $y=R^{-}[x], x=s, E n v$ in $t$ ) if there was a preceding step with intermediate result uwf $\left(s^{\prime},\left(\right.\right.$ letrec $E n v^{\prime}, x=[\cdot]$ in $\left.\left.t^{\prime}\right)\right)$.

Moreover, if $\mathcal{U} \mathcal{W} \mathcal{F}$ terminates with result $(s, R)$, but no normal order reduction is applicable to $R[s]$ (using $R$ as maximal reduction context for determining the normal order reduction) then execute $\mathcal{U} \mathcal{W} \mathcal{F}$ with $R[s]$.
Lemma 3.3. If $s \in \operatorname{ann}(t)$ and $\operatorname{uwf}\left(s^{\prime}, R\right)$ is an intermediate result of $\mathcal{U W \mathcal { F }}$, then $R\left[s^{\prime}\right] \in$ ann $(t)$. The same holds for the resulting pair of $\mathcal{U} \mathcal{W} \mathcal{F}$.

Proof. This holds, since $\mathcal{U} \mathcal{W} \mathcal{F}$ only changes the annotations.
Lemma 3.4. Let $s$ be an annotated variant and $\left(s^{\prime}, R\right)$ be an result of executing $\mathcal{U} \mathcal{W} \mathcal{F}$ starting with $s$. Then there exists an execution of the unwinding algorithm $\mathcal{U} \mathcal{W}$ for $d a(s)$ that has result $\left(d a\left(s^{\prime}\right), d a\left(R^{\prime}\right)\right)$.

Proof. Use the steps of the last search of the execution of $\mathcal{U W F}$. By replacing all $\mathrm{amb}_{\langle m, n\rangle}$ constructs with amb, we can perform every step with the algorithm $\mathcal{U} \mathcal{W}$, too.

Fair normal order reduction $\xrightarrow{\text { fno }}$ on annotated variants is defined as follows:

Definition 3.5 (Fair Normal Order Reduction). Let $s$ be an annotated variant of a term. If $s$ is a WHNF, then no fair normal order reduction is possible. Otherwise, execute $\mathcal{U} \mathcal{W} \mathcal{F}$ starting with $s$. If the execution terminates with $\left(s^{\prime \prime}, R\right)$, then apply a normal order reduction to $R\left[s^{\prime \prime}\right]$ with maximal reduction context $R$, where annotations are inherited like labels in labeled reduction (see Bar84]). Let the result be $t$. Then $s \xrightarrow{\mathrm{fno}} t$.
A fair normal order reduction sequence (denoted with $F$ as subscript) is a sequence consisting of fair normal order reductions. Note, that it may happen, that the execution of the normal order reduction does not terminate, then there is no fair normal order reduction defined.
Definition 3.6. Fair May- and must-convergence and-divergence for annotated variants is defined as:

$$
\begin{aligned}
t \downarrow_{F} & :=\exists s:(t \xrightarrow{\text { fno,* }} s \wedge s \text { is a WHNF }) \\
t \Downarrow_{F} & :=\forall s:\left(t \xrightarrow{\text { fno,* }} s \Longrightarrow s \downarrow_{F}\right) \\
t \Uparrow_{F} & :=\forall s:(t \xrightarrow[\text { fno,* }]{ } s \Longrightarrow s \text { is not a WHNF }) \\
t \uparrow_{F} & :=\exists s:\left(t \xrightarrow{\text { fno,* }} s \wedge s \Uparrow_{F}\right)
\end{aligned}
$$

A term $t$ fair may-converge (denoted with $t \downarrow_{F}$ ) iff ann $n_{0}(t) \downarrow_{F}$, a term $t$ fair mustconverge (denoted with $t \Downarrow_{F}$ ) iff ann $n_{0}(t) \Downarrow_{F}$.

Lemma 3.7. If $s \xrightarrow{\text { fno }} t$, then $d a(s) \xrightarrow{\text { no }} d a(t)$.
Proof. Follows from Lemma 3.4 and the definition of fair normal order reduction.

Corollary 3.8. Let $s$ be a term, $s^{\prime} \in(\operatorname{ann}(s))$ and $s^{\prime} \downarrow_{F}$, then $s \downarrow$.
Lemma 3.9. If $s \xrightarrow{\mathbf{n o}, *} t$, then there exists $t^{\prime} \in$ ann $(t)$ with with ann $n_{0}(s) \xrightarrow{\text { fno,* }}$ $t^{\prime}$.
Proof. Let $s \xrightarrow{R E D} t$, where $R E D$ is a sequence of normal order reductions. If $R E D$ is empty then the claim follows with $t^{\prime}=a n n_{0}(t)$. Otherwise, let $R E D=$ $r e d_{1} \ldots r e d_{k}$. From the definition of the normal order reduction it follows, that before every $\operatorname{red}_{i}$ there is an execution of $\mathcal{U} \mathcal{W}$ that finds a maximal reduction context, which is used to apply red ${ }_{i}$. Let $s_{i}$ be the term to which $r e d_{i}$ is applied, and let $\left(R_{i}, s_{i}^{\prime}\right)$ be the corresponding maximal reduction context and term in the hole, i.e. $R_{i}\left[s_{i}^{\prime}\right] \equiv s_{i}$. Further, let $e_{1}, \ldots, e_{k}$ be the executions of $\mathcal{U} \mathcal{W}$ that terminate with result $\left(s_{i}^{\prime}, R_{i}\right)$. Obviously, it is sufficient to show that for every $\operatorname{red}_{i}$ there is an execution of $\mathcal{U} \mathcal{W} \mathcal{F}$, that terminates with $\left(s_{i}^{\prime \prime}, R_{i}^{\prime \prime}\right)$ where $R_{i}^{\prime \prime}\left[s_{i}^{\prime \prime}\right] \in$ $\operatorname{ann}\left(s_{i}\right)$. Now, let $m$ be the sum of all steps uw $\left(\left(\operatorname{amb} t_{1} t_{2}\right), R\right) \rightarrow \ldots$ that happens in the executions $e_{1}, \ldots, e_{k}$. Now for every $e_{i}$ build an execution $e_{i}^{\prime}$ of $\mathcal{U} \mathcal{W} \mathcal{F}$, by performing the corresponding steps, with the difference that when arriving at $\operatorname{uwf}\left(\mathrm{amb}_{\langle 0,0\rangle}, R^{\prime}\right)$ then insert the step $\operatorname{uwf}\left(\mathrm{amb}_{\langle 0,0\rangle}, R^{\prime}\right) \rightarrow \operatorname{uwf}\left(\mathrm{amb}_{\langle m, m\rangle}, R^{\prime}\right)$. Now it can be seen easily that all other steps are possible, since there are always
enough resources to apply the corresponding steps. Note, that since there is always a normal order reduction possible using $\left(R_{i}, s_{i}^{\prime}\right), \mathcal{U} \mathcal{W} \mathcal{F}$ never needs to restart.

Corollary 3.10. Let $s$ be a term with $s \downarrow$, then $s \downarrow_{F}$.
Proposition 3.11. For all terms $t: t \downarrow$ iff $t \downarrow_{F}$.
Proof. Follows from Corollaries 3.10 and 3.8
Lemma 3.12. Let $s$ be term, $s^{\prime} \in \operatorname{ann}(s)$ and $s \Uparrow$, then $s^{\prime} \Uparrow_{F}$.
Proof. Assume the claim is false, then $s^{\prime} \downarrow_{F}$ and hence there exists a sequence of fair normal order reductions, that lead from $s^{\prime}$ to a WHNF, but then with Lemma 3.7 it follows, that $s \downarrow$. Hence a contradiction.

Lemma 3.13. Let $s$ be a term with $s \uparrow_{\text {then }}$ ann $n_{0}(s) \uparrow_{F}$.
Proof. Let $R E D \in \mathcal{D I} \mathcal{V}(s)$, then $s \xrightarrow{R E D} t$ and $t \Uparrow$. Lemma 3.9 shows that $a n n_{0}(s) \xrightarrow{\text { fno,* }} t^{\prime}$, with $t^{\prime} \in \operatorname{ann}(t)$. From Lemma 3.12 we have $t^{\prime} \Uparrow_{F}$ and thus $a n n_{0}(s) \Uparrow_{F}$.

For the remaining part, i.e. to show that if $s$ must-converge then $a n n_{0}(s) \Downarrow_{F}$ we will use co-inductive definitions of must-convergence. Let $\mathcal{A N} \mathcal{N}\left(\Lambda_{\mathrm{amb}}^{\text {let }}\right)=\{s \mid$ $\left.s^{\prime} \in \Lambda_{\mathrm{amb}}^{\mathrm{let}}, s \in \operatorname{ann}\left(s^{\prime}\right)\right\}$.

Definition 3.14. The operators $\mathcal{M C}: \Lambda_{\mathrm{amb}}^{1 \mathrm{et}} \rightarrow \Lambda_{\mathrm{amb}}^{1 \mathrm{et}}$ and $\mathcal{M C}_{F}: \mathcal{A N N}\left(\Lambda_{\mathrm{amb}}^{1 \mathrm{et}}\right) \rightarrow$ $\mathcal{A N N}\left(\Lambda_{\text {amb }}^{\text {let }}\right)$ are defined as:

$$
\begin{aligned}
& \mathcal{M C}(X)=\left\{s \in X \left\lvert\, \begin{array}{c}
\left(\forall s^{\prime}: s \xrightarrow{\text { no }} s^{\prime} \Longrightarrow s^{\prime} \downarrow \wedge s^{\prime} \in X\right) \\
\text { (s has no normal order reduction } \Longrightarrow s \text { is a WHNF })
\end{array}\right.\right\} \\
& \mathcal{M C}_{F}(X)=\left\{s \in X \left\lvert\, \begin{array}{c}
\wedge \\
\left(\forall s^{\prime}: s \xrightarrow{\text { fno }} s^{\prime} \Longrightarrow s^{\prime} \downarrow_{F} \wedge s^{\prime} \in X\right) \\
(\text { s has no normal order reduction } \Longrightarrow s \text { is a WHNF })
\end{array}\right.\right\}
\end{aligned}
$$

Lemma 3.15. The operators $\mathcal{M C}$ and $\mathcal{M C}_{F}$ are monotonous w.r.t. set inclusion.

Proof. We only show the property for $\mathcal{M C}$, the proof for $\mathcal{M C}_{F}$ is analogous. We need to show: $X \subseteq Y \Longrightarrow \mathcal{M C}(X) \subseteq \mathcal{M C}(Y)$. Let $X \subseteq Y$ hold and there is $s \in \mathcal{M C}(X)$. We split into two cases:
$-s$ has no normal order reduction and is in WHNF. Then $s \in X$ and hence $s \in Y$ and finally $s \in \mathcal{M C}(Y)$.

- For all $t$ with $s \xrightarrow{\text { no }} t$ follows that $t \downarrow, t \in X$. Since $X \subseteq Y$, we have for all $t$ : $t \in Y$. Thus, $s \in \mathcal{M C}(Y)$.

Definition 3.16. Let $\mathbf{m c}^{i}$ and $\mathbf{m c}_{f}^{i}$ be inductively defined as

$$
\begin{array}{ll}
\mathbf{m c}^{0}=\Lambda_{\mathrm{amb}}^{\text {let }} & \mathbf{m c}_{f}^{0}=\mathcal{A N N}\left(\Lambda_{\mathrm{amb}}^{\text {let }}\right) \\
\mathbf{m c}^{i}=\mathcal{M C}\left(\mathbf{m c}^{i-1}\right) & \mathbf{m c}_{f}^{i}=\mathcal{M C}\left(\mathbf{m c}_{f}^{i-1}\right)
\end{array}
$$

Lemma 3.17. The greatest fixed point of $\mathcal{M C}$ or $\mathcal{M C}_{F}$, respectively can be presented as the infinite intersection of all $\mathbf{m c}^{i}$ or $\mathbf{m c}_{f}^{i}$, respectively. I.e.

$$
\begin{aligned}
& -s \in \operatorname{gfp}(\mathcal{M C}) \text { iff } \forall j: s \in \mathbf{m c}^{j} \\
& -s \in \operatorname{gfp}\left(\mathcal{M C}_{F}\right) \text { iff } \forall j: s \in \mathbf{m c}_{F}^{j} .
\end{aligned}
$$

Proof. Since $\mathcal{M C}$ and $\mathcal{M} \mathcal{C}_{F}$ are monotonous and set-inclusion forms a complete lattice, their greatest fixed points can be represented as $\bigcap_{i} \mathbf{m c}^{i}$, or $\bigcap_{i} \mathbf{m c}_{F}^{i}$, respectively.

Lemma 3.18. Let $s$ be a term with $s \Downarrow, s \xrightarrow{\mathbf{n o}} s^{\prime}$ then $s^{\prime} \Downarrow$.
Proof. Assume the claim is false, i.e. $s \Downarrow, s \xrightarrow{\text { no }} s^{\prime}$ but $s^{\prime} \uparrow$, then there exists $t^{\prime}$ with $s^{\prime} \xrightarrow{\mathbf{n o}, *} t^{\prime}$ and $t^{\prime} \Uparrow$. By combining the reductions, we have $s \xrightarrow{\mathbf{n o}, *} t^{\prime}$ and $\neg\left(t^{\prime} \downarrow\right)$. Hence, we have a contradiction.

Using the same reasoning we can show:
Lemma 3.19. Let $s \in \mathcal{A N N}\left(\Lambda_{\mathrm{amb}}^{1 \mathrm{et}}\right)$ with $s \Downarrow_{F}, s \xrightarrow{\text { fno }} s^{\prime}$ then $s^{\prime} \Downarrow_{F}$.
Lemma 3.20. Let $s$ be a term with $s \in \operatorname{gfp}(\mathcal{M C})$ and $s \xrightarrow{\text { no }} s^{\prime}$. Then $s^{\prime} \in$ $\operatorname{gfp}(\mathcal{M C})$.

Proof. From $s \in \operatorname{gfp}(\mathcal{M C})$ follows for all $i: s \in \mathcal{M C}^{i}\left(\Lambda_{\mathrm{amb}}^{\text {let }}\right)$ and thus $\forall i \geq 0$ : $s^{\prime} \in \mathcal{M C}^{i-1}\left(\Lambda_{\mathrm{amb}}^{\text {let }}\right)$.

Using the same arguments we can show:
Lemma 3.21. Let $s \in \mathcal{A N N}\left(\Lambda_{\mathrm{amb}}^{1 \mathrm{et}}\right)$ with $s \in \operatorname{gfp}\left(\mathcal{M C}_{F}\right)$ and $s \xrightarrow{\text { fno }} s^{\prime}$. Then $s^{\prime} \in \operatorname{gfp}\left(\mathcal{M C}_{F}\right)$.

Lemma 3.22. For all $s: s \Downarrow$ iff $s \in \operatorname{gfp}(\mathcal{M C})$
Proof. We show by induction on $i$, that $\forall s: s \Downarrow \Longrightarrow s \in \mathbf{m c}^{i}$. Obviously, the claim holds for $i=0$. For $i>0$, by the definition of must-convergence together with Lemma 3.18 it follows that all $s \Downarrow \Longrightarrow\left(\forall s^{\prime}: s \xrightarrow{\text { no }} s^{\prime}, s^{\prime} \Downarrow\right)$. Hence, these $s^{\prime}$ are all in $\mathbf{m c}^{i-1}$. The second condition that, if $s$ is irreducible then $s$ is a WHNF, follows obviously.

Now we show the other direction. Let $s \in \operatorname{gfp}(\mathcal{M C})$. Let $s \xrightarrow{\text { no, } k} t$, with $k \geq 0$. We show $t \downarrow$ by induction on $k$. If $k=0$, then we need to show $s \downarrow$. Since $s \in \operatorname{gfp}(\mathcal{M C})$ either $s$ is a WHNF and thus $s \downarrow$, or $s \xrightarrow{\text { no }} s^{\prime}$ and $s^{\prime} \downarrow$ and hence $s \downarrow$. If $k>0$, then let $s \xrightarrow{\text { no }} s_{1} \xrightarrow{\text { no }} \ldots \xrightarrow{\text { no }} s_{k}$. From Lemma 3.20 we have $s_{1} \in \operatorname{gfp}(\mathcal{M C})$. Using the induction hypothesis we have $t \downarrow$.

Lemma 3.23. For all $s \in \mathcal{A N \mathcal { N }}\left(\Lambda_{\mathrm{amb}}^{\mathrm{let}}\right): s \Downarrow_{F}$ iff $s \in \operatorname{gfp}\left(\mathcal{M C} \mathcal{C}_{F}\right)$
Proof. We show by induction on $i$, that $\forall s \in \mathcal{A N N}\left(\Lambda_{\mathrm{amb}}^{1 \mathrm{et}}\right): s \Downarrow_{F} \Longrightarrow s_{F} \in \mathbf{m c}_{F}^{i}$. Obviously, the claim holds for $i=0$. For $i>0$, by the definition of mustconvergence together with Lemma 3.19 it follows that all $s \Downarrow_{F} \Longrightarrow\left(\forall s^{\prime}: s \xrightarrow{\text { fno }}\right.$ $\left.s^{\prime}, s^{\prime} \Downarrow_{F}\right)$. Hence these $s^{\prime}$ are all in $\mathbf{m c}_{F}^{i-1}$. The second condition that, if $s$ is irreducible then $s$ is a WHNF, follows obviously.

Now we show the other direction. Let $s \in \operatorname{gfp}\left(\mathcal{M} \mathcal{C}_{F}\right)$. Let $s \xrightarrow{\text { fno, } k} t$, with $k \geq 0$. We show $t \downarrow_{F}$ by induction on $k$. If $k=0$, i.e. we need to show $s \downarrow_{F}$. Since $s \in \operatorname{gfp}\left(\mathcal{M C}_{F}\right)$ either $s$ is a WHNF and thus $s \downarrow$, or $s \xrightarrow{\text { fno }} s^{\prime}$ and $s^{\prime} \downarrow$ and hence $s \downarrow$. If $k>0$, then let $s \xrightarrow{\text { fno }} s_{1} \xrightarrow{\text { fno }} \ldots \xrightarrow{\text { fno }} s_{k}$. From Lemma 3.21 we have $s_{1} \in \operatorname{gfp}\left(\mathcal{M C}_{\mathrm{F}}\right)$. Using the induction hypothesis we have $t \downarrow_{F}$.
Lemma 3.24. Let $s \in \operatorname{gfp}(\mathcal{M C})$ and $s^{\prime} \in \operatorname{ann}(s)$. Then $s^{\prime} \in \operatorname{gfp}\left(\mathcal{M C} \mathcal{C}_{F}\right)$.
Proof. We show by induction on $i$ that $s^{\prime} \in \mathbf{m c}_{F}^{i}$ if $d a\left(s^{\prime}\right) \in \operatorname{gfp}(\mathcal{M C})$. If $i=0$ then this is obvious. If $i>0$ then for showing $s^{\prime} \in \mathbf{m c}_{F}^{i}$ it is sufficient to prove:

1. $s^{\prime} \in \mathbf{m c}_{F}^{i-1}$.
2. If $s^{\prime}$ has no fair normal order reduction then $s^{\prime}$ is a WHNF.
3. $\forall s^{\prime \prime}: s^{\prime} \xrightarrow{\text { fno }} s^{\prime \prime} \Longrightarrow s^{\prime \prime} \downarrow_{F} \wedge s^{\prime \prime} \in \mathbf{m c}_{F}^{i-1}$.

1 follows from the induction hypothesis. 2 holds, since $s^{\prime} \in \mathbf{m c}_{i-1}$ and thus if $s^{\prime}$ has no fair normal order reduction, it must be a WHNF. For proving 3 let $s^{\prime} \xrightarrow{\text { fno }} s^{\prime \prime}$. Since $s^{\prime} \in \mathbf{m c}_{F}^{i-1}$ we have $s^{\prime \prime} \downarrow_{F}$. With Lemma 3.7 we have $d a\left(s^{\prime}\right) \xrightarrow{\text { no }}$ $d a\left(s^{\prime \prime}\right)$. Since $d a\left(s^{\prime}\right) \in \operatorname{gfp}(\mathcal{M C})$, using Lemma 3.20 we have $d a\left(s^{\prime \prime}\right) \in \operatorname{gfp}(\mathcal{M C})$. By the induction hypothesis we have $s^{\prime \prime} \in \mathbf{m c}_{F}^{i=1}$.
Corollary 3.25. Let $s$ be a term with $s \Downarrow$, then $s \Downarrow_{F}$.
Theorem 3.26. For all terms $t$ : $\left(t \downarrow\right.$ iff $\left.t \downarrow_{F}\right)$ and ( $t \Downarrow$ iff $t \Downarrow_{F}$ ).
Proof. Follows from Proposition 3.11, Lemma 3.13 and Corollary 3.25 .

## 4 Contextual Equivalence and Proof Tools

### 4.1 Preorders for May- and Must-Convergence

We define different preorders resulting in a combined preorder which tests for may-convergence and must-convergence in all contexts. Contextual equivalence is then the symmetrisation of the combined preorder.
Definition 4.1. Let $s, t$ be terms. We define the following relations:

$$
\begin{aligned}
& s \leq_{c}^{\downarrow} t \text { iff }(\forall C \in \mathcal{C}: C[s] \downarrow C[t] \downarrow) \\
& s \leq_{c}^{\Downarrow} t \text { iff }(\forall C \in \mathcal{C}: C[s] \Downarrow \Rightarrow C[t] \Downarrow) \\
& s \leq_{c} t \text { iff } s \leq_{c}^{\downarrow} t \wedge s \leq_{c}^{\Downarrow} t
\end{aligned}
$$

The contextual equivalence is then defined as:

$$
s \sim_{c} t \text { iff } s \leq_{c} t \wedge t \leq_{c} s
$$

Note, that for all three preorders $C[s]$ may be an open term. Our contextual equivalence is the same as CHS05 use for their call-by-name calculus where so-called weak divergences are not considered. This is in contrast to HM95 Mor98 Las05] where may-divergence includes terms that have an infinite normal order reduction but never lose the ability to converge. A consequence is that our equational theory is different from the one of Mor98]:

Example 4.2. The example of CHS05, p.453] is applicable to our calculus. Let the identity function $\mathbf{I}$, a fixed-point operator $\mathbf{Y}$ and a must-divergent term $\Omega$ be defined as

$$
\begin{aligned}
\mathbf{I} & \equiv \lambda x . x \\
\mathbf{Y} & \equiv(\text { letrec } y=\lambda f .(f(y f)) \text { in } y) \\
\Omega & \equiv(\text { letrec } x=x \text { in } x)
\end{aligned}
$$

then

$$
\mathbf{I} \sim_{c} \mathbf{Y}(\lambda x .(\text { choice } x \mathbf{I})) \not \chi_{c} \text { choice } \Omega \mathbf{I} .
$$

Now, we consider a contextual equivalence $\sim_{M}$ that is the same as $\sim_{c}$ with the only difference that a term $t$ must-converge iff all sequences of normal order reductions that start with $t$ are finite and lead to a WHNF. The relation $\sim_{M}$ is analogous to the contextual equivalence used by Mor98. Then

$$
\mathbf{I} \not \chi_{M} \mathbf{Y}(\lambda x .(\text { choice } x \mathbf{I})) \sim_{M} \text { choice } \Omega \mathbf{I} .
$$

A well-known property (see [LP05) for lambda calculi with locally bottomavoiding choice holds for $\Lambda_{\mathrm{amb}}^{\text {let }}$, too:

Example 4.3. $\Omega$ is not least w.r.t. $\leq_{c}$. This follows, since for the context $C \equiv$ (amb $(\lambda x . \lambda y . x)[\cdot]) \Omega$ ) the term $C[\mathbf{I}]$ may-diverge whereas $C[\Omega]$ must-converge, hence $\Omega \not \mathbb{Z}_{c} \mathbf{I}$.

A precongruence $\preceq$ is a preorder on expressions, such that $s \preceq t \Rightarrow$ $C[s] \preceq C[t]$ for all contexts $C$. A congruence is a precongruence that is also an equivalence relation.

Proposition 4.4. $\leq_{c}$ is a precongruence, and $\sim_{c}$ is a congruence.
Proof. We firstly show that $\leq_{c}$ is transitive. Let $s \leq_{c} t, t \leq_{c} r$, let $C_{1}, C_{2}$ be contexts such that $C_{1}[s] \downarrow$ and $C_{2}[s] \Downarrow$. From $s \leq_{c} t$ then follows $C_{1}[t] \downarrow$ and $C_{2}[t] \Downarrow$ and with $t \leq_{c} r$ we have $C_{1}[r] \downarrow$ and $C_{2}[r] \Downarrow$, i.e. $s \leq_{c} r$

Further let $s \leq_{c} t$ and let $C_{1}$ be a context. To show $C_{1}[s] \leq_{c} C_{1}[t]$, let $C_{2}$ be an arbitrary context. If $C_{2}\left[C_{1}[s]\right] \downarrow$, use the context $C_{2}\left[C_{1}[\cdot]\right]$, then with $s \leq_{c} t$ it follows that $C_{2}\left[C_{1}[t]\right] \downarrow$. If $C_{2}\left[C_{1}[s]\right] \Downarrow$ we can reason in the same way.

The following lemma will be used during the proofs of correctness of reductions. By using the contrapositive of the implication in the preorder for mayconvergence and Lemma 2.15 the following is true:
Lemma 4.5. Let $s, t$ be terms, then $s \leq_{c}^{\downarrow} t$ iff $\forall C \in \mathcal{C}: C[t] \Uparrow \Longrightarrow C[s] \Uparrow$.

Let $s \leq_{c}^{\downarrow} t$, i.e. $\forall C \in \mathcal{C}: C[s] \downarrow \Longrightarrow C[t] \downarrow$. The contrapositive is then $\forall C \in \mathcal{C}$ : $\neg(C[t] \downarrow) \Longrightarrow \neg(C[s] \downarrow)$. With Lemma 2.15 we have $\forall C \in \mathcal{C}: C[t] \Uparrow \Longrightarrow C[s] \Uparrow$.

As an important part of this paper we will prove that all deterministic reduction rules are correct program transformations:

Definition 4.6 (Correct Program Transformation). A binary relation $\nu$ on terms is a correct program transformation iff $\forall$ terms $s, t: s \nu t \Longrightarrow s \sim_{c} t$.

In the remaining subsections we develop some tools that will help us to prove correctness of program transformations.

### 4.2 Context Lemmas

The goal of this section is to prove a "context lemma" which enables to prove contextual equivalence of two terms by observing their termination behaviour only in all reduction contexts instead of all contexts of class $\mathcal{C}$. Mor98 also provides a context lemma for his call-by-need calculus, but only for may-convergence. We improve upon his work by providing a context lemma for may- as well as must-convergence.

The structure of this section is as follows: We firstly show some properties that will be necessary for proving a context lemma for may-convergence and a context lemma for must-convergence. The section ends with a context lemma for the combined precongruence.

In this section we will use multicontexts, i.e. terms with several (or no) holes $\cdot i$, where every hole occurs exactly once in the term. We write a multicontext as $C\left[{ }_{1}, \ldots,{ }_{n}\right]$, and if the terms $s_{i}$ for $i=1, \ldots, n$ are placed into the holes $\cdot_{i}$, then we denote the resulting term as $C\left[s_{1}, \ldots, s_{n}\right]$.
Lemma 4.7. Let $C$ be a multicontext with $n$ holes then the following holds:
If there are terms $s_{i}$ with $i \in\{1, \ldots, n\}$ such that $C\left[s_{1}, \ldots, s_{i-1}, \cdot{ }_{i}, s_{i+1}, \ldots, s_{n}\right]$ is a reduction context, then there exists a hole $\cdot{ }_{j}$, such that for all terms $t_{1}, \ldots, t_{n} C\left[t_{1}, \ldots, t_{j-1}, \cdot_{j}, t_{j+1}, \ldots, t_{n}\right]$ is a reduction context.

Proof. We assume there is a multicontext $C$ with $n$ holes and there are terms $s_{1}, \ldots, s_{n}$ with $R_{i} \equiv C\left[s_{1}, \ldots, s_{i-1},{ }_{i}, s_{i+1}, \ldots, s_{n}\right]$ being a reduction context. Since $R_{i}$ is a reduction context, there is an execution of the unwinding algorithm $\mathcal{U} \mathcal{W}$ starting with $C\left[s_{1}, \ldots, s_{n}\right]$ which visits $s_{i}$ (see Lemma 2.7). We fix this execution and apply the same evaluation to $C\left[{ }_{1}, \ldots, \cdot{ }_{n}\right]$ and stop when we arrive at a hole. Either the evaluation stops at hole $\cdot_{i}$ or earlier at some hole $\cdot_{j}$. Since the unwinding algorithm visits only positions in a reduction context, the claim follows.

Lemma 4.8. Let $s, t$ be expressions, $\sigma$ be a permutation on variables, then

$$
\begin{aligned}
& -(\forall R \in \mathcal{R}: R[s] \downarrow \Longrightarrow R[t] \downarrow) \Longrightarrow(\forall R \in \mathcal{R}: R[\sigma(s)] \downarrow \Longrightarrow R[\sigma(t)] \downarrow) \text {, and } \\
& -(\forall R \in \mathcal{R}: R[s] \uparrow \Longrightarrow R[t] \uparrow) \Longrightarrow(\forall R \in \mathcal{R}: R[\sigma(s)] \uparrow \Longrightarrow R[\sigma(t)] \uparrow) \text {. }
\end{aligned}
$$

Proof. Let $s, t$ be terms that the precondition holds, i.e. $\forall R: R[s] \downarrow \Longrightarrow R[t] \downarrow$. Let $\sigma$ be a permutation on variables names. Let $R_{0}$ be a reduction context with $R_{0}[\sigma(s)] \downarrow$. We can construct a reduction context $R_{1}$ by renaming these bound variables in $R_{0}$ which capture a free variable in $\sigma(s)$ or $\sigma(t)$ such that $R_{1}[s] \downarrow$, with the precondition we have $R_{1}[t] \downarrow$. By undoing the renaming of $R_{1}$ we can observe that $R_{0}[\sigma(t)] \downarrow$. The proof for the other part is analogous.

We now prove a lemma using multicontexts which is more general than needed, since the context lemma for may-convergence (Lemma 4.10) is a specialisation of the claim.

Lemma 4.9. For $i=1, \ldots, k, k \geq n$ let $s_{i}, t_{i}$ be expressions. Then

$$
\begin{gathered}
\forall i: \forall R \in \mathcal{R}:\left(R\left[s_{i}\right] \downarrow \Rightarrow R\left[t_{i}\right] \downarrow\right) \\
\Rightarrow \text { multicontexts } C: C\left[s_{1}, \ldots, s_{n}\right] \downarrow \Rightarrow C\left[t_{1}, \ldots, t_{n}\right] \downarrow .
\end{gathered}
$$

Proof. Let $R E D \in \mathcal{C O N}\left(C\left[s_{1}, \ldots, s_{n}\right]\right)$, we use induction on the following lexicographic ordering of pairs $(l, n)$ :

1. $l=\mathrm{rl}(R E D)$
2. $n=$ The number of holes in $C$.

The claim holds for all pairs $(l, 0)$, since if $C$ has no holes there is nothing to show. Now, let $(l, n)>(0,0)$. For the induction step, we assume the claim holds for all pairs $\left(l^{\prime}, n^{\prime}\right)$ that are strictly smaller than $(l, n)$. We assume that there exist $s_{i}, t_{i}$ with $i \in\{1, \ldots, n\}$ such that the precondition holds, i.e. $\forall i: \forall R \in \mathcal{R}:\left(R\left[s_{i}\right] \downarrow \Rightarrow\right.$ $\left.R\left[t_{i}\right] \downarrow\right)$. Let $C$ be a multicontext with $n$ holes and $R E D \in \mathcal{C O N}\left(C\left[s_{1}, \ldots, s_{n}\right]\right)$ with $\mathrm{rl}(R E D)=l$, we split into two cases:

- At least one hole of $C$ is in a reduction context. We assume hole $\cdot_{j}$ is in a reduction context. With Lemma 4.7 we have: There is a hole $\cdot_{i}$ with $R_{1} \equiv C\left[s_{1}, \ldots, s_{i-1}, \cdot{ }_{i}, s_{i+1}, \ldots, s_{n}\right]$ and $R_{2} \equiv C\left[t_{1}, \ldots, t_{i-1},{ }_{i}, t_{i+1}, \ldots, t_{n}\right]$ being reduction contexts. Let $C_{1} \equiv C\left[{ }_{1}, \ldots,{ }_{i-1}, s_{i},{ }_{i+1}, \ldots,{ }_{n}\right]$. From $C\left[s_{1}, \ldots, s_{n}\right] \equiv C_{1}\left[s_{1}, \ldots, s_{i-1}, s_{i+1}, \ldots, s_{n}\right]$ we have $R E D \in$ $\mathcal{C O} \mathcal{N}\left(C_{1}\left[s_{1}, \ldots, s_{i-1}, s_{i+1}, \ldots, s_{n}\right]\right)$. Since $C_{1}$ has $n-1$ holes, we can use the induction hypothesis and derive $C_{1}\left[t_{1}, \ldots, t_{i-1}, t_{i+1}, \ldots, t_{n}\right] \downarrow$, i.e. $C\left[t_{1}, \ldots, t_{i-1}, s_{i}, t_{i+1}, \ldots, t_{n}\right] \downarrow$. From that we have $R_{2}\left[s_{i}\right] \downarrow$. Using the precondition we derive $R_{2}\left[t_{i}\right] \downarrow$, i.e. $C\left[t_{1}, \ldots, t_{n}\right] \downarrow$.
- No hole of $C$ is in a reduction context. If $l=0$, then $C\left[s_{1}, \ldots, s_{n}\right]$ is a WHNF and since no hole is in a reduction context, $C\left[t_{1}, \ldots, t_{n}\right]$ is also a WHNF, hence $C\left[t_{1}, \ldots, t_{n}\right] \downarrow$. If $l>0$ then the first normal order reduction of $R E D$ can also be used for $C\left[t_{1}, \ldots, t_{n}\right]$. We now argue that this normal order reduction can modify the context $C$, the number of occurrences of the terms $s_{i}$ and the positions of the terms $s_{i}$ and the elimination, duplication, variable permutation for every $s_{i}$ is the same for every $t_{i}$. More formal, we show: For $i=1, \ldots, m$ let $\left(s_{i}^{\prime}, t_{i}^{\prime}\right) \equiv\left(s_{j}, t_{j}\right)$ or $\left(s_{i}^{\prime}, t_{i}^{\prime}\right) \equiv\left(\rho\left(s_{j}\right), \rho\left(t_{j}\right)\right)$ for some $j$, where
$\rho$ is a permutation on variables. If $C\left[s_{1}, \ldots, s_{n}\right] \xrightarrow{\mathbf{n o}, a} C^{\prime}\left[s_{1}^{\prime}, \ldots, s_{m}^{\prime}\right]$ then $C\left[t_{1}, \ldots, t_{n}\right] \xrightarrow{\text { no }, a} C^{\prime}\left[t_{1}^{\prime}, \ldots, t_{m}^{\prime}\right]$. We can firstly verify by going through the cases of Definition 2.8 that the modified part of a normal order reduction is also in a reduction context. Now we consider what can happen to the terms $s_{i}$ and $t_{i}$ :
- If $\cdot_{i}$ is in an alternative of case, that is discarded by a (case)-reduction, or $\cdot_{i}$ is in the argument of a seq- or amb-expression that is discarded by a (seq)- or (amb)-reduction, then $s_{i}$ and $t_{i}$ are both eliminated.
- If the normal order reduction is not a (cp)-reduction that copies a superterm of $s_{i}$ or $t_{i}$, and $s_{i}$ and $t_{i}$ are not eliminated as mentioned in the previous bullet, then $s_{i}$ and $t_{i}$ can only move their position.
- If the normal order reduction is a (cp)-reduction that copies a superterm of $s_{i}$ or $t_{i}$, then renamed copies $\rho_{s, i}\left(s_{i}\right)$ and $\rho_{t, i}\left(t_{i}\right)$ of $s_{i}$ and $t_{i}$ will occur, where $\rho_{s, i}, \rho_{t, i}$ are permutations on variables. W.l.o.g. for all $i$ : $\rho_{s, i}=\rho_{t, i}$. Free variables of $s_{i}$ or $t_{i}$ can also be renamed in $\rho_{s, i}\left(s_{i}\right)$ and $\rho_{t, i}\left(t_{i}\right)$ if they are bound in the copied superterm. But with Lemma 4.8 we have: The precondition also holds for $\rho_{s, i}\left(s_{i}\right)$ and $\rho_{t, i}\left(t_{i}\right)$, i.e. $\forall R \in \mathcal{R}$ : $R\left[\rho_{s, i}\left(s_{i}\right)\right] \downarrow R\left[\rho_{t, i}\left(t_{i}\right)\right] \downarrow$.
Now we can use the induction hypothesis: Since $C^{\prime}\left[s_{1}^{\prime}, \ldots, s_{m}^{\prime}\right]$ has a terminating sequence of normal order reductions of length $l-1$ we also have $C^{\prime}\left[t_{1}^{\prime}, \ldots, t_{m}^{\prime}\right] \downarrow$. With $C\left[t_{1}, \ldots, t_{n}\right] \xrightarrow{\mathbf{n o}, a} C^{\prime}\left[t_{1}^{\prime}, \ldots, t_{m}^{\prime}\right]$ we have $C\left[t_{1}, \ldots, t_{n}\right] \downarrow$.

Lemma 4.10 (Context Lemma for May Convergence). Let $s, t$ be terms. If for all reduction contexts $R:(R[s] \downarrow \Rightarrow R[t] \downarrow)$, then $\forall C:(C[s] \downarrow \Rightarrow C[t] \downarrow)$; i.e. $s \leq_{c}^{\downarrow} t$.

Proof. The Lemma is a specialisation of Lemma 4.9
Lemma 4.11 (Context Lemma for Must-Convergence). Let $s$, $t$ be terms, then

$$
\begin{aligned}
((\forall R \in \mathcal{R}: R[s] \Downarrow & \Longrightarrow R[t] \Downarrow) \wedge(\forall R \in \mathcal{R}: R[s] \downarrow \Longrightarrow R[t] \downarrow)) \\
& \Longrightarrow \\
(\forall C: C[s] \Downarrow & \Longrightarrow C[t] \Downarrow)
\end{aligned}
$$

Proof. We prove a more general claim using multicontexts and the contrapositive of the first of the inner implications: Let $s_{i}, t_{i}$ be terms, then

$$
\begin{gathered}
\left(\left(\forall R \in \mathcal{R}: R\left[t_{i}\right] \uparrow \Longrightarrow R\left[s_{i}\right] \uparrow\right) \wedge\left(\forall R \in \mathcal{R}: R\left[s_{i}\right] \downarrow \Longrightarrow R\left[t_{i}\right] \downarrow\right)\right) \\
\not \Longrightarrow \text { multicontexts } C: C\left[t_{1}, \ldots, t_{n}\right] \uparrow \Longrightarrow C\left[s_{1}, \ldots, s_{n}\right] \uparrow
\end{gathered}
$$

We use induction on the lexicographical ordering of tuples, with the components:
$-\operatorname{rl}(R E D)$ where $R E D \in \mathcal{D} \mathcal{I} \mathcal{V}\left(C\left[t_{1}, \ldots, t_{n}\right]\right)$.

- The number of holes in $C$.

The base case holds, since if $C$ has no holes, there is nothing to show. For the induction step we assume that claim holds for all pairs strictly smaller than ( $l, m$ ).

Let the precondition hold, i.e. for all $R \in \mathcal{R}: R\left[t_{i}\right] \uparrow \Longrightarrow R\left[s_{i}\right] \uparrow$ as well as for all $R \in \mathcal{R}: R\left[s_{i}\right] \downarrow \Longrightarrow R\left[t_{i}\right] \downarrow$. Let $C\left[t_{1}, \ldots, t_{m}\right] \xrightarrow{\text { no, } l} t^{\prime}$ with $t^{\prime} \Uparrow$. We split into two cases:

- At least one hole in $C$ is in a reduction context. Then there is a hole ${ }_{j}$ with $R_{1} \equiv C\left[t_{1}, \ldots, t_{j-1}, \cdot, t_{j+1}, \ldots, t_{m}\right]$ and $R_{2} \equiv C\left[s_{1}, \ldots, s_{j-1}, \cdot, s_{j+1}, \ldots, s_{m}\right]$ being reduction contexts. Let $C^{\prime}=C\left[{ }_{1}, \ldots,{ }_{j-1}, t_{j}, \cdot_{j+1}, \ldots,{ }_{m}\right]$. Since $C^{\prime}\left[t_{1}, \ldots, t_{j-1}, t_{j+1}, \ldots, t_{m}\right] \xrightarrow{\text { no, } l} t^{\prime}$ and $C^{\prime}$ has $m-1$ holes, we can use the induction hypothesis and have $C^{\prime}\left[s_{1}, \ldots, s_{j-1}, s_{j+1}, \ldots, s_{m}\right] \uparrow$ and hence $R_{2}\left[t_{i}\right] \uparrow$. Using the precondition we have $R_{2}\left[s_{i}\right] \uparrow$, thus $C\left[s_{1}, \ldots, s_{m}\right] \uparrow$.
- No hole of $C$ is in a reduction context. Then we split into two subcases:
- $l>0$ : Then we can perform the same first reduction for $C\left[t_{1}, \ldots, t_{m}\right]$ also for $C\left[s_{1}, \ldots, s_{m}\right]$. With the same reasoning as in the proof of Lemma 4.10, we have that the results of the reduction are $C^{\prime}\left[t_{1}^{\prime}, \ldots, t_{m^{\prime}}^{\prime}\right]$ and $C^{\prime}\left[s_{1}^{\prime}, \ldots s_{m^{\prime}}^{\prime}\right]$, where $\left(t_{i}^{\prime}, s_{i}^{\prime}\right)=\left(\rho\left(t_{j}^{\prime}\right), \rho\left(s_{j}^{\prime}\right)\right)$ for a variable permutation $\rho$. With Lemma 4.8 we have that the precondition also holds for $s_{i}^{\prime}$, $t_{i}^{\prime}$. Since $C^{\prime}\left[t_{1}^{\prime}, \ldots, t_{m^{\prime}}^{\prime}\right] \xrightarrow{\text { no, } l-1} t^{\prime}$ we can use the induction hypothesis and have $C\left[s_{1}^{\prime}, \ldots, s_{m}^{\prime}\right] \uparrow$. Since $C\left[s_{1}, \ldots, s_{m}\right] \xrightarrow{\text { no }} C\left[s_{1}^{\prime}, \ldots, s_{m}^{\prime}\right]$, we have $C\left[s_{1}, \ldots, s_{m}\right] \uparrow$.
- $l=0$ : Then $C\left[t_{1}, \ldots, t_{m}\right] \Uparrow$. We assume that $\neg\left(C\left[s_{1}, \ldots, s_{m}\right] \uparrow\right)$, i.e. $C\left[s_{1}, \ldots, s_{m}\right] \Downarrow$. Then we also have $C\left[s_{1}, \ldots, s_{m}\right] \downarrow$. Using the precondition and Lemma 4.9, we have $C\left[t_{1}, \ldots, t_{m}\right] \downarrow$ which is a contradiction.
Corollary 4.12. If $s \leq_{c}^{\downarrow} t$ and for all $R \in \mathcal{R}: R[t] \uparrow \Longrightarrow R[s] \uparrow$ then $s \leq_{c}^{\Downarrow} t$
Proof. Let $s, t$ be terms such that the precondition holds. From $s \leq_{c}^{\downarrow} t$ we have $\forall R \in \mathcal{R}: R[s] \downarrow \Longrightarrow R[t] \downarrow$. The second part of the precondition is equivalent to $\forall R \in \mathcal{R}: R[s] \Downarrow \Longrightarrow R[t] \Downarrow$. Using Lemma 4.11 we have $s \leq_{c}^{\Downarrow} t$.

By combining the context lemma for may-convergence and the context lemma for must-convergence we derive the following lemma.

Lemma 4.13 (Context Lemma). Let $s$, $t$ be terms, then

$$
((\forall R \in \mathcal{R}: R[s] \Downarrow \Longrightarrow R[t] \Downarrow) \wedge(\forall R \in \mathcal{R}: R[s] \downarrow \Longrightarrow R[t] \downarrow)) \Longrightarrow s \leq_{c} t
$$

Proof. Follows from Lemma 4.10 and Lemma 4.11

### 4.3 Properties of the (III)-Reduction

The following lemma shows that letrecs in reduction contexts can be moved to the top level environment by a sequence of normal order reductions.

Lemma 4.14. The following holds:

1. For all terms of the form (letrec $E n v_{1}$ in $R_{1}^{-}\left[\left(\operatorname{letrec} E n v_{2}\right.\right.$ in $\left.\left.\left.t\right)\right]\right)$ where $R_{1}^{-}$is a weak reduction context, there exists a sequence of normal order (III)reductions with
(letrec $E n v_{1}$ in $R_{1}^{-}\left[\left(\right.\right.$letrec $E n v_{2}$ in $\left.\left.\left.t\right)\right]\right)$

$$
\xrightarrow{\text { no,III, }+}\left(\text { letrec } E n v_{1}, E n v_{2} \text { in } R_{1}^{-}[t]\right) .
$$

2. For all terms of the form

$$
\begin{aligned}
& \text { letrec } E n v_{1}, x_{1}=R_{1}^{-}\left[\left(\text {letrec Env } \text { En }_{2} \text { in }\right)\right],\left\{x_{i}=R_{i}^{-}\left[x_{i-1}\right]\right\}_{i=2}^{m} \\
& \text { in } R_{m+1}^{-}\left[x_{m}\right]
\end{aligned}
$$

where $R_{j}^{-}, j=1, \ldots, m+1$, are weak reduction contexts there exists a sequence of normal order (III)-reductions with

$$
\begin{aligned}
& \quad \text { letrec } E n v_{1}, x_{1}=R_{1}^{-}\left[\left(\text {letrec } E n v_{2} \text { in } t\right)\right],\left\{x_{i}=R_{i}^{-}\left[x_{i-1}\right]\right\}_{i=2}^{m} \\
& \text { in } R_{m+1}^{-}\left[x_{m}\right] \\
& \xrightarrow{\text { no,III,+ }}\left(\text { letrec } E n v_{1}, E n v_{2}, x_{1}=R_{1}^{-}[t],\left\{x_{i}=R_{i}^{-}\left[x_{i-1}\right]\right\}_{i=2}^{m} \text { in } R_{m+1}^{-}\left[x_{m}\right]\right)
\end{aligned}
$$

3. For all terms of the form $R_{1}^{-}[($letrec Env in $t)]$ where $R_{1}^{-}$is a weak reduction context, there exists a sequence of normal order (III)-reductions with

$$
R_{1}^{-}[(\text {letrec } E n v \text { in } t)] \xrightarrow{\text { no,III,* }}\left(\text { letrec } E n v \text { in } R_{1}^{-}[t]\right)
$$

Proof. This follows by induction on the main depth of the context $R_{1}^{-}$.
Another property of the (III)-reduction is that every reduction sequence consisting only of (III)-reductions must be finite.

Definition 4.15. For a given term $t$, the measure $\mu_{l l l}(t)$ is a pair $\left(\mu_{1}(t), \mu_{2}(t)\right)$, ordered lexicographically. The measure $\mu_{1}(t)$ is the number of letrecsubexpressions in $t$, and $\mu_{2}(t)$ is the sum of $\operatorname{lrdepth}(s, t)$ of all letrecsubexpressions $s$ of $t$, where lrdepth is defined as follows:

$$
\begin{aligned}
& \operatorname{lrdepth}(s, s) \quad=0 \\
& \operatorname{lrdepth}\left(s, C_{1}\left[C_{2}[s]\right]\right)= \begin{cases}1+\operatorname{lrdepth}\left(s, C_{2}[s]\right) & \text { if } C_{1} \text { is a context of main } \\
\operatorname{lrdepth}\left(s, C_{2}[s]\right) & \begin{array}{l}
\text { if } C_{1} \text { is a a context of main }
\end{array} \\
\text { depth } 1, \text { and it is a letrec }\end{cases}
\end{aligned}
$$

Example 4.16. Let $s \equiv($ letrec $x=((\lambda y . y)($ letrec $z=\operatorname{True}$ in $z))$ in $x)$ then $\mu_{\text {lll }}(s)=(2,1)$ where

```
lrdepth(s,(letrec z= True in z))
= lrdepth}(((\lambday.y)(letrec z=True in z)),(letrec z=True in z))
=1+\operatorname{lrdepth}((letrec z= True in z),(letrec z=True in z))=1+0=1
```

Proposition 4.17. The reduction (III) is terminating, I.e. there are no infinite reductions sequences consisting only of ( $C, \mathrm{III}$ )-reductions.

Proof. The proposition holds, since $s \xrightarrow{C, \mathrm{III}} t$ implies $\mu_{l l l}(s)>\mu_{l l l}(t)$, and $\forall t$ : $\mu_{\text {lll }}(t) \geq(0,0)$.

### 4.4 Complete Sets of Commuting and Forking Diagrams

For proving correctness of the reduction rules and of further program transformations we introduce complete sets of commuting diagrams and complete sets of forking diagrams. They have already been successfully used in Kut00|SS03|Sab03|SSSS04|SSSS05|Man05] as a proof tool for proving contextual equivalence of program transformations.

We start with defining so-called internal reductions:
Definition 4.18. Let $s, t$ be terms, $\mathcal{X}$ be a context class. A reduction $s \xrightarrow{X, \text { red }} t$ is called $\mathcal{X}$-internal, if it is not a normal order reduction for $s$, and $X \in \mathcal{X}$. We denote $\mathcal{X}$-internal reductions with $s \xrightarrow{i \mathcal{X}, \text { red }} t$.

A reduction sequence is of the form $t_{1} \rightarrow \ldots \rightarrow t_{n}$, where $t_{i}$ are terms and $t_{i} \rightarrow t_{i+1}$ is a reduction or some other program transformation. In the following we introduce transformations on reduction sequences, by using the notation

$$
\xrightarrow{X, r e d} . \xrightarrow{\text { no }, a_{1}} \ldots \xrightarrow{\text { no }, a_{k}} \quad \leadsto \quad \xrightarrow{\text { no }, b_{1}} \ldots \xrightarrow{\text { no }, b_{m}} . \xrightarrow{X, r e d_{1}} \ldots \xrightarrow{X, r e d_{h}}
$$

where $\xrightarrow{X, \text { red }}$ is a reduction inside a context of a specific class like $\mathcal{C}$ or an internal reduction inside such a context class (e.g. iC).

Such a transformation rule matches the prefix of the reduction sequence $R E D$, if the prefix is: $s \xrightarrow{X, \text { red }} t_{1} \xrightarrow{\text { no }, a_{1}} \ldots t_{k} \xrightarrow{\text { no, } a_{k}} t$. The transformation rule is applicable to the prefix of a reduction sequence $R E D$ with prefix $s \xrightarrow{X, \text { red }}$ $x_{1} \xrightarrow{\mathbf{n o}, a_{1}} \ldots x_{k} \xrightarrow{\mathbf{n o}, a_{k}} t$, iff the following holds:

$$
\exists r_{1}, \ldots, r_{m+h-1}: s \xrightarrow{\mathbf{n o}, b_{1}} r_{1} \ldots \xrightarrow{\mathbf{n o}, b_{m}} r_{m} \xrightarrow{X, \text { red }_{1}} r_{m+1} \ldots r_{m+h-1} \xrightarrow{X, r e d_{h}} t
$$

The transformation consists in replacing the prefix of $R E D$ with the result, i.e. leading to $s \xrightarrow{\mathbf{n o}, b_{1}} r_{1} \ldots \xrightarrow{\mathbf{n o}, b_{m}} r_{m} \xrightarrow{X, r e d_{1}} r_{m+1} \ldots r_{m+h-1} \xrightarrow{X, r e d_{h}} t$.

Since we will use sets of transformation rules, it may be the case that there is a transformation rule in the set, that matches a prefix of a reduction sequence, but it is not applicable, since the right hand side cannot be constructed. But in a complete set there is always at least one diagram that is applicable.
Definition 4.19 (Complete Sets of Commuting / Forking Diagrams).
A complete set of commuting diagrams for the reduction $\xrightarrow{X, \text { red }}$ is a set of transformation rules on reduction sequences of the form

$$
\xrightarrow{X, \text { red }} . \xrightarrow{\mathbf{n o}, a_{1}} \ldots \xrightarrow{\mathbf{n o}, a_{k}} \sim \xrightarrow{\mathbf{n o}, b_{1}} \ldots \xrightarrow{\mathbf{n o}, b_{m}} . \xrightarrow{X, r e d_{1}} \ldots \xrightarrow{X, r e d_{k^{\prime}}},
$$

depicted with a diagram of the form shown in Fig. 4 (a), where $k, k^{\prime} \geq 0, m \geq 1$, such that in every reduction sequence $t_{0} \xrightarrow{X, \text { red }} t_{1} \xrightarrow{\text { no }} \ldots \xrightarrow{\text { no }} t_{h}$, where $t_{0}$ is not a WHNF, at least one of the transformation rules is applicable to a prefix of the sequence.
$A$ complete set of forking diagrams for the reduction $\xrightarrow{X, \text { red }}$ is a set of transformation rules on reduction sequences of the form

$$
\stackrel{\mathbf{n o}, a_{1}}{\longleftrightarrow} \ldots \stackrel{\mathbf{n o}, a_{k}}{\longleftrightarrow} . \xrightarrow{X, r e d} \leadsto \stackrel{X, r e d_{1}}{\longrightarrow} \ldots . \xrightarrow{X, r e d_{k^{\prime}}} . \stackrel{\mathbf{n o}, b_{1}}{\longleftrightarrow} \ldots \stackrel{\text { no }, b_{m}}{\longleftrightarrow}
$$

depicted by a diagram of the form shown in Fig. 4 (b), where $k, k^{\prime} \geq 0, m \geq 1$, such that for every reduction sequence $t_{h} \stackrel{\text { no }}{\longleftarrow} \ldots t_{2} \stackrel{\text { no }}{\longleftarrow} t_{1} \xrightarrow{X, \text { red }} t_{0}$, where $t_{1}$ is not a WHNF and $t_{1} \xrightarrow{X, \text { red }} t_{0}$ is not the same reduction with the same (inner) redex as $t_{0} \xrightarrow{\text { no }} t_{1}$, at least one of the transformation rules from the set is applicable to a suffix of the sequence.


Fig. 4. Commuting and Forking Diagrams and their common representation

The two different kinds of diagrams are required for two different parts of the proof for the contextual equivalence of two terms. Commuting and forking diagrams often have a common representation (see Fig. 4 (c)). We will give the diagrams only in the common representation if the corresponding commuting and forking diagrams can be read off obviously.

We abbreviate $k$ reductions of type $a$ with $\xrightarrow{a, k}$. As another notation, we use the $*-$ and + -notation of regular expressions for the diagrams. The interpretation is an infinite set of diagrams constructed as follows: Repeat the following step as long as diagrams with reductions labeled with $*$ or + exist.

For a reduction $\xrightarrow{a, *}(\xrightarrow{a,+}$, respectively $)$ of a diagram insert diagrams for all $i \in \mathbb{N}_{0}(i \in \mathbb{N})$ with $\xrightarrow{a, *}(\xrightarrow{a,+})$ replaced by $\xrightarrow{a, i}$ reductions into the set.

## 5 Correctness of (Ibeta), (case-c), (seq-c)

In this section we use the context lemmas together with complete sets of commuting and forking diagrams to prove that (lbeta), (case-c) and (seq-c) are correct program transformations.

Lemma 5.1. Let red $\in\{$ Ibeta, case-c, seq-c, amb-c, lapp, Icase, Iseq, lamb\}. If $s \xrightarrow{\text { red }} t$ then $t \leq_{c}^{\downarrow} s$.

Proof. Let red $\in\{$ Ibeta, case-c, seq-c, amb-c, lapp, Icase, Iseq, lamb $\}, s \xrightarrow{\text { red }} t$ and $R[t] \downarrow$. Then there exists $R E D \in \mathcal{C O N}(R[t])$. Since every reduction red of the kind mentioned in the lemma inside a reduction context is a normal order reduction, we have $R[s] \xrightarrow{\text { no }, a} R[t]$. By appending $R E D$ to $R[s] \xrightarrow{R, r e d} R[t]$ we have $R[s] \downarrow$. Hence, $\forall R \in \mathcal{R}: R[t] \downarrow \Longrightarrow R[s] \downarrow$. Now, the context lemma for may-convergence shows the claim.

Since the defined normal order reduction may reduce inside the arguments of amb-expressions, the normal order reduction is not unique. I.e., normal order reductions can overlap with other normal order reductions. To treat this situations it is not sufficient to use diagrams for (no, $a$ ), where $a$ is a deterministic reduction with all other normal order reductions. The diagrams cannot be closed in general, this also holds if we regard all reduction contexts, e.g. if an (no, a)reduction overlaps with an (no, amb)-reduction, we require a non-normal order $a$-reduction inside a context, that is not a reduction context:

The context $C$ is not a reduction context, but a surface context, which are contexts where the hole is not in the body of an abstraction.

Definition 5.2 (Surface Context). The class $\mathcal{S}$ of surface contexts is defined as follows:

$$
\begin{aligned}
\mathcal{S}::= & {[\cdot]|(\mathcal{S} E)|(E \mathcal{S})|(\operatorname{seq} E \mathcal{S})|(\operatorname{seq} \mathcal{S} E) } \\
& \left|\left(c_{T, i} E_{1} \ldots E_{i-1} \mathcal{S} E_{i+1} \ldots E_{\operatorname{ar}\left(c_{T, i}\right)}\right)\right|\left(\text { case }_{T} \mathcal{S} \text { alts }\right) \\
& \mid\left(\operatorname{case}_{T} E \ldots(\text { Pat } \rightarrow \mathcal{S}) \ldots\right)|(\operatorname{amb} \mathcal{S} E)|(\operatorname{amb} E \mathcal{S}) \\
& \mid(\text { letrec Env in } \mathcal{S}) \mid\left(\text { letrec } \ldots, x_{i}=\mathcal{S}, \text { Env in } E\right)
\end{aligned}
$$

Note that every reduction context is also a surface context, i.e. $\mathcal{R} \subset \mathcal{S}$.
Lemma 5.3. A complete set of forking diagrams for $\xrightarrow{\mathcal{S}, \text { red }}$ with red $\in$ \{lbeta, case-c, seq-c\} is:

$a$ arbitrary $\quad a \in\{$ case, seq, amb-l, amb-r\}

Proof. This follows by inspecting all cases where an (no, $a$ )-reduction overlaps with an ( $S$, red)-reduction with red $\in\{$ Ibeta, case-c, seq-c $\}$. The first diagram is applicable, if both reductions are performed independently and hence can be commuted. The second diagram is applicable if the redex of red is inside an unused alternative of a case-expression, inside the first argument of a seqexpression or inside an argument of an amb-expression, that is discarded by an (no, case)-, (no, seq-c)- or (no, amb)-reduction, respectively.

Lemma 5.4. Let $r e d \in\{$ Ibeta, case-c, seq-c $\}$ and $s \xrightarrow{i \mathcal{S}, \text { red }} t$ then $s$ is a WHNF iff $t$ is a WHNF.

Lemma 5.5. Let red $\in\{$ lbeta, case-c, seq-c $\}$ and $s \xrightarrow{\text { red }} t$ then $s \leq_{c}^{\downarrow} t$
Proof. By using the context lemma for may-convergence, we need to show, that if $s_{0} \xrightarrow{\text { red }} t_{0}$, then for all reduction contexts $R: R\left[s_{0}\right] \downarrow \Longrightarrow R\left[t_{0}\right] \downarrow$. We will show the same statement for all surface contexts. This is sufficient, since every reduction context is also a surface context. Let $s \equiv S\left[s_{0}\right], t \equiv S\left[t_{0}\right]$ with $s \xrightarrow{S, \text { red }}$ $t$. Further let $R E D \in \mathcal{C O} \mathcal{N}(s)$. By induction on the length of $R E D$ we show that $t \downarrow$. The base case is covered by Lemma 5.4. Let $R E D$ be of length $l>0$. If the first reduction of $R E D$ is the same reduction as the ( $S$, red)-reduction then there is nothing to show. In all other cases we can apply a diagram from the complete set of forking diagrams of Lemma 5.3 to a suffix of $\stackrel{R E D}{\longleftrightarrow} s \xrightarrow{S, r e d} t$. Let $R E D^{\prime}$ be the suffix of $R E D$ of length $l-1$, then we have the following two possibilities:

(1)

(2)
(1) We use the induction hypothesis for $R E D^{\prime}$, thus $t^{\prime} \downarrow$. With $t \xrightarrow{\text { no, } a} t^{\prime}$ we have $t \downarrow$.
(2) If the second diagram is applicable, we can append $R E D^{\prime}$ to $t \xrightarrow{\mathbf{n o}, a} s^{\prime}$, i.e. $t \downarrow$.

Lemma 5.6. If $s \xrightarrow{\text { red }} t$ with $r e d \in\{$ Ibeta, case-c, seq-c $\}$ then $s \leq_{c}^{\Downarrow} t$.
Proof. We use Corollary 4.12. We have $s \leq_{c}^{\downarrow} t$ from Lemma 5.5. It remains to show $\forall R \in \mathcal{R}: R[t] \uparrow \Longrightarrow R[s] \uparrow$. Let $R$ be an reduction context, $R[s] \xrightarrow{R, \text { red }}$ $R[t]$ and $R[t] \uparrow$. Since every reduction red $\in\{$ Ibeta, case-c, seq-c $\}$ in a reduction context is also a normal order reduction, we have $R[s] \uparrow$.

Lemma 5.7. If $s \xrightarrow{\text { red }} t$ with $r e d \in\{$ Ibeta, case-c, seq-c $\}$ then $t \leq{ }_{c}^{\Downarrow} s$.

Proof. We use Corollary 4.12. From Lemma 5.1 we have $t \leq_{c}^{\downarrow} s$. It remains to show $\forall R \in \mathcal{R}: R[s] \uparrow \Longrightarrow R[t] \uparrow$. We will show the statement for all surface contexts. Let $s_{0} \equiv S[s], t_{0}=S[t], s \xrightarrow{\text { red }} t$ and $s_{0} \uparrow$. We use induction on the length $k$ of a sequence $R E D \in \mathcal{D} \mathcal{I} \mathcal{V}\left(s_{0}\right)$. If $k=0$, i.e. $s_{0} \Uparrow$, then the claim follows from Lemma 5.1 using Lemma 4.5. Now, let $k>0$. Since $s_{0}$ cannot be a WHNF, we can apply a forking diagram to a suffix of $\stackrel{R E D}{\longleftarrow} s_{0} \xrightarrow{S, \text { red }} t_{0}$. Let $R E D^{\prime}$ be the suffix of $R E D$ of length $k-1$. Then we have two cases:

(1) We can apply the induction hypothesis to $\stackrel{R E D^{\prime}}{\longleftarrow} s_{0}^{\prime} \xrightarrow{S, \text { red }} t_{0}^{\prime}$ and hence have $t_{0}^{\prime} \uparrow$. With $t_{0} \xrightarrow{\text { no }, a} t_{0}^{\prime}$, we have $t_{0} \uparrow$.
(2) For this case we have $t_{0} \uparrow$, since $t_{0} \xrightarrow{\mathbf{n o}, a} s_{0}^{\prime}$.

Proposition 5.8. The reductions (lbeta), (case-c) and (seq-c) keep contextual equivalence, i.e. if $s \xrightarrow{\text { red }} t$ with red $\in\{$ Ibeta, case-c, seq-c $\}$ then $s \sim_{c} t$.

Proof. This follows from Lemma 5.1, 5.5, 5.7 and 5.6.

## 6 Additional Correct Program Transformations

We now define some additional program transformations, which will be necessary during the proofs of the correctness of the remaining reduction rules of $\Lambda_{\mathrm{amb}}^{\text {let }}$ and are also useful compile- or run-time optimisations.

Definition 6.1. In Fig. 5 some additional transformation rules are defined.
We define the following unions:

$$
\begin{aligned}
& (\mathrm{gc}):=(\mathrm{gc} 1) \cup(\mathrm{gc} 2) \\
& (\mathrm{cpx}):=(\mathrm{cpx}-\mathrm{in}) \cup(\mathrm{cpx}-\mathrm{e}) \\
& (\mathrm{cpcx}):=(\mathrm{cpcx}-\mathrm{in}) \cup(\mathrm{cpcx}-\mathrm{e}) \\
& (\mathrm{opt}):=(\mathrm{gc}) \cup(\mathrm{cpx}) \cup(\mathrm{cpcx}) \cup(\mathrm{abs}) \cup(\mathrm{xch})
\end{aligned}
$$

The transformation (gc) performs garbage collection by removing unnecessary bindings, (cpx) copies variables, (cpcx) abstract a constructor application and then copy it, the rule (abs) abstracts a constructor application by sharing the arguments through new letrec-bindings and the rule (xch) restructures two bindings in an letrec-environment by reversing an indirection and the corresponding binding.

We will now develop complete sets of commuting and complete sets of forking diagrams for all additional transformations. After this we will combine the sets to derive complete sets for (opt) and then prove correctness of (opt).
$(\mathrm{gc} 1) \quad\left(\right.$ letrec $x_{1}=s_{1}, \ldots, x_{n}=s_{n}$ in $\left.t\right) \rightarrow t$
if $x_{i}, i=1, \ldots, n$ does not occur free in $t$
(gc2) $\quad\left(\right.$ letrec $x_{1}=s_{1}, \ldots, x_{n}=s_{n}, y_{1}=t_{1}, \ldots, y_{m}=t_{m}$ in $\left.t\right)$
$\rightarrow\left(\right.$ letrec $y_{1}=t_{1}, \ldots, y_{m}=t_{m}$ in $\left.t\right)$
if $x_{i}, i=1, \ldots, n$ does not occur free in $t$ nor in any $t_{j}$, for $j=1, \ldots, m$
(cpx-in) (letrec $x=y, E n v$ in $C[x]) \rightarrow($ letrec $x=y, E n v$ in $C[y])$ if $x \not \equiv y$ and $y$ is a variable
(cpx-e) (letrec $x=y, z=C[x], E n v$ in $s) \rightarrow($ letrec $x=y, z=C[y], E n v$ in $s)$ if $x \not \equiv y$ and $y$ is a variable
(cpcx-in) (letrec $x=\left(c \overrightarrow{s_{i}}\right)$, Env in $\left.C[x]\right)$
$\rightarrow\left(\right.$ letrec $x=\left(c \overrightarrow{y_{i}}\right),\left\{y_{i}=s_{i}\right\}_{i=1}^{\operatorname{ar}(c)}$, Env in $\left.C\left[\left(c \overrightarrow{y_{i}}\right)\right]\right)$
where $y_{i}$ are fresh variables
(cpcx-e) (letrec $x=\left(c \overrightarrow{s_{i}}\right), z=C[x], E n v$ in $\left.r\right)$
$\rightarrow\left(\right.$ letrec $x=\left(c \overrightarrow{y_{i}}\right),\left\{y_{i}=s_{i}\right\}_{i=1}^{\operatorname{ar}(c)}$, Env, $z=C\left[\left(c \overrightarrow{y_{i}}\right)\right]$ in $\left.r\right)$ where $y_{i}$ are fresh variables
(abs) (letrec $x=\left(c \overrightarrow{s_{i}}\right), E n v$ in $\left.r\right)$
$\rightarrow\left(\right.$ letrec $x=\left(c \overrightarrow{y_{i}}\right),\left\{y_{i}=s_{i}\right\}_{i=1}^{\operatorname{ar}(c)}$, Env in $\left.r\right)$
where $y_{i}$ are fresh variables
$(x \operatorname{ch}) \quad($ letrec $x=s, y=x, E n v$ in $r) \rightarrow($ letrec $x=y, y=s, E n v$ in $r)$
Fig. 5. Additional Transformation Rules

### 6.1 Diagrams for (gc)

Lemma 6.2. A complete set of forking diagrams and a complete set of commuting diagrams for $(S, \mathrm{gc})$ can be read off the following diagrams:


Proof. This follows by inspecting all cases where an ( $S, \mathrm{gc}$ )-transformation overlaps with a normal order reduction or is followed by a normal order reduction. The first diagram covers the cases where both rules are performed independently and hence can be commuted. If the redex of the ( $S, \mathrm{gc}$ )-transformation is discarded by an (no, case)-, (no, seq)- or (no, amb)-reduction then the second diagram is applicable. The last diagram covers the cases where an (no, III) redex is eliminated by an ( $S, \mathrm{gc}$ )-transformation, e.g.


### 6.2 Diagrams for (cpx)

Lemma 6.3. A complete set of forking diagrams and a complete set of commuting diagrams for $(S, \mathrm{cpx})$ can be read off the following diagrams:

$a$ arbitrary $\quad a \in\{$ case, seq, amb, cp$\}$
Proof. By case analysis we have the following possibilities for the overlappings of ( $S, \mathrm{cpx}$ ) and a normal order reduction:

- The first diagram describes the cases, where the reductions can be commuted.
- The second diagram is applicable, if the redex or inner redex of the ( $S, \mathrm{cpx}$ )transformation is discarded by an (no, case)-, (no, seq)- or (no, amb)reduction or if the target variable of ( $S, \mathrm{cpx}$ ) and an (no, cp)-reduction are identical.
- The last diagram covers the cases where the target of the ( $S, \mathrm{cpx}$ )transformation is inside the body of an abstraction that is copied by an (no, cp)-reduction.


### 6.3 Diagrams for (xch)

Lemma 6.4. A complete set of forking diagrams and a complete set of commuting diagrams for $(S, \times c h)$ can be read off the following diagrams:


Proof. Either an ( $S$, xch)-transformation and a normal order reduction commute, or the redex of ( $S$, xch) is discarded by an (no, case)-, (no, seq)- or an (no, amb)reduction.

### 6.4 Diagrams for (abs)

Lemma 6.5. A complete set of forking and a complete set of commuting diagrams for ( $S$, abs) can be read off the following diagrams:


Proof. By inspecting the overlappings between an (no, a)-reduction and an ( $S$, abs)-transformation we derive the three kinds of diagrams. If the rules are performed independently, then the first diagram is applicable. The second diagram describes the cases where the redex of ( $S$, abs) is discarded by a normal order reduction. The last diagram covers the cases where a normal order (case)-reduction uses the same constructor application that is abstracted by the ( $S$, abs)-transformation.

### 6.5 Diagrams for ( $c p c x$ )

Lemma 6.6. A complete set of forking diagrams and a complete set of commuting diagrams for $(S, \mathrm{cpcx})$ can be read off the following diagrams:


Proof. The sets follow by case analysis of the overlappings between an (no, $a$ )reduction and an ( $S, \mathrm{cpcx}$ )-transformation. The first diagram describes the cases where the rules commute. The second diagram is applicable if the target variable of the ( $S$, cpcx)-transformation is discarded by an (no, case)-, (no, seq)- or (no, amb)-reduction, but the binding for the constructor application is not discarded.

The third diagram covers the cases where the redex of the ( $S$, cpcx)transformation is discarded by an (no, a)-reduction or where the ( $S, \mathrm{cpcx}$ )transformation copies a constant into the first argument of a case-expression.

The $4^{\text {th }}$ diagram is applicable if the target of the ( $S$, cpcx)-transformation is inside the body of an abstraction which is copied by an (no, cp)-reduction.

The last two diagrams cover the cases where the same constructor application is used by an (no, case)-reduction and the ( $S, \mathrm{cpcx}$ )-transformation: the $5^{\text {th }}$ diagram is applicable if the target is the to-be-cased variable; the $6^{\text {th }}$ diagram covers the cases where the target of the (cpcx)-transformation is inside an unused alternative of the case-expression.

### 6.6 Correctness of (opt)

We now combine the diagrams for all transformations of (opt).

Lemma 6.7. A complete set of forking diagrams and a complete set of commuting diagrams for $(S$, opt) can be read off the following diagrams:


$a$ arbitrary $\quad a \in\{$ case, seq, amb-l, amb-r, cp $\}$


Proof. Follows from Lemma 6.2, 6.3, 6.4, 6.5 and 6.6.
Lemma 6.8. Let $s \xrightarrow{S, \text { opt }} t$ then the following hold:

- If $s$ is a WHNF then $t$ is a WHNF.
- If $t$ is a WHNF then either $s$ is a WHNF or also in case of an ( $S, \mathrm{gc}$ )transformation $s \xrightarrow{\text { no,llet }} s^{\prime}$ where $s^{\prime}$ is a WHNF.

Proof. This follows from the Definition 2.11. For ( $S, \mathrm{gc}$ ) there are three special cases:
$-s \equiv\left(\right.$ letrec $E n v$ in $\left.s^{\prime}\right)$ where $s^{\prime}$ is a WHNF.

- $s \equiv\left(\right.$ letrec $E n v_{2}$ in (letrec Env in $\left.s^{\prime}\right)$ ) where (letrec $E n v_{2}$ in $\left.s^{\prime}\right)$ is a WHNF.
$-s \equiv\left(\right.$ letrec $E n v_{2}, x=($ letrec $E n v$ in $r)$ in $\left.s^{\prime}\right)$, where (letrec $E n v_{2}, x=$ $r$ in $s^{\prime}$ ) is a WHNF.

In all cases an (no, llet)-reduction for $s$ leads to a WHNF.
The claims that an application of (opt) inside surface contexts keeps mayand must-convergence cannot be proved directly, since the inductions used in the proofs would not work. Hence, we will prove stronger statements by using different lengths of sequences of normal order reductions.

Lemma 6.9. If $s \xrightarrow{S, \text { opt }} t$, then for all $R E D_{s} \in \mathcal{C O N}(s)$ there exists $R E D_{t} \in$ $\mathcal{C O N}(t)$ with $\mathrm{rl}\left(R E D_{t}\right) \leq \operatorname{rl}\left(R E D_{s}\right)$

Proof. Let $s \xrightarrow{S, \text { opt }} t$ and $R E D_{s} \in \mathcal{C O N}(s)$ with length $l$. We use induction on $l$ to show the existence of $R E D_{t} \in \mathcal{C O N}(t)$ with $\operatorname{rl}\left(R E D_{t}\right) \leq l$. If $l=0$ then the claim follows from the Lemma 6.8. If $l>0$, we apply a forking diagram for ( $S$, opt) from the complete set of Lemma 6.7 to the sequence $\stackrel{R E D_{s}}{\stackrel{S, \mathrm{opt}}{ }} t$. With $R E D^{\prime}$ being the suffix of $R E D_{s}$ of length $l-1$, we have the cases:

$$
\begin{align*}
& \text { (1) }  \tag{2}\\
& \text { (3) } \\
& \text { (4) }
\end{align*}
$$

(1) We can apply the induction hypothesis to $R E D^{\prime}$ and hence have $R E D_{t}^{\prime} \in$ $\mathcal{C O} \mathcal{N}\left(t^{\prime}\right)$ with $\mathrm{rl}\left(R E D_{t}^{\prime}\right) \leq \mathrm{rl}\left(R E D^{\prime}\right)$. By appending $R E D_{t}^{\prime}$ to $t \xrightarrow{\mathbf{n o}, a} t^{\prime}$ we have $R E D_{t} \in \mathcal{C O N}(t)$ with $\mathrm{rl}\left(R E D_{t}\right) \leq \operatorname{rl}\left(R E D_{s}\right)$.
(2) There exists $R E D_{t}=\xrightarrow{\mathbf{n o}, a} . \xrightarrow{R E D^{\prime}}$ and $\operatorname{rl}\left(R E D_{t}\right)=l$.
(3) By the induction hypothesis we have $R E D_{t} \in \mathcal{C O N}(t)$ with $\operatorname{rl}\left(R E D_{t}\right) \leq$ $\mathrm{rl}\left(R E D^{\prime}\right)$. With $\mathrm{rl}\left(R E D^{\prime}\right)=\mathrm{rl}\left(R E D_{s}\right)+1$ the claim follows.
(4) We apply the induction hypothesis firstly for $R E D^{\prime}$ and then for every derived normal order reduction leading to $R E D_{t}^{\prime} \in \mathcal{C O} \mathcal{N}\left(t^{\prime}\right)$ with $\mathrm{rl}\left(R E D_{t}^{\prime}\right) \leq$ $\mathrm{rl}\left(R E D^{\prime}\right)$. By appending $R E D_{t}^{\prime}$ to $t \xrightarrow{\text { no, } a} t^{\prime}$ we have $R E D_{t} \in \mathcal{C O N}(t)$ with $\mathrm{rl}\left(R E D_{t}\right) \leq l$.

Lemma 6.10. If $s \xrightarrow{S, \text { opt }} t$ then for all $R E D_{t} \in \mathcal{C O N}(t)$ there exists $R E D_{s} \in$ $\mathcal{C O N}(s)$ with $\mathrm{rl}_{(\backslash \text { III })}\left(R E D_{s}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{t}\right)$.

Proof. We use induction on the following measure $\mu$ on reduction sequences $s \xrightarrow{S, \text { opt }} t \xrightarrow{R E D}$ with $\mu(s \xrightarrow{S, \text { opt }} t \xrightarrow{R E D})=\left(\mathrm{rl}_{(\backslash I I I)}(R E D), \mu_{l l l}(s)\right)$. We assume the measure to be ordered lexicographically. If $\mu\left(s \xrightarrow{S, \text { opt }} t \xrightarrow{R E D_{t}}\right)=(0,(0,0))$, then from $\mu_{l l l}(s)=(0,0)$ follows $\mu_{l l l}(t)=(0,0)$ since an $(S, \mathrm{opt})$ transformation does not introduce new letrec-expressions. Thus $R E D_{t}$ must be empty and $t$ be a WHNF. From Lemma 6.8 we have that either $s$ is also a WHNF or $s \xrightarrow{\mathbf{n o}, \text { III }} s^{\prime}$ where $s^{\prime}$ is a WHNF. In both cases we have a (possibly empty) $R E D_{s} \in \mathcal{C O N}(S)$ with $\mathrm{rl}{ }_{(\backslash \mathrm{III})}\left(R E D_{s}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{t}\right)$.

Now, let $\mu\left(s \xrightarrow{S, \text { opt }} t \xrightarrow{R E D_{t}}\right)=(l, m)>(0,(0,0))$. W.l.o.g. we assume that $R E D_{t}$ is nonempty, hence we can apply a commuting diagram from the complete set of Lemma 6.7. Let $R E D^{\prime}$ be the suffix of $R E D_{t}$ of length $l-1$, we have the following cases:

(1)

(3)

(4)
(1) We split into two cases:

- If the (no, $a$ )-reduction is an (no, III)-reduction, then $\mu_{l l l}\left(s^{\prime}\right)<m$ and $r l_{(\backslash \text { III }}\left(R E D^{\prime}\right)=r l_{(\backslash I I I)}\left(R E D_{t}\right)$. Hence we can apply the induction hypothesis to $s^{\prime} \xrightarrow{S, \text { opt }} t^{\prime} \xrightarrow{R E D^{\prime}}$ and have $R E D_{s}^{\prime} \in \mathcal{C O N}\left(s^{\prime}\right)$ with $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{s}^{\prime}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D^{\prime}\right)$. By appending $R E D_{s}^{\prime}$ to $s \xrightarrow{\mathbf{n o}, a} s^{\prime}$ we have $R E D_{s} \in \mathcal{C O N}(s)$ with $\mathrm{rl}_{(\backslash \text { III })}\left(R E D_{s}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}(t)$.
- If the (no, $a$ )-reduction is not an (no, III)-reduction, then $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D^{\prime}\right)<\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{t}\right)$ and we can apply the induction hypothesis to $s^{\prime} \xrightarrow{S, \mathrm{opt}} t^{\prime} \xrightarrow{R E D^{\prime}}$ and have $R E D_{s}^{\prime} \in \mathcal{C O N}\left(s^{\prime}\right)$ with $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{s}^{\prime}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D^{\prime}\right)$. Again, we append $R E D_{s}^{\prime}$ to $s \xrightarrow{\mathbf{n o}, a} s^{\prime}$
and have a terminating normal order reduction $R E D_{s}$ for $s$ with $\mathrm{rl}_{(\backslash \mathrm{II})}\left(R E D_{s}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{t}\right)$.
(2) We have $R E D_{s}=\xrightarrow{\mathbf{n o}, a} \xrightarrow{R E D^{\prime}}$ and $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{s}\right)=\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{t}\right)$.
(3) Since $\mu_{l l l}\left(s^{\prime}\right)<\mu_{l l l}(s)$, we can apply the induction hypothesis to $s^{\prime} \xrightarrow{S, \text { opt }}$ $t \xrightarrow{R E D_{t}}$ and have $R E D_{s}^{\prime} \in \mathcal{C O N}\left(s^{\prime}\right)$ with $\mathrm{rl}_{(\backslash I I I)}\left(R E D_{s}^{\prime}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{t}\right)$. By appending $R E D_{s}^{\prime}$ to $s \xrightarrow{\text { no,III }} s^{\prime}$ the claim follows.
(4) Since $\mathrm{rl} \mathbf{l}_{(\backslash \text { III) }}\left(R E D^{\prime}\right)<\mathrm{rl}_{(\backslash \text { III) }}\left(R E D_{t}\right)$, we can apply the induction hypothesis multiple times for every ( $S$, opt)-transformation leading to $R E D_{s}^{\prime} \in \mathcal{C O N}\left(s^{\prime}\right)$ with $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{s}^{\prime}\right) \leq l-1$. By appending $R E D_{s}^{\prime}$ to $s \xrightarrow{\text { no }, a} s^{\prime}$ we have $R E D_{s} \in \mathcal{C O N}(s)$ with $r l_{(\backslash I I I)}\left(R E D_{s}\right) \leq l$.

Lemma 6.11. If $s \xrightarrow{\text { opt }} t$ then $s \leq_{c}^{\downarrow} t$ and $t \leq_{c}^{\downarrow} s$.
Proof. Let $s \xrightarrow{\text { opt }} t$. Using the context lemma for may-convergence it is sufficient to show $\forall S \in \mathcal{S}: S[s] \downarrow \Longrightarrow S[t] \downarrow$ and $\forall S \in \mathcal{S}: S[t] \downarrow \Longrightarrow S[s] \downarrow$. The first part follows from Lemma 6.9, the second part follows from Lemma 6.10.

Lemma 6.12. If $s \xrightarrow{S, \mathrm{opt}} t$ then $s \Uparrow$ iff $t \Uparrow$.
Proof. Follows from Lemma 6.11 using Lemma 4.5
Lemma 6.13. If $s \xrightarrow{S \text {,opt }} t$, then for all $R E D_{s} \in \mathcal{D} \mathcal{I} \mathcal{V}(s)$ there exists $R E D_{t} \in$ $\mathcal{D} \mathcal{I} \mathcal{V}(t)$ with $\mathrm{rl}\left(R E D_{t}\right) \leq \mathrm{rl}\left(R E D_{s}\right)$

Proof. Let $s=S\left[s_{0}\right], t=S\left[t_{0}\right]$ with $s_{0} \xrightarrow{\text { opt }} t_{0}$. Let $R E D_{s} \in \mathcal{D I} \mathcal{V}(s)$ with $l=$ $\mathrm{rl}\left(R E D_{s}\right)$. We show by induction on $l$ that there exists $R E D_{t} \in \mathcal{D I \mathcal { V }}(t)$ with $r l\left(R E D_{t}\right) \leq l$. For the base case let $R E D_{s}$ be empty, i.e. $s \Uparrow$, then Lemma 6.12 shows the claim. The induction step uses the same arguments as the proof of Lemma 6.9

Lemma 6.14. If $s \xrightarrow{S, \mathrm{opt}} t$ then for all $R E D_{t} \in \mathcal{D} \mathcal{I} \mathcal{V}(t)$ there exists $R E D_{s} \in$ $\mathcal{D I V}(s)$ with $\mathrm{rl}_{(\backslash I I I)}\left(R E D_{s}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{t}\right)$.

Proof. The claim follows by induction on the measure $\mu$ on reduction sequences $s \xrightarrow{S, \text { opt }} t \xrightarrow{R E D}$ with $\mu(s \xrightarrow{S, \text { opt }} t \xrightarrow{R E D})=\left(\mathrm{rl}_{(\backslash I I I)}(R E D), \mu_{l l l}(s)\right)$. Let the measure be ordered lexicographically. The base case is covered by Lemma 6.12, I.e., let $s=S\left[s_{0}\right], t=S\left[t_{0}\right]$ and $s_{0} \xrightarrow{\text { opt }} t_{0}$, then we have $\mu\left(s \xrightarrow{S, \text { opt }} t \xrightarrow{R E D_{t}}\right.$ $)=(0,(0,0))$. Since $\mu_{l l l}(s)=(0,0)$ we have that $\mu_{l l l}(t)=(0,0)$ since an $(S$, opt $)$ transformation does not introduce new letrec-expressions. Thus rl $\left(R E D_{t}\right)=$ 0 , i.e. $t \Uparrow$ and Lemma 6.12 shows the claim. The induction step uses the same arguments as the proof of Lemma 6.10.

Lemma 6.15. If $s \xrightarrow{\text { opt }} t$ then $s \leq_{c}^{\Downarrow} t$ and $t \leq_{c}^{\Downarrow} s$.

Proof. We use Corollary 4.12. We already have $s \leq_{c}^{\downarrow} t$ and $t \leq{ }_{c}^{\downarrow} s$ from Lemma 6.11. Hence, it is sufficient to show $\forall S \in \mathcal{S}: S[t] \uparrow \Longrightarrow S[s] \uparrow$ and $\forall S \in \mathcal{S}: S[s] \uparrow \Longrightarrow S[t] \uparrow$. Let $s \xrightarrow{\text { opt }} t$ and $S$ be a context with $S[t] \uparrow$. Then with Lemma 6.14 follows that $S[s] \uparrow$. Now, let $S$ be context with $S[s] \uparrow$, then Lemma 6.13 shows that $S[t] \uparrow$.

Proposition 6.16. (opt) is a correct program transformation, i.e. if $s \xrightarrow{\text { opt }} t$ then $s \sim_{c} t$.

Proof. Follows from Lemma 6.11 and Lemma 6.15

## 7 Correctness of Deterministic Reduction Rules

In this section we prove the correctness of the remaining reduction rules.

### 7.1 Correctness of (case)

With the correctness of (opt) and (case-c) we show the following proposition.
Proposition 7.1. (case) is a correct program transformation, i.e. if $s \xrightarrow{\text { case } t}$ then $s \sim_{c} t$.

Proof. From Propositions 6.16 and 5.8 we have that (cpx), (cpcx) and (case-c) keep contextual equivalence. Let $\left\{x_{i}=x_{i-1}\right\}_{i=1}^{m}$ be the chain which is used by a ( $\mathcal{C}$, case-in)- or ( $\mathcal{C}$, case-e)-reduction, then every (case-in)-reduction can be replaced by the sequence $\xrightarrow{\mathcal{C}, \mathrm{cpx}, m-1} \xrightarrow{\mathcal{C}, \mathrm{cpcx}} \xrightarrow{\mathcal{C}, \text { case-c }}$ :

$$
\begin{aligned}
& \text { letrec } x_{1}=c \overrightarrow{t_{i}},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m} \text {, Env in } C\left[\operatorname{case}_{T} x_{m} \ldots\left(c \overrightarrow{z_{i}} \rightarrow r\right) \ldots\right] \\
& \xrightarrow{\mathrm{cpx}, m-1} \text { letrec } x_{1}=c \overrightarrow{t_{i}},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m} \text {, Env in } C\left[\operatorname{case}_{T} x_{1} \ldots\left(c \overrightarrow{z_{i}} \rightarrow r\right) \ldots\right] \\
& \xrightarrow{\text { cpcx }} \text { letrec } x_{1}=c \overrightarrow{y_{i}},\left\{y_{i}=t_{i}\right\}_{i=1}^{\operatorname{ar}(c)},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m} \text {, Env in } C\left[\operatorname{case}_{T}\left(c \overrightarrow{y_{i}}\right) \ldots\right] \\
& \xrightarrow{\text { case-c }} \text { letrec } x_{1}=c \overrightarrow{y_{i}},\left\{y_{i}=t_{i}\right\}_{i=1}^{\operatorname{ar}(c)},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m} \text {, Env } \\
& \text { in } \left.C \text { [1etrec }\left\{z_{i}=y_{i}\right\}_{i=1}^{\arg (c)} \text { in } r\right]
\end{aligned}
$$

Every ( $\mathcal{C}$, case-e)-reduction can also be replaced by the sequence $\xrightarrow{\mathcal{C}, \mathrm{cpx}, m-1} \xrightarrow{\mathcal{C}, \mathrm{cpcx}} \xrightarrow{\mathcal{C}, \text { case- } \mathcal{C}}$, where the transformation is analogous to the transformation for ( $\mathcal{C}$, case-in).

### 7.2 Correctness of (III)

We will develop complete sets of diagrams for the reductions (lapp), (Icase), (Iseq), (lamb) and (llet). Then we combine them to derive complete sets of diagrams for (III) and finally prove the correctness of (III)

### 7.2.1 Diagrams for (lapp), (Icase) and (Iseq)

Lemma 7.2. Let red $\in\{$ lapp, Icase, Iseq\}, a complete set of forking diagrams for $\xrightarrow{S, \text { red }}$ is


Proof. A case analysis of all overlappings shows that the reductions either commute, or the redex of the reduction ( $S$, red) is discarded by an normal order reduction.

### 7.2.2 Diagrams for (lamb)

Lemma 7.3. A complete set of forking diagrams for (S,lamb) is

where for the first diagram $a$ is arbitrary, for second diagram $a \in\{$ case, seq, amb $\}$ and for the $4^{\text {th }}$ diagram $a \in\{$ case, lbeta, cp, seq, amb $\}$.

Proof. Follows by inspecting all cases where an (S, lamb)-reduction overlaps with a normal order reduction. The first diagram describes the commuting case. The second diagram covers the cases where the ( $S$, lamb) redex is discarded by an (no, case)-, (no, seq)- or (no, amb)-reduction. If after performing the ( $S$, lamb)reduction, the (inner) redex of the (no,$a$ ) is no longer inside a reduction context, then the third or the fourth diagram is applicable. Note that in all these case the ( $S$, lamb)-reduction is also a normal order reduction. An example for these
cases is:

```
\(\begin{aligned} \text { letrec } x_{1} & =\operatorname{seq}(\lambda x \cdot x) s, \\ x_{2} & \left.=\left(\operatorname{amb} x_{1}\left(\text { letrec } y=t \text { in } t_{y}\right)\right) \xrightarrow{\text { no,lamb-r }} \begin{array}{l}\text { letrec } x_{1}=\operatorname{seq}(\lambda x \cdot x) s, \\ x_{2}=\left(\text { letrec } y=t \text { in }\left(\operatorname{amb} x_{1} t_{y}\right)\right)\end{array}\right)\end{aligned}\)
    \(x_{2}\)
```



The last diagram covers the cases, where the ( $S$, lamb) redex and the redex of an (no, amb)-reduction are identical, e.g.


Lemma 7.4. A complete set of commuting diagrams for (iS, red) with red $\in$ \{lapp, Icase, Iseq, lamb\} is


Proof. This follows by checking all cases where (iS,a) with $a \in$ \{lapp, Iseq, Icase, lamb\} is followed by a normal order reduction. The first diagram covers the cases where the reductions commute. If the normal order reduction is a (case)-, (seq)- or (amb)-reduction that discards the letrec-expression which is the result of the $(i S, a)$-reduction, then the second diagram is applicable.

### 7.2.3 Diagrams for (llet)

Lemma 7.5. A complete set of forking diagrams for (S, llet) is


Proof. This follows by inspecting all cases where an (S, llet)-reduction overlaps with a normal order reduction. The first diagram is applicable if the reductions can be commuted. The cases where the ( $S$, llet)-redex is discarded by an (no, case)-, (no, seq)- or (no, amb)-reduction are covered by the second diagram. The third diagram is necessary for the cases that after the ( $S$, llet)-reduction the redex of the (no, $a$ ) with $a \in\{$ lapp, Icase, Iseq, lamb $\}$ is no longer in a reduction context. An example for this case is:


Lemma 7.6. A complete set of commuting diagrams for (iS, llet) is:


Proof. This follows by checking all cases where an $\mathcal{S}$-internal (llet)-reduction is followed by a normal order reduction. The first diagram covers the cases where the reductions commute. If the contractum of the (llet)-reduction is discarded by an (no, case)-, (no, seq)- or (no, amb)-reduction, then the second diagram is applicable. The $4^{\text {th }}$ diagram covers the cases where an (no, III)-reduction overlaps with the ( $i S$, llet)-reduction and the letrec-environment needs to be adjusted.


The third diagram is for the same case except that the existential quantified (III)-reductions are normal order. An example for this case is:

7.2.4 Proving Correctness of (III) Now we can combine the diagrams to derive complete sets of forking and commuting diagrams for (III).

Lemma 7.7. A complete set of commuting diagrams for (iS, III) is:



$a$ arbitrary $\quad a \in\{$ case, seq, amb-l, amb-r\}

Proof. Follows from Lemma 7.4 and Lemma 7.6 .
Lemma 7.8. A complete set of forking diagrams for ( $\mathcal{S}, \mathrm{III}$ ) is:

where for the first diagram $a$ is arbitrary, for the second diagram $a \in$ \{case, seq, amb-I, amb-r\} and for the $4^{\text {th }}$ diagram $a \in$ \{case, lbeta, cp, seq, amb-l, amb-r\}.

Proof. Follows from Lemma 7.2, Lemma 7.3 and Lemma 7.5
Lemma 7.9. If $s \xrightarrow{i S, \mathrm{II}} t$ then $s$ is a WHNF iff $t$ is a WHNF.
Lemma 7.10. If $s \xrightarrow{i S, \mathrm{II}} t$ then for all $R E D_{t} \in \mathcal{C O} \mathcal{N}(t)$ there exists $R E D_{s} \in$ $\mathcal{C O N}(s)$ with $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{s}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{t}\right)$.

Proof. Let the measure $\mu$ on reduction sequences be defined as $\mu(s \xrightarrow{i S, I I I} t \xrightarrow{R E D}$ $r)=\left(\mathrm{rl}_{(\backslash \mathrm{III})}(R E D), \mu_{l l l}(s)\right)$ and let $\mu$ be ordered lexicographically. For the base case let $\mu\left(s \xrightarrow{i S, \mathrm{III}} t \xrightarrow{R E D_{t}} r\right)=(0,(1,1))$ The measure $\mu_{\text {lll }}(s)$ cannot be smaller than $(0,(1,1))$, since otherwise no $(i S$, III)-reduction would be possible. If $\mu(s \xrightarrow{i S, \mathrm{III}}$ $\left.t \xrightarrow{R E D_{t}} r\right)=(0,(1,1))$ the sequence $R E D$ cannot contain (no, III) reductions and thus RED is empty. Then $t$ is a WHNF and with Lemma $7.9 s$ is also a WHNF. Now, let $\mu\left(s \xrightarrow{i S, \mathrm{III}} t \xrightarrow{R E D_{t}}\right)>(0,(1,1))$. We apply a diagram from the
complete set of commuting diagrams for $(i S, \mathrm{III})$ to a prefix of $s \xrightarrow{i S, \mathrm{III}} t \xrightarrow{R E D_{t}}$. With $R E D^{\prime}$ being $R E D_{t}$ without the first reduction, the cases are:

(1)

(2)

(3)

(4)

Since cases (2) and (3) are trivial we only show the other cases:
(1) If the (no, a)-reduction is an (no, III)-reduction then the we can apply the induction hypothesis to the sequence $s^{\prime} \xrightarrow{i S, \mathrm{III}} t^{\prime} \xrightarrow{R E D^{\prime}}$ since from $s \xrightarrow{\text { no,III }} s^{\prime}$ follows that $\mu_{\text {lll }}\left(s^{\prime}\right)<\mu_{\text {lll }}(s)$ and $\mathrm{rl}_{(\backslash I I I)}\left(R E D^{\prime}\right)=\mathrm{rl}_{(\backslash I I I)}\left(R E D_{t}\right)$. Hence, we have $R E D^{\prime \prime} \in \mathcal{C O N}\left(s^{\prime}\right)$ with $r l_{(\backslash I I I)}\left(R E D^{\prime \prime}\right) \leq \mathrm{rl}_{(\backslash \text { III) }}\left(R E D^{\prime}\right)$. By appending $R E D^{\prime \prime}$ to $s \xrightarrow{\text { no,lII }} s^{\prime}$ we have $R E D_{s} \in \mathcal{C O N}(s)$ with $r l_{(\backslash I I I)}\left(R E D_{s}\right)=$ $r l_{(\backslash I I I)}\left(R E D^{\prime \prime}\right)$.
If the (no, a)-reduction is not an (no, III)-reduction, then we also can apply the induction hypothesis to the sequence $s^{\prime} \xrightarrow{i S, I I I} t^{\prime} \xrightarrow{R E D^{\prime}}$ since $\mathrm{rl}_{(\backslash \mathrm{III})}(R E D)>\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D^{\prime}\right)$. Hence we have $R E D^{\prime \prime} \in \mathcal{C O N}\left(s^{\prime}\right)$ with $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D^{\prime \prime}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D^{\prime}\right)$. By appending $R E D^{\prime \prime}$ to $s \xrightarrow{\mathbf{n o}, a} s^{\prime}$ we have $R E D_{s} \in \mathcal{C O N}(s)$ with $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{s}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{t}\right)$.
(4) If the $4^{\text {th }}$ diagram is applied, then the prefix $s \xrightarrow{i S, \text { llet }} t \xrightarrow{\text { no,lII }}$ is replaced by $s \xrightarrow{\mathbf{n o}, I I I} s^{\prime} \xrightarrow{i S, \mathrm{III}, k} t^{\prime}$ for some $k>0$, i.e. there exist terms $s_{1}^{\prime} \ldots s_{k-1}^{\prime}$ with


It holds that $\mu_{l l l}(s)>\mu_{l l l}\left(s^{\prime}\right)>\mu_{l l l}\left(s_{1}^{\prime}\right)>\ldots>\mu_{l l l}\left(s_{k-1}^{\prime}\right)>\mu_{l l l}\left(t^{\prime}\right)$. Since $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{t}\right)=\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D^{\prime}\right)$, we can apply the induction hypothesis to the sequence $s_{k-1}^{\prime} \xrightarrow{i S, \text { III }} t^{\prime} \xrightarrow{R E D^{\prime}}$ and have $R E D_{k-1}^{\prime \prime} \in \mathcal{C O N}\left(s_{k-1}^{\prime}\right)$ with $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{k-1}^{\prime \prime}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D^{\prime}\right)$. Now, we can apply the induction hypothesis multiple times for every $s_{i}^{\prime}$ and finally for $s^{\prime}$, i.e. we have $R E D^{\prime \prime} \in$ $\mathcal{C O N}\left(s^{\prime}\right)$ with $r l_{(\backslash I I I)}\left(R E D^{\prime \prime}\right) \leq r l_{(\backslash I I I)}\left(R E D^{\prime}\right)$. By appending $R E D^{\prime \prime}$ to $s \xrightarrow{\text { no,III }} s^{\prime}$, we have $R E D_{s} \in \mathcal{C O N}(s)$ with $\mathrm{rl}_{(\backslash \text { III) }}\left(R E D_{s}\right) \leq \mathrm{rl}(\backslash$ III) $(R E D)$.

Lemma 7.11. If $s \xrightarrow{S, \mathrm{II}} t$ then for all $R E D_{s} \in \mathcal{C O N}(s)$ there exists $R E D_{t} \in$ $\mathcal{C O N}(t)$ with $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{t}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{s}\right)$.

Proof. We use induction on a measure $\mu$ on reduction sequences with $\mu\left(\stackrel{R E D_{s}}{\leftarrow}\right.$ $s \xrightarrow{S, \mathrm{III}} t)=\left(\mathrm{rl} \mathbf{l}_{(\backslash \mathrm{III})}\left(R E D_{s}\right), \mu_{l l l}(s)\right)$ and the measure is ordered lexicographically.

Let $s \xrightarrow{S, \text { III }} t$ and $R E D_{s} \in \mathcal{C O N}(s)$ with $r l_{(\backslash I I I)}\left(R E D_{s}\right)=l$. If $\mu_{l l l}(s)=(1,1)$ then either $s$ is already in WHNF and Lemma 7.9 shows the claim, or $R E D_{s}$ consists of exactly one (no, III)-reduction which leads to $t$, i.e. the reduction is the same as the ( $S$, III)-reduction, then the claim trivially follows.

For the induction step, we use the complete set of forking diagrams for ( $S$, III) of Lemma 7.8. If no diagram is applicable to $R E D_{s}$ then there are two possibilities:
$-s$ is already in WHNF, then the claim follows from Lemma 7.9 and Lemma 2.12

- The first reduction of $R E D_{s}$ is the same reduction as the ( $S$, III)-reduction. By dropping the first reduction from $R E D_{s}$ we have $R E D_{t} \in \mathcal{C O N}(t)$ with $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{t}\right)=l$.

Otherwise, with $R E D^{\prime}$ being the suffix of $R E D_{s}$ with length $l-1$ we have the cases:


(4)

(5)
(1) For the first diagram we split into two cases:

- The reduction $s \xrightarrow{\text { no, } a} s^{\prime}$ is not an (no, III)-reduction. Since $r l_{(\backslash I I I)}\left(R E D^{\prime}\right)=1+r l_{(\backslash I I I)}\left(R E D_{s}\right)$, we can apply the induction hypothesis, i.e. there exists $R E D^{\prime \prime} \in \mathcal{C O N}\left(t^{\prime}\right)$ with $r l_{(\backslash I I I)}\left(R E D^{\prime \prime}\right) \leq$ $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D^{\prime}\right)$. By appending $R E D^{\prime \prime}$ to $t \xrightarrow{\text { no }, a} t^{\prime}$ we have $R E D_{t} \in$ $\mathcal{C O N}(t)$ with $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{t}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{s}\right)$.
- The reduction $s \xrightarrow{\text { no, } a} s^{\prime}$ is an (no, III)-reduction. Since $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{s}\right)=$ $r l_{(\backslash I I I)}\left(R E D^{\prime}\right)$ and $\mu_{l l l}(s)>\mu_{\text {lll }}\left(s^{\prime}\right)$ we can apply the induction hypothesis and have a reduction sequence $R E D^{\prime \prime} \in \mathcal{C O N}\left(t^{\prime}\right)$ with $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D^{\prime \prime}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D^{\prime}\right)$. By appending $R E D^{\prime \prime}$ to $t \xrightarrow{\mathbf{n o}, a} t^{\prime}$ we have $R E D_{t} \in \mathcal{C O N}(t)$ with $r l_{(\backslash I I I)}\left(R E D_{t}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{s}\right)$.
(2) For the second diagram the existence of $R E D_{t} \in \mathcal{C O N}(t)$ with $\mathrm{rl}{ }_{(\backslash \mathrm{III})}\left(R E D_{t}\right) \leq \mathrm{rl} \mathbf{( \backslash I I I )}\left(R E D_{s}\right)$ is obvious.
(3) Since $\mathrm{rl} \mathrm{l}_{(\backslash I I I)}(R E D)=\mathrm{rl}_{(\backslash I I I)}\left(R E D^{\prime}\right)$ but $\mu_{l l l}\left(s^{\prime}\right)<\mu_{l l l}(s)$ and (III) decreases the measure $\mu_{l l l}$ strictly, we can an apply the induction hypothesis multiple times for every (no, III)-reduction in the sequence $s^{\prime} \xrightarrow{\text { no,III, }+} t^{\prime}$. Thus, we have $R E D^{\prime \prime} \in \mathcal{C O N}\left(t^{\prime}\right)$ with $\mathrm{r} l_{(\backslash \text { III })}\left(R E D^{\prime \prime}\right) \leq \mathrm{rl}_{(\backslash \text { III }}\left(R E D^{\prime}\right)$. By appending $R E D^{\prime \prime}$ to $t \xrightarrow{\text { no,III, }} t^{\prime}$ we have $R E D_{t} \in \mathcal{C O N}(t)$ with $\mathrm{rl}_{(\backslash I I I)}\left(R E D_{t}\right) \leq l$.
(4) Since the first reduction of $R E D_{s}$ is not an (III)-reduction, $\mathrm{rl}_{(\backslash I I I)}\left(R E D^{\prime}\right)=$ $l-1$. Hence, we can use the induction hypothesis multiple times for every (III)-reduction in $s^{\prime} \xrightarrow{\text { no,III, },} t^{\prime \prime}$ and derive $R E D^{\prime \prime} \in \mathcal{C O N}\left(t^{\prime}\right)$ with $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D^{\prime \prime}\right) \leq l-1$. By appending $R E D^{\prime \prime}$ to $t \xrightarrow{\text { no,III, }+} t^{\prime} \xrightarrow{\text { no, } a} t^{\prime \prime}$ we have $R E D_{t} \in \mathcal{C O N}(t)$ with $\mathrm{rl}_{(\backslash \text { III) }}\left(R E D_{t}\right) \leq l$.
(5) We can construct the reduction sequence $t \xrightarrow{\text { no,III,* }} t^{\prime} \xrightarrow{\text { no,amb }} t^{\prime \prime} \xrightarrow{S, \mathrm{gc}}$ $s^{\prime} \xrightarrow{R E D^{\prime}}$ where $R E D^{\prime} \in \mathcal{C O N}\left(s^{\prime}\right)$. From Lemma 6.10 we have that there exists $R E D^{\prime \prime} \in \mathcal{C O N}\left(t^{\prime \prime}\right)$ with $\mathrm{rl}_{(\backslash I I I)}\left(R E D^{\prime \prime}\right) \leq \mathrm{rl}_{(\backslash I I I)}\left(R E D^{\prime}\right)$. Hence, we have the sequence $R E D_{t}=t \xrightarrow{\text { no,III,* }} t^{\prime} \xrightarrow{\text { no,amb }} t^{\prime \prime} \xrightarrow{R E D^{\prime \prime}}$ with $\mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{t}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{s}\right)$.

Lemma 7.12. If $s \xrightarrow{\text { II }} t$ then $s \leq_{c}^{\downarrow} t$ and $t \leq_{c}^{\downarrow} s$.
Proof. Using the context lemma it is sufficient to show, that if $s_{0} \xrightarrow{\text { III }} t_{0}$ then $\forall S \in \mathcal{S}: S\left[s_{0}\right] \downarrow \Longrightarrow S\left[t_{0}\right] \downarrow$ and $\forall S \in \mathcal{S}: S\left[t_{0}\right] \downarrow \Longrightarrow S\left[s_{0}\right] \downarrow$. For the first part we split into two cases: If $S\left[s_{0}\right] \xrightarrow{\text { III }} S\left[t_{0}\right]$ is a normal order reduction then the claim is obvious, otherwise the claim follows from Lemma 7.11. The second part follows from Lemma 7.10 .

Lemma 7.13. If $s \xrightarrow{S, I I} t$ then $s \Uparrow$ iff $t \Uparrow$.
Proof. Follows from Lemma 7.12 using Lemma 4.5
Lemma 7.14. If $s \xrightarrow{i S, I I I} t$ then for all $R E D_{t} \in \mathcal{D} \mathcal{I} \mathcal{V}(t)$ there exists $R E D_{s} \in$ $\mathcal{D I V}(s)$ with $\mathrm{rl}_{(\backslash I I I)}\left(R E D_{s}\right) \leq \mathrm{rl}_{(\backslash I I I)}\left(R E D_{t}\right)$.

Proof. Let $\mu$ be a measure on reduction sequences $s \xrightarrow{i S, I I I} t \xrightarrow{R E D} r$ with $\mu(s \xrightarrow{i S, \mathrm{III}} t \xrightarrow{R E D} r)=\left(\mathrm{rl}_{(\backslash \mathrm{III})}(R E D), \mu_{l l l}(s)\right)$. We use induction on the measure $\mu$, ordered lexicographically. $\mu_{\text {lll }}(s)$ cannot be smaller than $(1,1)$, since otherwise no (iS, III)-reduction would be possible. If $\mu(s \xrightarrow{i S, \mathrm{III}} t \xrightarrow{R E D})=(0,(1,1))$ then $\mu_{\text {lll }}(t)<(1,1)$, hence the $R E D$ cannot contain (no, III)-reductions and thus $R E D$ is empty, i.e. $t \Uparrow$. Then Lemma 7.13 shows the claim. The induction step is analogous as in the proof of Lemma 7.10.

Lemma 7.15. If $s \xrightarrow{S, \mathrm{II}} t$ then for all $R E D_{s} \in \mathcal{D} \mathcal{I} \mathcal{V}(s)$ there exists $R E D_{t} \in$ $\mathcal{D I V} \mathcal{V}(t)$ with $\mathrm{rl}_{(\backslash I I I)}\left(R E D_{t}\right) \leq \mathrm{rl}_{(\backslash \mathrm{III})}\left(R E D_{s}\right)$.

Proof. This follows by induction on a lexicographically ordered measure $\mu$ defined as $\mu\left(\stackrel{R E D_{s}}{\longleftarrow} s \xrightarrow{S, I I I} t\right)=\left(r l_{(\backslash I I I)}\left(R E D_{s}\right), \mu_{l l l}(s)\right)$. The base case follows from Lemma 7.13 , and the induction uses the forking diagrams for ( $\mathcal{S}$, III).

Lemma 7.16. If $s \xrightarrow{\mathrm{II}} t$ then $s \leq_{c}^{\Downarrow} t$ and $t \leq{ }_{c}^{\Downarrow} s$.
Proof. We use Corollary 4.12. We already have $s \leq_{c}^{\downarrow} t$ and $t \leq_{c}^{\downarrow} s$ from Lemma 7.12 For the remaining part we show $\forall S \in \mathcal{S}: S[t] \uparrow \Longrightarrow S[s] \uparrow$ and $\forall S \in \mathcal{S}: S[s] \uparrow \Longrightarrow S[t] \uparrow$. Let $s \xrightarrow{\text { III }} t$ and $S$ be a context with $S[t] \uparrow$. If $S[s] \xrightarrow{S, \mathrm{III}} S[t]$ is a normal order reduction, we have $S[s] \uparrow$. Otherwise, the claim follows from Lemma 7.14 . Now let $S$ be context with $S[s] \uparrow$, then Lemma 7.15 shows that $S[t] \uparrow$.

Proposition 7.17. (III) is a correct program transformation, i.e. if $s \xrightarrow{\text { II }} t$ then $s \sim_{c} t$.

Proof. Follows from Lemma 7.12 and Lemma 7.16

### 7.3 Correctness of (seq)

Lemma 7.18. A complete set of forking diagrams for ( $\mathcal{S}$, seq) is


Proof. The reductions commute, or the ( $S$, seq) is discarded by a normal order reduction, or if the inner redex of the ( $S, \mathrm{seq}$ ) is in the body of an abstraction, which is copied by an (no, cp)-reduction, then two ( $S$, seq)-reductions are necessary.

Lemma 7.19. If $s \xrightarrow{i S, \mathrm{seq}} t$ then $s$ is a WHNF iff $t$ is a WHNF.
Lemma 7.20. If $s \xrightarrow{S, \text { seq }} t$ then for all $R E D_{s} \in \mathcal{C O N}(s)$ there exists $R E D_{t} \in$ $\mathcal{C O N}(t)$ with $\mathrm{rl}\left(R E D_{t}\right) \leq \mathrm{rl}\left(R E D_{s}\right)$.

Proof. Let $s \xrightarrow{S, \text { seq }} t$ and $R E D_{s} \in \mathcal{C O N}(s)$ with $\operatorname{rl}\left(R E D_{s}\right)=l$, we use induction on $l$. If $l=0$ then $s$ is a WHNF and the claim follows from Lemma 7.19, If $l>0$ then let $R E D^{\prime}$ be the suffix of $R E D_{s}$ of length $l-1$. If the first reduction of $R E D_{s}$ is the same as the ( $S$, seq)-reduction, then $R E D^{\prime} \in \mathcal{C O N}(t)$. Otherwise,
we apply a forking diagram to a suffix of $\stackrel{R E D_{s}}{\stackrel{S, \text { seq }}{\longrightarrow}} t$ and have the cases:

(1)

(2)

(3)

For case (1), we can apply the induction hypothesis to $\stackrel{R E D^{\prime}}{\rightleftarrows} s_{1} \xrightarrow{S, \text { seq }} t_{1}$. Case (2) is trivial. For case (3) we apply the induction hypothesis twice, i.e. firstly to $\stackrel{R E D^{\prime}}{\stackrel{S}{ }} s_{1} \xrightarrow{S, \text { seq }} s_{1}^{\prime}$ and secondly to $\stackrel{R E D^{\prime \prime}}{\longleftrightarrow} s_{1}^{\prime} \xrightarrow{S, \text { seq }} t_{1}$.

Lemma 7.21. A complete set of commuting diagrams for $(i \mathcal{S}, \mathrm{seq})$ is



$a$ arbitrary $a \in\{$ case, seq, amb-l, amb-r\}
a arbitrary

Proof. The first three diagrams describe the same cases as for the forking diagrams. The second diagram is applicable, if the ( $i S$, seq)-reduction becomes normal order, e.g.


Lemma 7.22. If $s \xrightarrow{i S, \mathrm{seq}} t$ then for every $R E D_{t} \in \mathcal{C O N}(t)$ there exists $R E D_{s} \in \mathcal{C O N}(s)$ with $\mathrm{rl}_{(\backslash \text { seq })}\left(R E D_{s}\right) \leq \mathrm{rl}_{(\backslash \text { seq })}\left(R E D_{t}\right)$.

Proof. Let $s \xrightarrow{i S, \text { seq }} t$ and $R E D_{t} \in \mathcal{C O N}(t)$, we use induction on the measure $\mu$ ordered lexicographically with $\mu(R E D)=\left(\mathrm{rl}_{(\backslash \text { seq })}(R E D), \mathrm{rl}(R E D)\right)$. If $\mathrm{rl}\left(R E D_{t}\right)=0$ then the claim follows from Lemma 7.19. If $\mu\left(R E D_{t}\right)=(l, m) \geq$ $(0,1)$, i.e. $R E D_{t}$ contains at least one normal order reduction, then we apply a commuting diagram from Lemma 7.21 to a prefix of $s \xrightarrow{i S, \text { seq }} t \xrightarrow{R E D_{t}}$. With
$R E D^{\prime}$ being the suffix of $R E D_{t}$ of length $(m-1)$ we have the cases:

(1)

(2)

(3)

(4)

For case (1) we apply the induction hypothesis to $s^{\prime} \xrightarrow{i S, \text { seq }} t^{\prime} \xrightarrow{R E D^{\prime}}$. Cases (2) and (4) are trivial. For case (3) we apply the induction hypothesis twice.

Lemma 7.23. $s \xrightarrow{\text { seq }} t$ then, $s \leq_{c}^{\downarrow} t$ and $t \leq_{c}^{\downarrow} s$.
Proof. Using the context lemma for may-convergence, it is sufficient to show that $\forall S \in \mathcal{S}: S[s] \downarrow \Longrightarrow S[t] \downarrow$ and $\forall S \in \mathcal{S}: S[t] \downarrow \Longrightarrow S[s] \downarrow$. The first part follows from Lemma 7.20 For the second part let $S[t] \downarrow$. If the reduction $S[s] \xrightarrow{S, \text { seq }} S[t]$ is a normal order reduction, then the claim follows trivially, otherwise the claim follows from Lemma 7.22 ,

Lemma 7.24. If $s \xrightarrow{S, \text { seq }} t$ then $s \Uparrow i f f t \Uparrow$.
Proof. Follows from Lemma 7.23 using Lemma 4.5.
Lemma 7.25. If $s \xrightarrow{S, \text { seq }} t$ then for all $R E D_{s} \in \mathcal{D I V}(s)$ there exists $R E D_{t} \in$ $\mathcal{D I V}(t)$ with $\mathrm{rl}\left(R E D_{t}\right) \leq \mathrm{rl}\left(R E D_{s}\right)$.
Proof. Let $s=S\left[s_{0}\right], t=S\left[t_{0}\right], s_{0} \xrightarrow{\text { seq }} t_{0}$ and $R E D_{s} \in \mathcal{D} \mathcal{I} \mathcal{V}(s)$ with $r l\left(R E D_{s}\right)=l$. The claim follows by induction on $l$, where the base case is covered by Lemma 7.24 and the induction step is analogous to the proof of Lemma 7.20
Lemma 7.26. If $s \xrightarrow{i S, \text { seq }} t$ then for every $R E D_{t} \in \mathcal{D} \mathcal{I} \mathcal{V}(t)$ there exists $R E D_{s} \in$ $\mathcal{D I V}(s)$ with $\mathrm{rl}_{(\backslash \text { seq })}\left(R E D_{s}\right) \leq \mathrm{rl}_{(\backslash \text { seq })}\left(R E D_{t}\right)$

Proof. Let $s=S\left[s_{0}\right], t=S\left[t_{0}\right], s_{0} \xrightarrow{\text { seq }} t_{0}$ and $R E D_{t} \in \mathcal{D I V}(t)$, we use induction on the measure $\mu\left(R E D_{t}\right)$ ordered lexicographically, where $\mu(R E D)=$ $\left(\mathrm{rl}_{(\backslash \text { seq })}(R E D), \mathrm{rl}(R E D)\right)$. If $\mathrm{rl}\left(R E D_{t}\right)=0$, then the claim follows from Lemma 7.24. The induction step is analogous to the proof of Lemma 7.22 .
Lemma 7.27. If $s \xrightarrow{\text { seq }} t$ then $s \leq_{c}^{\Downarrow} t$ and $t \leq{ }_{c}^{\Downarrow} s$.
Proof. We use Corollary 4.12. We already have $s \leq_{c}^{\downarrow} t$ and $t \leq_{c}^{\downarrow} s$ from Lemma 7.23, hence it is sufficient to show $\forall S \in \mathcal{S}: S[s] \uparrow \Longrightarrow S[t] \uparrow$ and $\forall S \in \mathcal{S}: S[t] \uparrow \Longrightarrow S[s] \uparrow$. The first part follows from Lemma 7.25 . The second part follows from Lemma 7.26 or follows trivially if $S[s] \xrightarrow{S, \text { seq }} S[t]$ is a normal order reduction.

Proposition 7.28. (seq) is a correct program transformation, i.e. if $s \xrightarrow{\text { seq } t}$ then, $s \sim_{c} t$.

Proof. Follows from Lemma 7.23 and Lemma 7.27 .

### 7.4 Correctness of (cp)

Lemma 7.29. A complete set of forking diagrams for ( $\mathcal{S}, \mathrm{cp}$ ) is


Proof. The reductions commute, or the redex of the target of the ( $S, \mathrm{cp}$ )reduction is discarded by a normal order reduction, or the ( $S, \mathrm{cp}$ )-reduction copies into the body of an abstraction that is copied by an (no, cp)-reduction. In detail: Follows by inspecting all cases where an ( $S, \mathrm{cp}$ ) and a normal order reduction overlaps. The first diagram is applicable if both reductions commute. If the redex or the target of the ( $S, \mathrm{cp}$ ) is discarded by an (no, case)-, (no, seq)or (no, amb)-reduction, then the second diagram is applicable. The third diagram covers the cases, where the ( $S, \mathrm{cp}$ )-reduction copies into the body of an abstraction that is copied by a normal order (cp)-reduction.

Lemma 7.30. If $s \xrightarrow{i S, \mathrm{cp}} t$, then $s$ is a WHNF iff $t$ is a WHNF.
Lemma 7.31. If $s \xrightarrow{S, \mathrm{cp}} t$, then for all $R E D_{s} \in \mathcal{C O N}(s)$ there exists $R E D_{t} \in$ $\mathcal{C O N}(t)$ with $\mathrm{rl}\left(R E D_{t}\right) \leq \mathrm{rl}\left(R E D_{s}\right)$.

Proof. The proof is a copy of the proof of Lemma 7.20 using the complete set of forking diagrams for ( $S, \mathrm{cp}$ ) from Lemma 7.29 and using Lemma 7.30 .

For the other direction, i.e. $s \xrightarrow{\mathrm{cp}} t$, then $t \leq_{c}^{\downarrow} s$, we distinguish to kinds of (cp)-reductions:
(cps) := the inner redex of the (cp) is of the form $S[x]$, i.e. the target is inside a surface context.
$(\mathrm{cpd}):=$ the inner redex of the $(\mathrm{cp})$ is of the form $C\left[\lambda z . C^{\prime}[x]\right]$, i.e. the target is inside the body of an abstraction.

Definition 7.32. Let $s$ be a term, then $\mu_{S x}(s)$ is the number of occurrences of variables in $s$ where the occurrence is inside a surface context.

Lemma 7.33. Every ( $\mathcal{S}, \mathrm{cps}$ )- or (no, cp$)$-reduction strictly reduces the measure $\mu_{S x}$. Every $(\mathcal{S}, \mathrm{cpd})$-reduction does not change the measure $\mu_{S x}$.

Lemma 7.34. A complete set of commuting diagrams for (iS, cp) is


$$
a \text { arbitrary } \quad a \text { arbitrary } a \in\{\text { case, seq, amb-l, amb-r }\}
$$

Proof. Follows by inspecting all cases where a ( $i S, \mathrm{cp}$ )-reduction is followed by a normal order reduction. The first diagram describe the case where the reductions commute. If the $\mathcal{S}$-internal (cp)-reduction becomes normal order, then the second diagram is applicable. The third diagram describes the case where the contractum of the ( $i \mathcal{S}, \mathrm{cp}$ )-reduction is discarded by a normal order reduction. The last diagram covers the cases, where the target of an (iS, cpd)-reduction is inside the body of an abstraction that is copied by an (no, cp)-reduction. An example for the second diagram is:

$$
\begin{aligned}
& \text { letrec } y=(\lambda x . s) \text { in }(\operatorname{seq}(\lambda z . z) y) \\
& \left.\xrightarrow{i S, \text { cps }} \text { letrec } y=(\lambda x . s) \text { in (seq }(\lambda z . z)\left(\lambda x^{\prime} . s\left[x^{\prime} / x\right]\right)\right) \\
& \xrightarrow{\text { no,seq }} \text { letrec } y=(\lambda x . s) \text { in }\left(\lambda x^{\prime} . s\left[x^{\prime} / x\right]\right) \\
& \xrightarrow{\text { no,seq }} \text { letrec } y=(\lambda x . s) \text { in } y \\
& \xrightarrow{\text { no,cp }} \text { letrec } y=(\lambda x . s) \text { in }\left(\lambda x^{\prime} . s\left[x^{\prime} / x\right]\right)
\end{aligned}
$$

Lemma 7.35. If $s \xrightarrow{i S, \mathrm{cp}} t$ then for all $R E D_{t} \in \mathcal{C O N}(t)$ there exists $R E D_{s} \in$ $\mathcal{C O N}(s)$ with $\mathrm{rl}_{(\backslash \mathrm{cp})}\left(R E D_{s}\right) \leq \mathrm{rl}_{(\backslash \mathrm{cp})}\left(R E D_{t}\right)$
Proof. Let $s \xrightarrow{i S, \text { cp }} t$ and $R E D_{t} \in \mathcal{C O N}(t)$. The claim follows by induction on the measure $\mu$ on reduction sequences with $\mu\left(s \xrightarrow{i S, \mathrm{cp}} t \xrightarrow{R E D_{t}}\right)=$ $\left(\mathrm{rl}_{(\backslash \mathrm{cp})}\left(R E D_{t}\right), \mu_{S x}(t)\right)$. If $\mu\left(s \xrightarrow{i S, \mathrm{cp}} t \xrightarrow{R E D_{t}}\right)=(0,0)$, then from Lemma 7.33 we have that $R E D_{t}$ must be empty. Thus Lemma 7.30 shows the claim. Now, let $\mu\left(s \xrightarrow{i S, \mathrm{cp}} t \xrightarrow{R E D_{t}}\right)=(l, m)>(0,0)$. We apply a commuting diagram to a prefix of $s \xrightarrow{i S, \mathrm{cp}} t \xrightarrow{R E D_{t}}$. With $R E D^{\prime}$ being the suffix of $R E D_{t}$ where the first reduction is dropped, we have the cases

(1) For the first diagram we have
$-\mu_{S x}\left(t^{\prime}\right)<\mu_{S x}(t)$ and $\mathrm{rl}_{(\backslash \mathrm{cp})}\left(R E D^{\prime}\right)=l$ if the (no, $\left.a\right)$-reduction is an (no, cp)-reduction, or
$-\mathrm{rl}_{(\backslash \mathrm{cp})}\left(R E D^{\prime}\right)<l$, if the (no, $a$ )-reduction is not an (no, cp )-reduction. In both cases, we can apply the induction hypothesis to $s^{\prime} \xrightarrow{i S, b} t^{\prime} \xrightarrow{R E D^{\prime}}$ and have $R E D^{\prime \prime} \in \mathcal{C O N}\left(s^{\prime}\right)$ with $\mathrm{rl}_{(\backslash \mathrm{cp})}\left(R E D^{\prime \prime}\right) \leq \mathrm{rl}_{(\backslash \mathrm{cp})}\left(R E D^{\prime}\right)$. By appending $R E D^{\prime \prime}$ to $s \xrightarrow{\mathbf{n o}, a} s^{\prime}$ we have $R E D_{s} \in \mathcal{C O N}(s)$ with $r l_{(\backslash c p)}\left(R E D_{s}\right) \leq l$.
(2) The sequence $R E D_{s}=\xrightarrow{\mathbf{n o}, a} \xrightarrow{\mathbf{n o}, \text { cp }} \xrightarrow{R E D^{\prime}}$ is in $\mathcal{C O} \mathcal{N}(s)$ and $\operatorname{rl}\left(R E D_{s}\right) \leq l$.
(3) We can construct the sequence $R E D_{s}=\xrightarrow{\mathbf{n o}, a} \xrightarrow{R E D^{\prime}}$ with $R E D_{s} \in \mathcal{C O N}(s)$ and $\mathrm{rl}_{(\backslash \mathrm{cp})}\left(R E D_{s}\right) \leq l$.
(4) Since $t \xrightarrow{\text { no,cp }} t^{\prime}$ we have with Lemma 7.33 that $\mu_{S x}\left(t^{\prime}\right)<m$. From $s^{\prime} \xrightarrow{i S, \mathrm{cpd}} s^{\prime \prime}$ and $\xrightarrow{i S, \mathrm{cpd}} t^{\prime}$ we also have with Lemma 7.33 that $\mu_{S x}\left(s^{\prime \prime}\right)=$ $\mu_{S x}\left(s^{\prime}\right)<m$. Since $\mathrm{rl}_{(\backslash \mathrm{cp})}\left(R E D^{\prime}\right)=l$ we can apply the induction hypothesis to $s^{\prime \prime} \xrightarrow{i s, \mathrm{cpd}} t^{\prime} \xrightarrow{R E D^{\prime}}$ and have $R E D^{\prime \prime} \in \mathcal{C O N}\left(s^{\prime \prime}\right)$ with $\mathrm{rl}_{(\backslash \mathrm{cp})}\left(R E D^{\prime \prime}\right) \leq l$. Since $\mu\left(s^{\prime \prime}\right)<m$ we can apply the induction hypothesis for a second time to $s^{\prime} \xrightarrow{i S, \mathrm{cpd}} s^{\prime \prime} \xrightarrow{R E D^{\prime \prime}}$ and have $R E D^{\prime \prime \prime} \in \mathcal{C O N}\left(s^{\prime}\right)$ with $\mathrm{rl}{ }_{(\backslash \mathrm{cp})}\left(R E D^{\prime \prime \prime}\right) \leq l$. Finally we append $R E D^{\prime \prime \prime}$ to $s \xrightarrow{\text { no,cp }} s^{\prime}$ and have $R E D_{s} \in \mathcal{C O N}(s)$ with $\mathrm{rl}_{(\backslash \mathrm{cp})}\left(R E D_{s}\right) \leq l$.

Lemma 7.36. If $s \xrightarrow{\mathrm{cp}} t$ then $s \leq_{c}^{\downarrow} t$ and $t \leq_{c}^{\downarrow} s$.
Proof. Let $s \xrightarrow{\text { cp }} t$, using Lemma 4.10 it is sufficient to show $\forall S \in \mathcal{S}: S[s] \downarrow \Longrightarrow$ $S[t] \downarrow$ and $\forall S \in \mathcal{S}: S[t] \downarrow \Longrightarrow S[s] \downarrow$. The first part follows from Lemma 7.31 . The second part follows from Lemma 7.35 or follows trivially if $S[s] \xrightarrow{S, \mathrm{cp}} S[t]$ is normal order.

Lemma 7.37. If $s \xrightarrow{S, \mathrm{cp}} t$ then $s \Uparrow i f f t \Uparrow$.
Proof. Follows from Lemma 7.36 using Lemma 4.5
Lemma 7.38. If $s \xrightarrow{S, \mathrm{cp}} t$, then for all $R E D_{s} \in \mathcal{D} \mathcal{I} \mathcal{V}(s)$ there exists $R E D_{t} \in$ $\mathcal{D I V}(t)$ with $\mathrm{rl}\left(R E D_{t}\right) \leq \mathrm{rl}\left(R E D_{s}\right)$

Proof. The proof is a copy of the proof of Lemma 7.25 using the complete set of forking diagrams for ( $S, \mathrm{cp}$ ) from Lemma 7.29 and for the base case using Lemma 7.37

Lemma 7.39. If $s \xrightarrow{i S, \mathrm{cp}} t$ then for all $R E D_{t} \in \mathcal{D} \mathcal{I} \mathcal{V}(t)$ there exists $R E D_{s} \in$ $\mathcal{D I V}(s)$ with $\mathrm{rl}_{(\backslash \mathrm{cp})}\left(R E D_{s}\right) \leq \mathrm{rl}_{(\backslash \mathrm{cp})}\left(R E D_{t}\right)$

Proof. The proof is analogous to the proof of Lemma 7.35 using Lemma 7.37 .

Lemma 7.40. If $s \xrightarrow{\mathrm{cp}} t$ then $s \leq_{c}^{\Downarrow} t$ and $t \leq_{c}^{\Downarrow} s$.

Proof. From Lemma 7.36 we have $s \leq_{c}^{\downarrow} t$ and $t \leq_{c}^{\downarrow} s$. Using Corollary 4.12 it is sufficient to show that $\forall S \in \mathcal{S}: S[s] \uparrow \Longrightarrow S[t] \uparrow$ and $\forall S \in \mathcal{S}: S[t] \uparrow \Longrightarrow$ $S[s] \uparrow$. The first part follows from Lemma 7.38 . The second part follows from Lemma 7.39 if $S[s] \xrightarrow{S, \text { cp }} S[t]$ is $\mathcal{S}$-internal and otherwise the claim is trivial.
Proposition 7.41. (cp) is a correct program transformation, i.e. if $s \xrightarrow{\mathrm{cp}} t$ then $s \sim_{c} t$.
Proof. Follows from Lemma 7.36 and Lemma 7.40

## 8 The Standardisation Theorem and an Application

We summarise the results of the previous sections.
Theorem 8.1. All deterministic reductions of the calculus $\Lambda_{\mathrm{amb}}^{1 \mathrm{et}}$ keep contextual equivalence, i.e. if $s \xrightarrow{a} t$ with $a \in\{\mathrm{Ibeta}$, III, case, seq, cp$\}$ then $s \sim_{c} t$.

Proof. Follows from the Propositions 5.8, 7.17, 7.1, 7.28 and 7.41.
We will now develop properties of the reduction (amb), that will be necessary for the proof of the Standardisation Theorem (Theorem 8.12).

### 8.1 Properties of the Reduction (amb)

Lemma 8.2. If $s \xrightarrow{i \mathcal{S}, \mathrm{amb}} t$ then $s$ is a WHNF iff $t$ is a WHNF.
Proof. Follows by definition of WHNFs.
The following lemma shows that it is sufficient to consider (amb-c)reductions.
Lemma 8.3. Let $s, t$ be terms with $s \xrightarrow{\mathcal{C}, a m b-i n} t$ or $s \xrightarrow{\mathcal{C}, \text { amb-e }} t$. Then either $s \xrightarrow{\mathcal{C}, \mathrm{cp}} \xrightarrow{\mathcal{C}, \mathrm{amb}-\mathrm{c}} \underset{\longleftrightarrow}{\mathcal{C}, \mathrm{cp}}$ t or $s \xrightarrow{\mathcal{C}, \mathrm{cpx}, *} \xrightarrow{\mathcal{C}, \mathrm{cpcx}} \xrightarrow{\mathcal{C}, \mathrm{amb}-\mathrm{c}} \underset{\longleftrightarrow}{\mathcal{C}, \mathrm{cpcx}}{ }^{\mathcal{C}, \mathrm{cpx}, *} t$.
Proof. We show the transformation for a toplevel (amb-in)-reduction, the other cases are analogous: In case of a constructor application:

$$
\left.\begin{array}{ll}
\text { letrec } x_{1} & =c \overrightarrow{t_{i}},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}, \text { Env in } C\left[\operatorname{amb} x_{m} s\right] \\
\stackrel{\text { cpx }, m-m-1}{\longrightarrow} & \text { letrec } x_{1}
\end{array}=c \overrightarrow{t_{i}},\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}, \text { Env in } C\left[\operatorname{amb} x_{1} s\right]\right] .
$$

In case of an abstraction:

$$
\begin{aligned}
\text { letrec } x_{1} & =(\lambda x . t),\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}, E n v \text { in } C\left[\operatorname{amb} x_{m} s\right] \\
\xrightarrow{\text { cp }} \quad \text { letrec } x_{1} & =(\lambda x . t),\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}, E n v \text { in } C[\operatorname{amb}(\lambda x . t) s] \\
\xrightarrow{\text { amb-c }} \quad \text { letrec } x_{1} & =(\lambda x . t),\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}, E n v \text { in } C[(\lambda x . t)] \\
\stackrel{\text { cp }}{\leftrightarrows} \quad \text { letrec } x_{1} & =(\lambda x . t),\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}, E n v \text { in } C\left[x_{m}\right]
\end{aligned}
$$

Lemma 8.4. If $s \xrightarrow{\mathrm{amb}} t$ then $t \leq{ }_{c}^{\downarrow} s$.
Proof. For (amb-c) the claim has been proved in Lemma 5.1. For (amb-in) or (amb-e) we replace the reduction using Lemma 8.3. Then Theorem 8.1. Proposition 6.16 and Lemma 5.1 show the claim.

Remark 8.5. An (amb)-reduction may introduce must-convergence, e.g. consider the terms $s \equiv$ case $_{\text {Bool }}$ (amb True False) (True $\rightarrow \Omega$ ) (False $\rightarrow$ False) and $t \equiv$ case $_{\text {Bool }}$ False (True $\rightarrow \Omega$ ) (False $\rightarrow$ False). While $t \Downarrow, s$ may reduce to $\Omega$, i.e. $\neg(s \Downarrow)$.

Lemma 8.6. A complete set of commuting diagrams and a complete set of forking diagrams for (iS, amb-c) can be read off the following diagrams


Proof. Follows by case analysis. The reductions either commute or the redex of the ( $S, \mathrm{amb}-\mathrm{c}$ ) is discarded, or the internal (amb-c) reduction becomes normal order.

Remark 8.7. A complete set of forking diagrams for ( $\mathcal{S}$, amb-c) does not exist. There are forks that cannot be closed, e.g. $0 \stackrel{\text { no,amb-1 }}{\longleftrightarrow}\left(\begin{array}{ll}\text { amb } & 0\end{array}\right) \xrightarrow{\text { no,amb-r }} 1$. Nevertheless, the following lemmas hold for (amb-c)-reductions within all surface contexts.

Proof. Let $s=S\left[s_{0}\right], t=S\left[t_{0}\right]$ with $s_{0} \xrightarrow{\text { amb-c }} t_{0}$ and $s \Downarrow$. We use induction on $l=\mathrm{rl}\left(R E D_{s}\right)$ with $R E D_{s} \in \mathcal{C O N}(s)$. If the ( $S$, amb-c)-reduction is a normal order reduction, then $t \Downarrow$. Let the (amb-c)-reduction be $\mathcal{S}$-internal. If $l=0$ then Lemma 8.2 shows the claim. If $l>0$ then we apply a forking diagram from
 $l-1$, then we have the cases:

(1)

(2)

(3)
(1) From $s \Downarrow$ we have $s^{\prime} \Downarrow$. Since $\operatorname{rl}\left(R E D^{\prime}\right)=l-1$ we can apply the induction hypothesis to $\stackrel{R E D^{\prime}}{\longleftarrow} s^{\prime} \xrightarrow{i S \text {,amb-c }} t^{\prime}$ and have $t^{\prime} \downarrow$ and hence $t \downarrow$.
(2) From $s \Downarrow$ we have $s^{\prime} \Downarrow$ and hence $t \downarrow$.
(3) From $s \Downarrow$ we have $s^{\prime} \Downarrow$ as well as $s^{\prime \prime} \Downarrow$. Since $t \xrightarrow{n} s^{\prime \prime}$ we have $t \downarrow$.

Lemma 8.9. If $s \xrightarrow{\mathcal{S}, \text { amb-c }} t$ then $t \uparrow \Longrightarrow s \uparrow$.
Proof. Let $s \xrightarrow{S, \text { amb-c }} t$, then the claim can be shown by induction on the length of $R E D \in \mathcal{D} \mathcal{I} \mathcal{V}(t)$ using Lemma 8.8 and the commuting diagrams for (iS , amb-c). Let $s=S\left[s_{0}\right], t=S\left[t_{0}\right]$ with $s_{0} \xrightarrow{\text { amb-c }} t_{0}$ and $t \uparrow$. We use induction $l=\operatorname{rl}\left(R E D_{t}\right)$ with $R E D_{t} \in \mathcal{D I V}(t)$. If the (amb-c)-reduction is normal order, then the claim follows immediately. Let the (amb-c)-reduction be $\mathcal{S}$-internal, if $l=0$, i.e. $t \Uparrow$, then Lemma 8.8 shows the claim. If $l>0$ then we apply a commuting diagram from Lemma 8.6 to $s \xrightarrow{i \mathcal{S}} t \xrightarrow{R E D_{t}}$. Let $R E D^{\prime}$ be the suffix of $R E D_{t}$ of length $l-1$, then we have the following cases:

(1)

(2)
(3)

In case (1) we apply the induction hypothesis to $s^{\prime} \xrightarrow{i \mathcal{S}, \mathrm{amb}-\mathrm{c}} t^{\prime} \xrightarrow{R E D^{\prime}}$ and hence have that $s^{\prime} \uparrow$. With $s \xrightarrow{\mathbf{n o}, a} s^{\prime}$ we have $s \uparrow$. Cases (2) and (3) are trivial.

Analogously to (cps), let (ambs) be the reduction (amb) where the inner redex of (amb-in) or (amb-e) is inside a surface context.

Lemma 8.10. If $s \xrightarrow{S \text {,ambs }} t$ then $t \uparrow \Longrightarrow s \uparrow$
Proof. Follows from Lemma 8.9 and 8.3 using Theorem 8.1 and Proposition 6.16 ,

Remark 8.11. We are not able to prove Lemma 8.10 for all contexts. The context lemma for must-convergence does not help, since the $s \leq_{c}^{\downarrow} t$ does not hold. If we used diagrams for ( $i \mathcal{C}$, amb-c) instead of (iS, amb-c), then we would have the additional diagram


Including this diagram the induction in the proof of Lemma 8.8 does not work.

### 8.2 The Standardisation Theorem

We define the transformation (corr) as the union of the reductions and transformations that have been shown correct. The transformation (allr) is then the union of (ambs), (corr) and the inverse of (corr):

$$
\begin{aligned}
(\text { corr }) & :=(\text { III }) \cup(\text { lbeta }) \cup(\text { seq }) \cup(\text { case }) \cup(\text { opt }) \\
(\text { allr }) & :=(\text { corr }) \cup(\text { corr })^{-1} \cup(\text { ambs })
\end{aligned}
$$

The next theorem shows that for every converging sequence consisting of all defined reductions and transformations there exists a normal order reduction sequence that converges and also that for every diverging sequence of reductions inside surface contexts there exists a normal order reduction sequence that diverges.
Theorem 8.12 (Standardisation).

1. Let $t$ be a term with $t \xrightarrow{\mathcal{C}, \text { allr,* }} t^{\prime}$ where $t^{\prime}$ is a WHNF, then $t \downarrow$.
2. Let $t$ be a term with $t \xrightarrow{\mathcal{S}, \text { allr,* }} t^{\prime}$ where $t^{\prime} \uparrow$, then $t \uparrow$.

Proof. 1. Let $t \equiv t_{0} \xrightarrow{\mathcal{C}, r e d_{1}} t_{1} \xrightarrow{\mathcal{C}, \text { red }_{2}} \ldots \xrightarrow{\mathcal{C}, \text { red }_{k-1}} t_{k} \equiv t^{\prime}$ where $t^{\prime}$ is a WHNF. Using Theorem 8.1. Proposition 6.16 and Lemma 8.4 we have for every $t_{i} \xrightarrow{\mathcal{C}, r e d_{i+1}} t_{i+1}$ that if $t_{i+1} \downarrow$ then $t_{i} \downarrow$. Using induction on $k$ we can show $t_{0} \downarrow$.
2. Let $t \equiv t_{0} \xrightarrow{\mathcal{S}, r e d_{1}} t_{1} \xrightarrow{\mathcal{S}, \text { red }_{2}} \ldots \xrightarrow{\mathcal{S}, \text { red }_{k-1}} t_{k} \equiv t^{\prime}$ where $t^{\prime} \Uparrow$. With Theorem 8.1. Proposition 6.16 and Lemma 8.10 we have for every $t_{i} \xrightarrow{\mathcal{S}, \text { red }_{i+1}} t_{i+1}$ that if $t_{i+1} \uparrow$ then $t_{i} \uparrow$. Using induction on $k$ we can show $t_{0} \uparrow$.

### 8.3 Proving Bottom-Avoidance

Definition 8.13 ( $\Omega$-term). A term $t$ is called an $\Omega$-term in a context $S$, if either $t \equiv \Omega$ (see Example 4.2), or $t$ is a variable $x$ and $S$ contains a letrecbinding $x=x$.

We define bottom-avoidance of amb as a program transformation:

$$
\begin{array}{ll}
(\mathrm{amb}-\mathrm{l}-\mathrm{o}) & (\mathrm{amb} s t) \rightarrow s, \text { if } t \text { is an } \Omega \text {-term. } \\
(\mathrm{amb}-\mathrm{r}-\mathrm{o}) & (\mathrm{amb} s t) \rightarrow t, \text { if } s \text { is an } \Omega \text {-term. }
\end{array}
$$

Let (amb-o) be the union of (amb-l-o) and (amb-r-o). Now we will show the correctness of the transformation (amb-o). We proceed again by using commuting and forking diagrams for the correctness proofs. Note, that there exists a complete set of forking diagrams for ( $S$, amb-o) in contrast to the (amb-c)-reduction, since the case of Remark 8.7 is not possible because one argument of the ambexpression cannot reduce to a value. From now on we extend the definition of forking and commuting diagrams by allowing also the transformation ( $\mathcal{S}$, allr) instead of normal order reductions in the existential quantified reductions on the left and on the right of the diagrams. This is sufficient since Theorem 8.12 shows that for these cases also a normal order reduction exists.

Lemma 8.14. A complete set of forking diagrams for (S, amb-o) is:


Proof. Follows by inspecting all cases where an ( $S$, amb-o)-transformation and a normal order reduction overlap. The first diagram covers the cases where the reductions are performed independently. If the redex of the ( $S, \mathrm{amb}-\mathrm{o}$ )transformation is discarded by a normal order (case)-, (seq)- or (amb)-reduction, then the second diagram is applicable. The third diagram covers the cases where an (no, lamb) floats out an letrec-environment of the argument of the ambexpression that is the result of the (amb-o)-reduction. The last diagram covers the cases where an letrec-environment is floated out of the argument of the amb-expression that is discarded by the (amb-o)-transformation.

Lemma 8.15. Let $s, t$ be terms with $s \xrightarrow{i S, a m b-o} t$ then $s$ is a WHNF iff $t$ is a WHNF.

Proof. We show by induction on the length $l$ of a reduction sequence $R E D_{s} \in$ $\mathcal{C O N}(s)$, that there exists a sequence of ( $\mathcal{S}$, allr)-transformations starting with $t$ that leads to a WHNF. Then Theorem 8.12 part 1 shows that $t \downarrow$. The base case follows from Lemma8.15. If $l>0$ and the first reduction of $R E D_{s}$ is same reduction as the ( $S$, amb-o)-transformation, the claim holds. Otherwise, we apply a forking diagram from Lemma 8.14 to $\stackrel{R E D_{s}}{\stackrel{S, \mathrm{amb}-\mathrm{o}}{\longrightarrow}}$. Let $R E D^{\prime}$ be the suffix of $R E D_{s}$ of length $l-1$, we have the following cases:

(1)

(2)

(3)

(4)

Case (2) is trivial, for the remaining cases we apply the induction hypothesis to $\stackrel{R E D^{\prime}}{\rightleftarrows} s^{\prime} \xrightarrow{\mathcal{S} \text {,amb-o }}$ and derive a sequence of ( $\mathcal{S}$, allr)-transformations for $t$ that ends in a WHNF. Hence, we obtain a sequence of ( $\mathcal{S}$, allr)-transformations that starts with $t^{\prime}$. By appending this sequence to $t \xrightarrow{\text { no, } a} t^{\prime}, t \xrightarrow{\mathcal{S}, a} t^{\prime}, t \stackrel{\mathcal{S}, \mathrm{gc}}{\longleftrightarrow} t^{\prime}$ we derive a sequence of $(\mathcal{S}$, allr $)$ reductions starting with $t$.

Lemma 8.17. If $s \xrightarrow{\text { amb-o }} t$ then $s \leq_{c}^{\downarrow} t$

Proof. Follows from Lemma 8.16 by using the context lemma for mayconvergence.

Lemma 8.18. A complete set of commuting diagrams for (iS, amb-o) is:


Proof. By inspecting all overlappings there are the cases: If the reductions are commutable, then the first diagram is applicable. If the normal order reduction becomes only normal order because the amb-expression has been eliminated, then the second diagram is applicable. The third diagram covers the cases where the the result of the (amb-o)-transformation is eliminated by a normal order reduction. The last diagram covers the case where an (no, llet) is applicable to the result of the ( $\mathcal{S}$, amb-o)-transformation but only because the amb-expression has been eliminated, e.g.

$$
\left.\begin{array}{rl}
\xrightarrow{S, \text { amb-o }} & \text { letrec } E n v_{1} \text { in amb } \Omega\left(\left(\text { letrec } E n v_{2} \text { in } s\right)\right) \\
\text { letrec } E n v_{1} \text { in }\left(\left(\text { letrec } E n v_{2} \text { in } s\right)\right)
\end{array}\right)
$$


Proof. Let $s=S\left[s_{0}\right]$ and $t=S\left[t_{0}\right]$ with $s \xrightarrow{\mathcal{S} \text {,amb-o } t} t$ and $t \downarrow$. We show by induction on the lexicographically ordered measure $(a, b)$ where $b=\mu_{l l l}(s)$ and $a=\operatorname{rl}\left(R E D_{t}\right)$ where $R E D_{t} \in \mathcal{C O} \mathcal{N}(t)$, that there exists a sequence of ( $\mathcal{S}$, allr $)$ transformations starting from $s$ that ends in a WHNF. Then from Theorem 8.12 part 1 follows that $s \downarrow$. If the ( $\mathcal{S}, \mathrm{amb}-\mathrm{o})$ is also a normal order reduction, then $s \downarrow$. Otherwise, the base case is covered by Lemma 8.15 and for the induction step we apply a commuting diagram from Lemma 8.18 to $s \xrightarrow{S, \text { amb-o }} t \xrightarrow{R E D_{t}}$. With $R E D^{\prime}$ being the suffix of $R E D_{t}$ of length $a-1$ we have the cases:

(1)

(2)

(3)

(4)

Case (3) is trivial, in cases (1) and (2) we apply the induction hypothesis to $s^{\prime} \xrightarrow{\mathcal{S} \text { amb-o }} t^{\prime} \xrightarrow{R E D^{\prime}}$. For case (4), $\mu_{l l l}\left(s^{\prime}\right)<\mu_{l l l}(s)$ holds. Hence, we apply
the induction hypothesis to $s^{\prime}$, and append the derived sequence for $s^{\prime}$ to the reduction $s \xrightarrow{\text { no,lamb }} s^{\prime}$.

Lemma 8.20. If $s \xrightarrow{\text { amb-o }} t$ then $t \leq_{c}^{\downarrow} s$.
Proof. Follows from Lemma 8.19 by using the context lemma for mayconvergence.

Lemma 8.21. If $s \xrightarrow{\mathcal{S}, a m b-o} t$ then $s \Uparrow i f f t \Uparrow$.
Proof. Follows from Lemma 8.17 and Lemma 8.20
Lemma 8.22. If $s \xrightarrow{\mathcal{S}, a m b-o} t$ and $t \uparrow$, then $s \uparrow$.
Proof. Induction on the measure $(a, b)$ where $b=\mu_{l l l}(s)$ and $a=\mathrm{rl}\left(R E D_{t}\right)$ with $R E D_{t} \in \mathcal{D} \mathcal{I} \mathcal{V}(t)$ shows that there exists a sequence of ( $\mathcal{S}$, allr)-transformations starting with $s$ and ending in a term that must-diverge. The base case is covered by Lemma 8.21 and the induction step uses the commuting diagrams from Lemma 8.18. As final step Theorem 8.12 part 2 shows that $s \uparrow$.

Proof. Induction on $\operatorname{rl}\left(R E D_{s}\right)$ with $R E D_{s} \in \mathcal{D I V}(s)$ shows the existence of a sequence of ( $\mathcal{S}$, allr)-transformations from $t$ to a term that must-diverge. The base case for this induction is covered by Lemma 8.21 , the induction step uses the forking diagrams from Lemma 8.14 The last step uses Theorem 8.12 part 2 to transform the sequence of ( $\mathcal{S}$, allr)-transformations into a normal order reduction sequence $R E D_{t} \in \mathcal{D} \mathcal{I} \mathcal{V}(t)$.

Lemma 8.24. If $s \xrightarrow{\text { amb-o }} t$ then $s \leq_{c}^{\Downarrow} t$ and $t \leq{ }_{c}^{\Downarrow} s$.
Proof. Both parts follow by using Corollary 4.12. For $s \leq_{c}^{\Downarrow} t$ we use Lemma 8.20 and 8.22, and for $t \leq_{c}^{\Downarrow} s$ we use Lemma 8.17 and 8.23 .

Proposition 8.25. If $s \xrightarrow{\mathrm{amb}-\mathrm{o}} t$ then $s \sim_{c} t$.
Proof. Follows from Lemma 8.20, 8.17 and Lemma 8.24 .

### 8.4 On the Relation Between $\leq_{c}^{\downarrow}$ and $\leq_{c}^{\Downarrow}$

A consequence of the bottom-avoidance of amb is that $s \leq_{c}^{\Downarrow} t$ implies $t \leq{ }_{c}^{\downarrow} s$, which we will show by similar arguments as Mor98 Las98. Let the context $B A$ be defined as $B A \equiv(\operatorname{amb} \mathbf{I}(\operatorname{seq}[\cdot](\lambda x . \Omega))) \mathbf{I}$.
Lemma 8.26. $B A[s] \Downarrow$ iff $s \Uparrow$.
Proof.
$\neg(s \Uparrow) \Longrightarrow \neg(B A[s] \Downarrow):$

Let $\neg(s \Uparrow)$, i.e. $s \downarrow$. Let $R E D_{s} \in \mathcal{C O N}(s)$ and let $R E D_{s}$ end in a WHNF $s^{\prime}$. We firstly perform the reduction inside the context $B A$, i.e. we construct the sequence $B A[s] \xrightarrow{B A, R E D_{s}} B A\left[s^{\prime}\right]$. Then there are the following cases:

- $s^{\prime}$ is a value, then

$$
\begin{aligned}
B A\left[s^{\prime}\right] \xrightarrow{\mathcal{S}, \text { seq }}(\operatorname{amb} \mathbf{I}(\lambda x . \Omega)) \mathbf{I} \xrightarrow{\mathcal{S}, \text { amb }}(\lambda x . \Omega) I \\
\xrightarrow{\text { lbeta }}(\text { letrec } x=\mathbf{I} \text { in } \Omega) \xrightarrow{\mathrm{gc}} \Omega
\end{aligned}
$$

- $s^{\prime} \equiv($ letrec $E n v$ in $v)$ where $v$ is a value, then

```
            (amb I (seq (letrec Env in \(v)(\lambda x . \Omega))\) ) I
\(\xrightarrow{\mathcal{S}, \text { lseq }}(\operatorname{amb} \mathbf{I}((\) letrec \(E n v\) in seq \(v(\lambda x . \Omega)))) \mathbf{I}\)
\(\xrightarrow{\mathcal{S}, \text { seq }}(\) amb I \(((\) letrec Env in \((\lambda x . \Omega)))) \mathbf{I}\)
\(\xrightarrow{\mathcal{S}, \mathrm{gc}}(\mathrm{amb} \mathbf{I}(\lambda x . \Omega)) \mathbf{I}\)
\(\xrightarrow{\mathrm{amb}}(\lambda x . \Omega) \mathbf{I}\)
\(\xrightarrow{\text { lbeta }}\) (letrec \(x=\mathbf{I}\) in \(\Omega\) )
\(\xrightarrow{\mathrm{gc}} \quad \Omega\)
```

- $s^{\prime} \equiv\left(\right.$ letrec $x_{1}=\left(c_{T, i} \overrightarrow{s_{i}}\right),\left\{x_{i}=x_{i-1}\right\}_{i=2}^{m}$, Env in $\left.x_{m}\right)$ then perform some (cpx)-transformations such that $x_{m}$ is replaced by $x_{1}$, then perform a (cpcx)-transformation such that $x_{1}$ is replaced by the constructor application, and then append the transformation from the previous bullet. In all cases the standardisation theorem shows that $B A\left[s^{\prime}\right] \uparrow$ and hence $B A[s] \uparrow$.

$$
\neg(B A[s]) \Downarrow \Longrightarrow \neg(s \Uparrow):
$$

Let $R E D \in \mathcal{D I V}(B A[s])$ where $B A[s] \xrightarrow{R E D} t$ and $t \Uparrow$. Let $R E D^{\prime}$ be the prefix of $R E D$ that only changes $s$ or shifts letrec-environments out of $s$. Note, that these letrec will be moved to the top, hence there is a sequence $B A[s] \xrightarrow{R E D^{\prime}} t^{\prime} \xrightarrow{R E D^{\prime \prime}} t$, with $R E D=R E D^{\prime} R E D^{\prime \prime}$ and $t^{\prime} \equiv B A\left[s^{\prime}\right]$ or $t^{\prime} \equiv$ (letrec $E n v$ in $B A\left[s^{\prime}\right)$. If the first reduction of $R E D^{\prime \prime}$ is an (amb-I) reduction, then either
$B A\left[s^{\prime}\right] \xrightarrow{\text { no,amb-l }}(\mathbf{I} \mathbf{I}) \xrightarrow{\text { no,lbeta }}($ letrec $x=\mathbf{I}$ in $x) \xrightarrow{\text { no,cp }}($ letrec $x=\mathbf{I}$ in $\mathbf{I})$
or

|  | (letrec Env in $B A\left[s^{\prime}\right]$ ) |
| :---: | :---: |
| (letrec Env in I) I |  |
| $\xrightarrow{\text { no,lapp }}$ | (letrec Env in I I) |
| $\xrightarrow{\text { no,lbeta }}$ | $($ letrec Env in (letrec $x=\mathbf{I}$ in $x)$ ) |
| $\xrightarrow{\text { no,llet }}$ | (letrec Env, $x=\mathbf{I}$ in $x$ ) |
| $\xrightarrow{\text { no, }, \mathrm{p}}$ | (letrec Env, $x=\mathbf{I}$ in $\mathbf{I}$ ) |

Both cases are not possible, since the reduction sequences end in a WHNF. Hence the first reduction of $R E D^{\prime \prime}$ must be a (seq)-reduction. We have the cases: $s^{\prime}$ is a value, or $s^{\prime}$ is a variable that is bound to a value, where the binding must be in Env. Now, we construct a normal order reduction sequence $R E D_{s}$ as follows: Remove all (III)-reductions from $R E D^{\prime}$ that shift letrecs over the context $B A$. Now $s \xrightarrow{R E D_{s}} t^{\prime \prime}$, with $t^{\prime \prime} \equiv s^{\prime}$ or $t^{\prime \prime} \equiv\left(\right.$ letrec $E n v$ in $\left.s^{\prime}\right)$, i.e. $t^{\prime \prime}$ is a WHNF, and hence $s \downarrow$.

Proposition 8.27. $\leq_{c}^{\Downarrow} \subseteq\left(\leq_{c}^{\downarrow}\right)^{-1}$
Proof. Let $s, t$ be arbitrary terms with $s \leq_{c}^{\Downarrow} t$ hence $\forall C \in \mathcal{C}: C[s] \Downarrow \Longrightarrow C[t] \Downarrow$ and thus also $\forall C \in \mathcal{C}: B A[C[s]] \Downarrow \Longrightarrow B A[C[t] \rrbracket \Downarrow$. Using Lemma 8.26 this is equivalent to $\forall C \in \mathcal{C}: C[s] \Uparrow \Longrightarrow C[t] \uparrow$ and also $\forall C \in \mathcal{C}: C[t] \downarrow \Longrightarrow C[s] \downarrow$, hence $t \leq{ }_{c}^{\downarrow} s$.

Let $\sim_{c}^{\downarrow}$ be the symmetrisation of may-convergence, i.e. $s \sim_{c}^{\downarrow} t$ iff $s \leq_{c}^{\downarrow} t \wedge t \leq{ }_{c}^{\downarrow}$ $s$.

Corollary 8.28. If $s \leq_{c} t$ then $s \sim_{c}^{\downarrow} t$.
A consequence of the previous corollary is that contextual equivalence can be defined using only must-convergence.

Corollary 8.29. $s \sim_{c} t$ iff $\forall C: C[s] \Downarrow \Longleftrightarrow C[t] \Downarrow$
The remaining two lemmas of this section show that $\leq_{c}$ is not an equivalence.
Lemma 8.30. Let $s$ be an $\Omega$-term and $t$ be an arbitrary term, then $s \leq_{c}^{\downarrow} t$.
Proof. Let (rplom) be the transformation, that replaces an $\Omega$-term by an arbitrary term. A complete set of forking diagrams for ( $\mathcal{S}$, rplom) is:

$a$ arbitrary

$$
a \in\{\text { case, seq, amb-l, amb-r }\}
$$

This follows by inspecting all cases where a normal order reduction overlaps with an ( $S$, rplom)-transformation. Either the reduction and the transformation commute, or the environment of the $\Omega$-term is floated out, via an (III)-reduction, then it needs to be deleted via an ( $S, \mathrm{gc}$ )-transformation, or the $\Omega$-term is deleted by the normal order reduction.

Let $s_{0}=S[s], t_{0}=S[t]$ and $s_{0} \xrightarrow{S, \text { rplom }} t_{0}$. Further, let $s_{0} \downarrow$ and $R E D_{s} \in$ $\mathcal{C O N}\left(s_{0}\right)$. We show by induction on $l=\operatorname{rl}\left(R E D_{s}\right)$, that there exists a sequence of ( $S$, allr)-transformations that starts with $t_{0}$ and ends in a WHNF. The standardisation theorem then shows $t_{0} \downarrow$. If $l=0$ then $s_{0}$ is a WHNF, and obviously
$t_{0}$ is also an WHNF. If $l>0$ then we apply a forking diagram to a suffix of $\stackrel{R E D_{s}}{\stackrel{R}{*}} s_{0} \xrightarrow{S, \text { rplom }}$. With $R E D^{\prime}$ being the suffix of $R E D_{s}$ of length $l-1$ we have the cases:

(1)

(2)

(3)

For cases (1) and (2) we apply the induction hypothesis to $\stackrel{R E D^{\prime}}{\stackrel{S}{ }} s_{1} \xrightarrow{S, \text { rplom }} t_{1}$ and have a sequence $R E D^{\prime \prime}$ of ( $S$, allr)-transformations starting with $t_{1}$ that ends in a WHNF. By appending $t_{0} \xrightarrow{S, \text { allr }} t_{1}$ to $R E D^{\prime \prime}$ we have such a sequence for $t_{0}$. Case (3) is trivial.

Finally, the context lemma for may-convergence shows that $s \leq t$.
Lemma 8.31. $\leq_{c}$ is not symmetric.
Proof. Let $s \equiv$ choice $\Omega \mathbf{I}$ and $t \equiv \mathbf{I}$. From Lemma 8.30 we have $s \leq_{c}^{\downarrow} t$. For all surface contexts $S$ we can $S[s]$ transform into $S[t]$ :

$$
\begin{aligned}
S[s] \equiv S[(\operatorname{amb} & (\lambda x . \Omega)(\lambda x . \mathbf{I})) \text { True }] \xrightarrow{\mathcal{S}, \text { amb }} S[(\lambda x . \mathbf{I}) \text { True }] \\
& \xrightarrow{\mathcal{S}, \mathrm{beta}} S[(\text { letrec } x=\text { True in } \mathbf{I})] \xrightarrow{\mathcal{S}, \mathrm{gc}} S[\mathbf{I}] \equiv S[t]
\end{aligned}
$$

From the Standardisation Theorem follows that for all surface contexts $S[t] \uparrow \Longrightarrow$ $S[s] \uparrow$. Hence, using Corollary 4.12 we have $s \leq_{c} t$. Obviously $s \uparrow$ and $t \Downarrow$. Thus, the empty context shows that $t Z_{c}^{\downarrow} s$.

## 9 Conclusion and Further Research

We presented a call-by-need lambda-calculus with a non-deterministic amboperator together with a small-step reduction semantics where the used equational theory takes fairness into account. Moreover, the Standardisation Theorem shows that our normal order reduction is a standardising reduction strategy. We have shown that all deterministic rules and additional program transformations keep contextual equivalence, where the combination of a context lemma together with complete sets of commuting and forking diagrams turned out to be successful.

With the developed proof tools, we may attempt to prove correctness of further program transformations, e.g. a rule for inlining expressions, that are used only once or that are deterministic (i.e. do not contain amb-expressions, also satisfying some other conditions). Also, an analysis of non-terminating terms and subterms should be subject to further investigations. By proving correctness of program transformations used in Haskell Pey03 compilers and switching off incorrect transformations we could derive a correct compiler for Haskell extended with amb.
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[^0]:    ${ }^{1}$ if $b$ then $s$ else $t$ can be encoded in our calculus as case Bool $b$ (True $\rightarrow s$ ) (False $\rightarrow$ t)

