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Abstract

The belief bias effect is a phenomenon which occurs when imk that we judge an argument based on our
reasoning, but are actually influenced by our beliefs anaf friowledge. Evans, Barston and Pollard car-
ried out a psychological syllogistic reasoning task to prthis effect. Participants were asked whether they
would accept or reject a given syllogism. We discuss onefipease which is commonly assumed to be be-
lievable but which is actually not logically valid. By inlacing abnormalities, abduction and background
knowledge, we adequately model this case under the weakletompsemantics. Our formalization reveals
new questions about possible extensions in abductive megsd-or instance, observations and their expla-
nations might include some relevant prior abductive cdmeinformation concerning some side-effect or
leading to a contestable or refutable side-effect. A wealkdion indicates the support of some relevant
consequences by a prior abductive context. Yet anotheritigfinlescribes jointly supported relevant con-
sequences, which captures the idea of two observationainorg mutually supportive side-effects. Though
motivated with and exemplified by the running psychologyligpgion, the various new general abductive
context definitions are introduced here and given a dealaraémantics for the first time, and have a much
wider scope of application. Inspection points, a concejpbduced by Pereira and Pinto, allows us to ex-
press these definitions syntactically and intertwine thetm &n operational semantics.

Keywords: Abductive Reasoning; Contextual Reasoning; Side-effétiisnan Reasoning; Belief-Bias; In-
spection Points; Three-valued tukasiewicz Logic; Weak @lation Semantics; Logic Programming

1 Introduction

In the context of abductive reasoning, whenever discogesinductive explanations for some
given primary observation, one may wish to check too whesitene other given additional
secondary observations are true, as logical consequeftles abductive explanations found
for the primary observation. In other words, whether theoedary observations are plausible
in the abductive context of the primary one, is a common sifiemeasoning task. Thus, for
example, one may attempt to find abductive explanationsidr secondary observations strictly
within the context of the given abductive explanations fbéor the primary observation — that
is, disallowing new abductions — or, nevertheless, allgvadditional abductions as long as they
are consistent with the primary ones. As it were, the expiangs of secondary observational
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consequences may be consumers, but not producers, of thetalnd produced in explaining
the primary observation. We show this type of reasoningirequhe characterization of a new
abduction concept and mechanism, thatofitextual abductionVe examine and formalize its
variants, and employ these to understand and justify babefof human reasoning in addressing
syllogisms.

Our starting point is a psychological study carried out bpfs/et al. (1983) about deductive
reasoning which demonstrated possibly conflicting praee#s human reasoning. Participants
were presented different syllogisms and had to decide vehditiey were logically valid. Con-

sider one of them, S:
PREMISEL No addictive things are inexpensive.

PREMISE2 Some cigarettes are inexpensive.

ConcLusioN Therefore, some addictive things are not cigarettes.
Even though the conclusion does not necessarily follow ihrmmremiseg,participants assumed
the syllogism to be logically valid. They were explicitlylasl to logically validate or invalidate
these syllogisms, but didn't seem to have the intellectapbbility to do so. Even worse, they
were not at all aware about their inabilities. Repeatetily,rhajority of people were proffering
with certainty of confidence the wrong answer. Evans et 888) concluded that this happened
because they were being unduly influenced by their own Iselieéir belief bias. I (Evans 2010;
Evans 2012), the conflict between logic and belief in humasaeging is discussed extensively.

We will show how the belief bias effect can be explained byattite reasoning and its corre-

sponding side-effects. This forms the basis for investigedontextual side-effects, (strict) pos-
sible side-effects, contextual contestable side-effectd (jointly supported) contextual relevant
consequences.

2 Preliminaries

We define the necessary notations, simplified for our prgaemtoses but generalizable as usual
(cf. [Kowalski (2011)). We restrict ourselves to dataloggraims, i.e. the set of terms consists
only of constants and variables. A (first-order) logic peogfP is a finite set of clauses:

A— A N...NA,N-B{AN...NB,,,

whered and 4;, 1 < ¢ < n, are atoms aneB;, 1 < j < m, are negated atomsl is the
head andd; A ... A A, A =By A ... A 0B, is the body of the clause. In the sequel we will
abbreviate the body of a clause by simply writingly. A < T andA < L are special cases of
clauses denoting positive and negative facts, respegtifein argument is written with an upper
case letter, it is a variable; otherwise it is a constanthtngequel, if not denoted otherwise, we
assumeP to be ground, containing all the ground instances of itssdauThe set of all atoms
occurring inP is atoms(P). An atom is undefined if® if it is not the head of some clause’
and the corresponding set of these atomsief (P).

1 In abstract, it could be conceived that all addictive thingsild be just the (expensive) cigarettes. It does not follow
because the conclusion supposes an existence which is mantesl by the premises.
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Table 1. T, 1, andU denotetrue, false andunknown respectively.

2.1 Three-Valued tukasiewicz Semantics

We use the three-valuéd tukasiewicz (1920) semanticseThdefines the corresponding truth
tables. Interpretations are represented by gdirs I+), such that

I" ={Ac Bp| Aismappedtdl } and/*+ = {A € Bp | Ais mappedtal},

whereBp is the Herbrand base with respect to a given progfarA model of P is an interpre-
tation which maps each clause occurringAiro T.

One should observe that in contrast to two-valued ladie- B andAV—B are not equivalent
under three-valued tukasiewicz Semantics. Considernfance, an interpretatidnsuch that
I(A)=1I(B)=U.Then,I(AVvV -B) =Uwheread (A <+, B)=T.

2.2 Weak Completion Semantics

Weak completion semantics has first been introduced byddbler and Kencana Rarnli (2009a)
and seems to adequately mddel Byrnle’s (1989) suppressio(D&etz et al. 2012) arid Wason's (1968)
selgctioadnrk (Rieia 6 e AU the3ARS Haakplovgmmbiormatign for giverp:
by the single expressiaf < body; V bodys, V.. ..
2. if A € undef(P) then addA « L.
3. Replace all occurrences of by «.

The resulting set of equivalences is called tbenpletiorof P (Clark 1978). If Step 2 is omitted,
then the resulting set is called thweak completionf P (wc P).

Holldobler and Kencana Rarnli (2009b) showed that the mimdetsection property holds for
weakly completed programs. This guarantees the existdreceast model for every program. In
computational logic, least models can often be computedast fixed points of an appropriate
semantic operator (Apt and van Emden 1982). Stenning antambalgenl(2008) devised such
an operator which has been generalized for first-order progby Hoélldobler and Kencana Ramli
(20094): Letl be an interpretation anbly (1) = (J T, J+), where

JT = {A |there existsA < body € P with I(body) = T},
J+= {A |there existsA < body € P and for allA + body € P we find I (body) = L }.

As shown in[(Holldobler and Kencana Ramli 2009a) the leastifpoint of®p is identical to the
least model of the weak completion Bf(Im,wc P) under three-valued Lukasiewicz semantics.
Starting with the empty interpretatidn= (@), 0}, Im,wc P can be computed by iteratin@pﬁ

2 Weak completion semantics corresponds to well-foundedantios [(Van Gelder et al. 1991) for tight logic pro-
grams|(Dietz et al. 2013).



3 Reasoning in an Appropriate Logical Form

Stenning and van Lambalgen (2005; 2008) proposed to moaeahueasoning by a two step
process: Firstly, human reasoning should be modeled bpgeth anappropriate representation
and, secondly, theeasoning processhould be modeled with respect to this representation. In
this section we discuss the first step and show how to modelgssins in logic programs.

3.1 Integrity Constraints
PREMISEL of S,44 iS
No addictive things are inexpensive. ()
and is equivalent to
If something is inexpensive, then it is not addictive. (2)

The consequence is the negatiorsofmething is addictiveAs weak completion semantics does
not allow negative heads in clauses, for every negativelosion—p(X') we introduce an auxil-
iary formulap’(X), which denotes the negationpfnd the clausg(X) «+ —p'(X).

We obtain the following preliminary representation of thestfipremise of $;4 with regard
to addictive add’(X) <+ inex(X), and add(X) + -add' (X), whereadd(X), add' (X),
andinez(X) stand forX is addictive, not addictive, and inexpensive.

With the introduction of these auxiliary atoms, the needritegrity constraints arises. A least
model of the weak completion that contains bathi(X) andadd’(X) in 1" should be invali-
dated as a model in general. This condition can be reprasbpi@set of integrity constraintsC,
which contains clauses of the following forid: <— ZC_Body, where the implication is under-
stood as usual. For our example abd¥é, ., contains one clausél < add(X) A add'(X).
However, thed® operator does not consider clauses of this form, thus suclald&Cs are not
evaluated by it. We apply a two step approach to take thencimsideration. First, we compute
the least model of the given program and second, we verifithignét does satisfy the require-
ments of theZC. Given an interpretatiof and a set of integrity constraini€’, I satisfiesZC if
and only if all clauses iC are true undef. For the following examples, whenever there exists
ap(X) and itsp’ (X)) counterpart irP, we implicitly assume thaC,: U < p(X) /\p’(X)E

3.2 Abnormalities & Background Knowledge
A direct representation of BEEMISEZ is
There exists a cigarette which is inexpensive. 3)
Additionally, it is commonly known that
Cigarettes are addictive. (4)

As discussed in_(Evans et al. 1983), humans seem to have grbackl knowledge or belief,
which, in this context, assuming (4), we imply that

Cigarettes are inexpensive (compared to other addictiirey),

3 This view onZCs corresponds to the definition applied for the well-foungethantics in (Pereira et al. 1991).
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which implies (3) and biases the reasoning towards a reptesen. The preliminary program
representing the first two premises, is the non-ground pro@”’:

add'(X) <« inex(X), add(X) + -add (X),
inex(X) <« cig(X), cigla) « T.
and its corresponding least model is: {{cig(a), inex(a), add'(a)}, {add(a)}).

This model contradicts the commonly known assumption of Téjs background knowledge
can be expressed in the program by applying Stenning and aanbélgen’s idea to implement
conditionals by a normal default permission for implicagorhis can be achieved by adding
an abnormality predicatdo the antecedent of the implication and initially assumiingt the
abnormality predicate is false. Following this idea, thdahPREMISEL in S, is extended to:

If something is inexpensive and not abnormal, then it is ddictive.
Nothing (as a rule) is abnormal (regardir(@)).

This belief-bias together with the idea to represent cammlits by a normal default permission
for implication leading to this rendering

If something is a cigarette and not abnormal, then it is irengive. (5)
Nothing (as a rule) is abnormal (regardin@)).

Together with (4), it leads to
If something is a cigarette, then it is abnormal (regard{ig).

Finally, the information in the premises of, & is encoded as the non-ground progr2ga:

add'(X) «+ inex(X) A —abi(X), add(X) + -add(X),
inex(X) <« cig(X) A —aba(X), aba(X) <« L,
ab1(X) « 1, ab1(X) «  cig(X),

cig(a) «— T.

P.aq represents the contextual background knowledge of sglto@, ;4.

4 Abduction and Predictability

In scientific methodology, a prediction can be made by adHimptheses to knowledge known
about the world. As specified by the classical hypothetidudtive method|(Hempel 1966),
scientific inquiry is carried out in three stages: hypotkegeneration, prediction, and evalu-
ation. One or more hypotheses may be generated, by abdutgi@xplain observed events.
A generated set of hypotheses (or assumptions) can theneenpkoyed for predicting un-
seen events by means of deduction, on the implicit condafamot making further abductions
(cf.[Pereira and Pintd (20111)). The predicted events cam lilopefully be tested against reality,
in the form of such observable deduced side-effects, inrdmdevaluate the plausibility of the
set of hypotheses.

Abduction, or inference to the best explanation (its usuighation in the philosophy of
science), is a reasoning method whereby one chooses thpethhges that would, if true, best
explain observed evidence or enable to satisfy some quéilgtuneeting attending constraints.
Abduction has been well studied in the field of computatidagic — and logic programming
in particular — for a few decades now. Abduction, when addelddic programs, offers a for-
malism to declaratively express problems in a variety osui@nd empowers many applications,
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e.g. in decision-making, diagnosis, planning, beliefsmn, and conditional reasoning. In logic
programs, abductive hypotheses (or abducibles) are naimed gtoms of the program which
have no rules, and whose truth value is not initially assuraed hence unknown.

The approach presented [n (Torasso et al. 1991) treats timalwath completion semantics
and does not study side-effects. In the following we consadbeluction with weak completion
semantics and introduce the examination of side-effeatsmexts afforded by abduction.

4.1 Abductive Framework

Following[Kakas et al.[(1993) we consider abductive frameworkonsisting of a prograr®

as knowledge base, a collection of atoshf abducibles syntactically represented by the set
of the (positive and negative) facts for each undefined gicatom inP, a set of integrity
constraintsZC, and the logical consequence relatiefy™¢, where? [="v¢ [ if and only

if Im,wcP(F) = T for the formulaF'. An observatioris a set of (at least one) literals.

The truth value of abducibles may be independently assunuedor false, via either their
positive or negated form, as the case may be, in order to peodn abductive explanation for
an observation — or solution to a query —, which is a condistetnof assumed hypotheses in the
form of abducibles.

An abductive solution is a consistent set of abducible incsta that, when substituted by their
assigned truth value iR, affords us with a model dP (for the specific semantics used &),
which satisfies the observation (or query) and any impostdiity constraints — a so-called
abductive model. In our notation this amounts to addingPtthe corresponding positive and
negative facts representing a solution’s abducibles.

What we dulbbservations analogous to guerywhose explanation is desired, not necessarily
something actually observed.

Definition 1

Let(P, A, ZC, ='"™v¢) be an abductive framewor& be an observation, arfbe an explanation
which is a (consistent) subsetdf a set of integrity constrainf&C, and the consequence relation
=lmwe defined for all formulag.

O isexplained by& givenP and ZC iff PUE E=mwe O, whereP Emwe O andim,we (PUE)
satisfiesZC.

O is explained given’P and ZC iff there exists arf€ such thatO is explained byt givenP
andZC.

In abduction, as for its deduction counterpargdulousand skeptical reasoningarieties are

distinguished. Credulous reasoning consists in findinpefé exists at least one model of the
program — according to some pre-established semantics ehvemtails the observation to be
explained. Skeptical reasoning demands that every modieéqfrogram entails the observation.

F follows skeptically from P, ZC and O iff O can be explained giveR® andZC, and for all
minimal (or some alternative preference criterion insjeagblanations for O it holds that
PUE Elmwe |

F follows credulously from P, ZC and O iff there exists a minimal (or some alternative pref-
erence criterion instead) explanatiéfior O and it holds tha®P U £ =lmve F.

Because the satisfaction of integrity constraifisg) can require abductions, we must alld6@s
to be actively productive of abductions, and not justZi§e to subsequently disallow abductive
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solutions that invalidate the least model with respect émthHowever, we cannot actively pro-
mote that an atom is required to be false or else unknown, bitedwo, in order forZCs to be
satisfied. The only possibility is to impose its falsity: baseZCs have the form of denials, we
can think ofU < A as just an atom that we wish must never be explained by angeafon.

As our underlying semantics is three-valued, we may but tmighmake each undefined atom
an abducible, so that we allow for unknown, non-abducibtzeptible knowledge, which can
be guaranteed by adding the clause— A for the predicate under consideration. Furthermore,
when making use of skeptical reasoning, we conclude thabdoaible is unknown if it does
not have the same binary truth value in all models. For itgasonsider the progra®@ =
{A «+ B, A < C} and observatio® 4 = {A}, for which there are two minimal explanation
Ep = {B « T}andéc = {C « T}. Under skeptical reasoning does not follow from all
minimal explanations and thus andC' stay unknown.

In previous approaches, weak completion semantics wasfasedses expressed in proposi-
tional logic, and abduction under skeptical reasoning sekadequaté (Holldobler et al. 2011).

4.2 Usual Contextual Abduction

One important extension of abduction pertains to the iskat tvhenever discovering abduc-
tive solutions, i.e. explanations, for some given primabgervation, one may wish to check
too whether some other given additional secondary obsensare true, being a logical conse-
guence of the abductive explanations found for the primasgovation. In other words, whether
the secondary observations are plausible in the abduatintext of the primary one. Indeed,

often, besides needing to abductively discover which Hypsds to assume in order to satisfy
some condition, we may also want to know some of the sidestsffaf those assumptions.

We address the issue of relaxing or loosening the impliaiidition about additional abduc-
tions not being permitted whilst considering the obsemaide-effects explained by deductive
prediction. In other words, prediction may be allowed raseuo additional assumptions, but
nevertheless must make use of at least some of the initidgheapons. If several such explana-
tions exist for the observations concerned, then we migintt weadefine alternative conditions
that are less strict with regard to each set or to the colinadf sets. Reuse of contextual ab-
ductions, by resorting to an implementation of tabled atidador well-founded semantics, is
reported in[(Saptawijaya and Pereira 2013).

Let’s consider agaifP, 44, its weak completion consists of the following equivaleice

add(a) <+ —add'(a), add'(a) < inex(a) A —aby(a),
inex(a) <> cig(a) A —abz(a), aba(a) <+ L,
abi(a) <+ cig(a),? cigla) <« T.

Its least modellm,wc Pyq4, is ({cig(a), inex(a), add(a), abi(a)}, {add'(a), aba(a)}), from
which we cannot derive the@\cLUSION N S,44. Obviously, the ©@NCLUSION is something
about an object which is nat The first part of this conclusion is an observation, letig ahout
b: Ou44v) = {add(b)}, which we need to explain as described in the previous stibsedhe
set of abducibles with respect tds: Ap,,, = {cig(b) « T, cig(b) < L}. Ogqa) is true if
add’(b) is false which is false ifinez () is false orab;(b) is true. Eitherinez (b) is false but
thencig(b) is false orab,(b) is true but thercig(b) is true. FOrO ,q44(;) we have two minimal

4 1V cig(a) is semantically equivalent teig(a) under Lukasiewicz Semantics.
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explanations’ . .;;) = {cig(b) = L} and&.;,) = {cig(b) < T}. The corresponding least
models of the weak completion are:

Im,we (Paga U E-cigny) = (- -+, add(b),... },{..., cig(b), inex(b),...}),
Im,we (Paga U Ecigny) = ({- -+, add(b), cig(b), inex(b), ...}, {...}).

Under credulous reasoning we conclude, given explanatigp, ), that the @NCLUSION of
Saudd IS true, as there exists something addictive which is nogarette. l.e., there is a least
model which abductively explains that an observed addiétig not a cigarette.

However, we could also explai@,qq) by E.iq(5), Which is an equally justified explanation.
We would prefer our formalism to reflect that the first prendescribes the usual and the sec-
ond premise describes the exceptional case. That is, apensive cigarette is meant to be the
exception not the rule in the context of things that are addicThis exceptional case should
then only be considered when more is known abiotthis preference is not expressed in our
framework yet. The following section discusses and propasslution to this issue.

5 Inspection Points

Until now, we assumed the possible observations as giveheasily identified from the corre-
sponding context which was the exceptional and which thalusase. However, this is not ex-
plicitly encoded in our logic programs yet, and needs beagtidally indicated. For this purpose
we investigate and apply inspection points, originallyserged by Pereira and Pinto (2011).

In (Pereira and Pinto 2011), the authors present the confépspection points in abductive
logic programming and show how one can employ it to investigale-effects of interest in order
to help choose among abductive solutions. In what followsdigeuss this approach and show
how inspection points can be modeled for our previous exasgtcordingly, in what concerns
abducibles. Given an atorh, we introduce the following two reserved (meta-)predisate

inspect(A) and inspect_ (4),

which are special cases of abducibles. They differ from thealiabducibles in the way that
they can only be abduced whenevepr —A have been abduced somewhere else already. That
is, an abductive solution or explanatiéris only valid when for eaclnspect(A) (respectively
inspect_ (A)) it contains, it also contains a correspondiAgrespectively—A). That is, in a
solution the consumers, here represented by the inspgmiotsinspect(A) andinspect_ (A),
respectively, must have a matching producer. The prodecersspond to the usual abducibles.
One should observe that for a treatment of inspection péantall literals in a program and
not just the abducible ones, we would simply need to adopptbgram transformation tech-
nigque of Pereira and Pintb (2011), which recursively relagpection of non-terminal literals to
the base inspection of terminals.
Let us consider again the example of Seclion 4.2 where wedsthat we would prefer to dis-
tinguish between the usual case and the exceptional caseaW\feow represent this in our logic
program by replacing outb; -clause accordingly. The new non-ground progr@rﬁzp, is:

(Pada \ {ab1(X) + cig(X)}) U {ab1(X) « inspect(cig(X))}.

Supposep is addictive, i.6.0,44(5)- As cig(b) is undefinedjnspect(cig(b)) becomes false,
and ab, (b) will be false rather than unknown, that is, its falsity is @ibed because nothing
is known aboutig(b). The only minimal explanation fo®,,4:) is now generated bynex(b)



being false, which is achieved by, we (P U £-cigh)):
{...,add(b),...},{..., add'(b),inspect(cig(h)), abi(b), inex(b), aba(b),...}).

Even under skeptical reasoning, there exists an addidting tvhich is not a cigarette.

6 The Expressive Power of Inspection Points in Contextual Athuction

Inspection points allow us to specify various definitioniat we will provide — relative to
explanationf of observationO, set of abduciblesA and background knowledge —, to the
effect of relaxing the impermissibility of convoking addital hypotheses to explain side-effects
in contexte. Consider the following prograr®;.:

storm < lightning N\ —aby, ffire + inspect(lightning) A —abs,
storm < tempest \ —aba, ffire < barbecue A\ —abs,

abs +—  —dry_leaves, rained < inspect_ (dry_leaves) A —aby,
smoke <+  fire A inspect(ffighters), sirens  « inspect(fire) A ffighters,

abq — 1, aby <+~ L, abs — 1, aby <+ L.

whereffire means forest fire anffighters means fire fighters. The set of abduciblds,, , is:

tempest ~— T, tempest — 1,
barbecue «~ T, barbecue ~— 1,
lightning — T, lightning — 1,
inspect(lightning) — T, inspect(lightning) — 1,
dry_leaves — T, dry_leaves — 1,
inspect_ (dry_leaves) <+ T, inspect_ (dry_leaves) <+ L,
fire +~— T, fire +— 1,
inspect(fire) ~ T, inspect(fire) ~ 1,
[ffighters +~ T, [ffighters +— 1,
inspect(ffighters) — T, inspect(ffighters) +— L.

For simplicity, we assume th&Cp,. = (. In the sequel, we provide definitions and abductive
examples which clarify how inspection points enrich therespiveness of logic programs.

6.1 Contextual Side-effects
Consider the following definition which includes variougioas of contextual side-effects:

Definition 2
Given background knowledde and set of integrity constrainf’, let O; be an observatiorg;
be an explanation aP,, O, be an observation, arfy be an explanation aD;.

0, is anecessary contextual side-effect aP; given P and ZC iff for all £; there exists,
such that, for anynspect(A), inspect_(A4) € &, for which respectivelyd, —-A & &, and
some such exists if, then,A, - A € &, accordingly.

O, is astrict necessary contextual side-effect o), given P and ZC iff O is a necessary
contextual side-effect aD; givenP, and&; C & for any&;.
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02 is apossible contextual side-effect of explaine®; given P and ZC iff there exists arf;
and ar€, such that for anynspect(A), inspect_(A) € &; for which respectivel, - A & &,
and some such exists &3, thenA, - A € &, accordingly.

O, is astrict possible contextual side-effect ofD; given P and ZC iff Oy is a necessary
contextual side-effect aD; givenP, and for some, £; C &,.

The idea behind the definition for necessary contextualsftiets is that every explanatic¢h
for O, affords us with oneompleteexplanation by which any (inspectiomcompleteexplana-
tion & for Oz can be necessarily completed. The idea behind the defiridiquossible contex-
tual side-effects is that there is some explanagipfor @; which affords us with oneomplete
explanation by which some (inspectidnfompleteexplanatiort; for O, can be completed.
Consider agairPy,., where there are two rules fdfire: one explanation i$arbecue and
another one igightning. However, we assume that a lightning causing a forest firaishrmore
unlikely than a barbecue, and therefolghtning, when not observed directly, only counts as
a plausible explanation when it has been abduced by somedakervation. This is expressed
by inspect(lightning). Assume that we observe a storm and know that nothing is atalor
with respect toabs, thus the leaves are dr{iorm,ary = {storm, dry_leaves}. The minimal
explanations aré€;ghining = {lightning <— T} and&iempest = {tempest < T }. We have only
enough evidence to explaiy;,. if we abduceliignining fOr Osiorm, dry- By Definition[2, O giye
is a strict possible contextual side-effect of explaid&gl, ., 4y givenPg.. andZCgye.

6.2 Contestable Contextual Side-effects

Whereas up till now we stipulated cases where known explamatjave grounds for strengthen-
ing the plausibility of contextual side-effects, we nexttour attention to cases where the latter
are to some extent contested and made implausible, by appéatheir negation. Analogously
to Definition[2, its counterpart, contestable contextud¢sffects, is defined as follows:

Definition 3
Given background knowledde and set of integrity constrain®’, let O; be an observatiorg;
be an explanation aP,, O, be an observation, arty be an explanation 6fOs.

0, is anecessarily contested contextual side-effect @, given P and ZC iff for all ex-
planationsg; there exist£, such that, for anynspect(A), inspect_(A) € &,, for which
respectivelyd, = A ¢ &, and some such exists &, then, A, - A € &;, accordingly.

O, is apossibly contested contextual side-effect @, givenP and ZC iff there exists arf;
and ar€; such that for anynspect(A), inspect_(A) € &; for which respectivel, - A & &,
and some such exists &3, thenA, —A € &, accordingly.

The idea behind necessarily contested contextual siéetsffis, that every explanatiénfor O,
affords us with oneompleteexplanation under which soniecompleteexplanatiorfs for ~Os
is necessarily completed. The idea behind the definitiortferpossibly contested contextual
side-effects, is, that there is at least one explanatdor O, which affords us with oneomplete
explanation under which sonirrcompleteexplanatior€; for =O; is necessarily completed.
Considerrained < inspect_ (dry_leaves) in Pgy: it states that if, for some other observation
we explained that the leaves are not dry, then it rained. Tiwhgn we observe a forest fire,
then, one part of the abduced explanation will be, in any,castependent of whether there
was a lightning or a barbecue, that the leaves are dry. Hawthige explanation will lead to
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inspect_ (dry_leaves) being false, which makesiined false as wellO_, 4,4 iS @ cOnsequence
that follows from the explanation f@g;,.. According to Definitioh BO ., qincq is @ Necessarily
contested contextual side-effect®@f; givenPg,. andZCpye.

Another variation of contestable side-effects is abdeataébuttal. In this case, the side-effect
directly contradicts an observation. That is to say, it &s¢hse tha®), = -0, in Definition[3.
The second observatiod, has to be the head of some clause and the negatin Ef

6.3 Contextual Relevant Consequences

We identify two notions of contextual relevant consequerared define them as follows:

Definition 4
Given background knowledde and set of integrity constrain®’, let O; be an observatiorg;
be an explanation aP,, O, be an observation, arfy be an explanation aD;.

0O, is anecessary contextual relevant consequence ©f given’? and ZC iff for all &, there
exists€; consistent with€, such that there exists eithespect(A) orinspect_(A) € &, for
which respectivelyd, —-A ¢ &, butiné&;.

0O, is apossible contextual relevant consequence @?; given P and ZC iff there exists&,
there exists$; consistent witt€, such that there exists eithi@spect(A) orinspect_(A) € &,
for which respectivelyd, —A ¢ &, butiné&;.

Assume we only obsen@;;,,» givenPs,. and do not know whether the leaves are dry. Then
Elightning = {lightning « T} is only partly explaining) .., as additionally we need to abduce
that the leaves are dry. However, as this explanation is eodicited with the inspect predicate,
it can be abduced straightforwardly @¥,... Accordingly, O, is a possible contextual rel-
evant consequence @.;,,.,, givenpfire andZCpr. The case of contested relevant contextual
consequence, where mere intersection is the case, coutetanalogously expressed.

6.4 Jointly Supported Contextual Relevant Consequences

It might be the case that two observations contain sidectffaf each other, simultaneously. That
is, more generally, we can allow for each observation to megaection of the abducibles of the
other observation; that is, they are mutually plausiblylexyd together, but not each by itself!

Definition 5
Given background knowledge and set of integrity constrain®&’, let Oy, O be observations.

0, andO arenecessarily jointly supported contextual relevant consagences giver? and
ZC iff O, is a necessary contextual relevant consequené® gfiven’? andZC, andOs is a
necessary contextual relevant consequene®,afiven’? andZ( as defined in Definitionl4.

0, and O, arepossibly jointly supported contextual relevant consequeces givenP and
ZC iff Oy is a possible contextual relevant consequena@pfiven’? andZC, andO, is a
possible contextual relevant consequenc@®pfjiven’? andZ(C, as defined in Definitionl4.

Let us observ&,,, ke in Prire. Then we can abduckre, but ffighters needs to be explained
by some other observation. On the other hand, by obse®ing,.s, we can abducéfighters

but notfire. Accordingly,Os.0ke andQOg;,- are necessarily jointly supported contextual relevant
consequences givep ¢ andZCye.

5 As negative heads in our programs are not allowed, we canIrtiuee cases as described in Sediioh 3.1.
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7 Conclusion and Future Work

Weak completion semantics is based on a previously propagatach that seems to adequately
model the Wason selection task and Byrne’s suppressionYask seems to adequately model
another human reasoning task which includes the belief-bifect. Taking our formalization
as starting point, we showed by running examples the needisador possible extensions in
abductive reasoning. Introducing the concept of inspaqtiaints in our current framework by
applying reserved (meta-)predication for all abductiveugrd atoms, makes it possible to dif-
ferentiate between consumed and produced abduciblesdiBtiisction allows us to implement
the concepts of contextual side-effect, (jointly suppadyimontextual relevant consequences and
contestable contextual side-effects. Belief bias canlleunodeled using mechanisms described
and formalized more abstractly, which deal with contextlaductive reasoning by means of
taking side-effects under consideration, applicable t@rgdr scope of problems, via the notion
of inspection points (references to other published examate given). Our abstract formalism
opens therefore the way to a wider use, not restricted tohmdggical modeling.

When examining abductive explanatory plausibility andtegtual counterfactual reasoning new
guestions raise on whether new observations should beiegglay possible or by necessary
side-effects. They again might explain new and possiblykpeeted side-effects. Additionally,
we need to explore how to deal with inconsistency. Anothpeesis about choosing the most
appropriate explanations. In our examples, we follow Ocsaaror with respect to competing
explanations, that is, we only consider the minimal expiiana. However, there are other mea-
sures of preferences which might be more appropriate (eogh & human reasoning point of
view) and which should be further investigated.

In a future extension, some abducibles can be abduced ire-ttadued way if we're trying to
make the top goal unknown. This is typical of fault-findindhish concerns two separate prob-
lems: (1) finding the abducibles which, if unknown for someltig components, would make
unknown the predicted output using the correct model of thifaat, that happens to be at odds
with the faulty output behavior of the artifact; (2) abdugithe faulty behavior of components
(using a model of the artifact comprising the modeling ofitiguto actually predict the faulty
behavior. This requires abducing normality of a componsmtdefault, and going back over that
normality to change it to unknown, whose technicalitieskagond the scope of this paper.

In a psychological modeling case, the artifact we might barag to find faults about can be some
psychological model. We then may have available some reabp& specific behavior that the
model is not consistent with, i.e. it wrongly predicts thgaton of that behavior. Consequently,
we want at least render our model consistent with that behdi forcing some abducible or
other to be unknown, and thus its specific prediction is umkmaather than the negation of
the person’s behavior. A second step is to improve and daimeanodel to make the right pre-
diction. This is comparable to introducing a componentidtfabehavior model into a correct
model of the artifact, whereas now the faulty artifact is (imeorrect) model, and the missing
faulty component model refers to a missing model part thatlvproduce the correct behavior
prediction.

8 Acknowledgments

We thank Pierangelo Dell’Acqua for his comments. This wodsvpartly funded by DAAD’s
IPID program, financed by the German Federal Ministry of Edion and Research (BMBF).



13

References

APT, K. R. AND VAN EMDEN, M. H. 1982. Contributions to the theory of logic programmidournal of
the ACM 293, 841-862.

BYRNE, R. M. J. 1989. Suppressing valid inferences with condéisnCognition 31 61-83.

CLARK, K. L. 1978. Negation as failure. llnogic and Data Basedd. Gallaire and J. Minker, Eds. Vol. 1.
Plenum Press, New York, NY, 293-322.

DIETZ, E.-A., HOLLDOBLER, S.,AND RAGNI, M. 2012. A computational logic approach to the suppres-
sion task. InProceedings of the 34th Annual Conference of the CognitiienSe Society, CogSci 2013
N. Miyake, D. Peebles, and R. P. Cooper, Eds. Austin, TX: @agnScience Society, 1500—1505.

DIETZ, E.-A., HOLLDOBLER, S.,AND RAGNI, M. 2013. A computational logic approach to the abstract
and the social case of the selection taskPtaceedings of the 11th International Symposium on Logical
Formalizations of Commonsense Reasoning, COMMONSENSE 26ita Nappa, Cyprus.

DIETZ, E.-A., HOLLDOBLER, S.,AND WERNHARD, C. 2013. Modeling the suppression task under weak
completion and well-founded semantidaurnal of Applied Non-Classical Logics

EVANS, J. 2010. Reasoning and imagination.Timinking Twice: Two Minds in One Brai®UP Oxford.

EVANS, J. 2012. Biases in deductive reasoning. Cognitive lllusions: A Handbook on Fallacies and
Biases in Thinking, Judgement and MemdyPohl, Ed. Psychology Press.

EVANS, J., BARSTON, J. L.,AND POLLARD, P. 1983. On the conflict between logic and belief in syllbgis
reasoningMemory & Cognition 113, 295-306.

HEMPEL, C. G. 1966.Philosophy of Natural Scienc®rentice Hall, Englewood Cliffs, NJ.

HOLLDOBLER, S.AND KENCANA RAaMLI, C. D. 2009a. Logic programs under three-valued tukasiewic
semantics. IrLogic Programming, 25th International Conference, ICLFO20P. M. Hill and D. S.
Warren, Eds. Lecture Notes in Computer Science, vol. 56génger, Heidelberg, 464—478.

HOLLDOBLER, S.AND KENCANA RAMLI, C. D. 2009b. Logics and networks for human reasoning. In
International Conference on Atrtificial Neural Networks ARN 2009, Part 1] C. Alippi, M. M. Poly-
carpou, C. G. Panayiotou, and G. Ellinas, Eds. Lecture Not€®mputer Science, vol. 5769. Springer,
Heidelberg, 85-94.

HOLLDOBLER, S., FHILIPP, T., AND WERNHARD, C. 2011. An abductive model for human reasoning.
In Logical Formalizations of Commonsense Reasoning, Paparsthe AAAI 2011 Spring Symposium
AAAI Spring Symposium Series Technical Reports. AAAI Pre&8ambridge, MA, 135-138.

KAKAS, A. C., KOWALSKI, R. A.,AND TONI, F. 1993. Abductive logic programmingournal of Logic
and Computation 26, 719-770.

KowaLskl, R. 2011.Computational Logic and Human Thinking: How to be Artifigidhtelligent Cam-
bridge University Press, Cambridge.

LukAsiEwicz, J. 1920. O logice trojwartoscioweRuch Filozoficzny 5169-171. English translation:
On three-valued logic. In: Lukasiewicz J. and Borkowski éd.). (1990) Selected WorksAmsterdam:
North Holland, pp. 87-88.

PEREIRA, L. M., APARiCIO, J. N.,AND ALFERES J. J. 1991. Hypothetical reasoning with well founded
semantics. IrScandinavian Conference on Artificial Intelligence: ProEthe SCAI'91 B. Mayoh, Ed.
10S Press, Amsterdam, 289—-300.

PEREIRA, L. M. AND PINTO, A. M. 2011. Inspecting side-effects of abduction in logiograms. In_ogic
Programming, Knowledge Representation, and Nonmono®ea&soning: Essays in honour of Michael
Gelfond M. Balduccini and T. C. Son, Eds. LNAI, vol. 6565. Springbe48—163.

SAPTAWIJAYA, A. AND PEREIRA, L. M. 2013. Tabled abduction in logic prograniheory and Practice
of Logic Programming 134-5-Online-Supplement.

STENNING, K. AND VAN LAMBALGEN, M. 2005. Semantic interpretation as computation in norsnon
tonic logic: The real meaning of the suppression t&tgnitive Science &9, 916-960.

STENNING, K. AND VAN LAMBALGEN, M. 2008. Human Reasoning and Cognitive SciendeBradford
Book. MIT Press, Cambridge, MA.



14

ToRASSQ P., CONSOLE, L., PORTINALE, L., AND DUPRE, D. T. 1991. On the relationship between
abduction and deductiodournal of Logic and Computation 5, 661—-690.

VAN GELDER, A., Ross K. A., AND SCHLIPF, J. S. 1991. The well-founded semantics for general logic
programs.Journal of the ACM 383, 619-649.

WASON, P. 1968. Reasoning about a ru@uarterly Journal of Experimental Psychology &)273-281.



	1 Introduction
	2 Preliminaries
	2.1 Three-Valued Łukasiewicz Semantics
	2.2 Weak Completion Semantics

	3 Reasoning in an Appropriate Logical Form
	3.1 Integrity Constraints
	3.2 Abnormalities & Background Knowledge

	4 Abduction and Predictability
	4.1 Abductive Framework
	4.2 Usual Contextual Abduction

	5 Inspection Points
	6 The Expressive Power of Inspection Points in Contextual Abduction
	6.1 Contextual Side-effects
	6.2 Contestable Contextual Side-effects
	6.3 Contextual Relevant Consequences
	6.4 Jointly Supported Contextual Relevant Consequences

	7 Conclusion and Future Work
	8 Acknowledgments
	References

