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Abstract

In this paper, we will show that RT2 +WKL0 is a Π1

1-conservative extension of BΣ0

3.

1 Introduction

The strength of Ramsey’s theorem is well-studied in the setting of reverse mathematics. In this

paper, we will focus on the first-order consequences of Ramsey’s theorem for pairs over the base

system RCA0. On the first-order part of Ramsey’s theorem for pairs and two colors (RT2
2), Hirst[7]

showed that it implies BΣ0
2 and then Cholak/Jockusch/Slaman[2] proved that RT2

2 +WKL0 + IΣ0
2

is a Π1
1-conservative extension of IΣ0

2. Thus, its first-order part is in between BΣ0
2 and IΣ0

2. There

are many studies to determine the exact strength, and recently Chong/Slaman/Yang[3] showed

that RCA0 + RT2
2 does not imply IΣ0

2, and Patey/Yokoyama[8] showed that WKL0 + RT2
2 is a

Π0
3-conservative extension of BΣ0

2, which means that the first-order part of RT2
2 is closer to BΣ0

2.

How about the strength of Ramsey’s theorem for pairs and arbitrarily many colors (RT2)?

Over RCA0, one may easily see that RT2
k implies RT2

k+1, but that does not mean RT2
2 implies RT2

since the induction available within RCA0 is not strong enough. Indeed, the case for RT2 is very

similar to the case for RT2
2 and the following are known.

Theorem 1.1 (Hirst[7]). RT2 + RCA0 implies BΣ0
3.

Theorem 1.2 (Cholak/Jockusch/Slaman[2]). RT2 +WKL0 + IΣ0
3 is a Π1

1-conservative extension

of IΣ0
3.
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Hence, the first-order part of RT2 is between BΣ0
3 and IΣ0

3. Here, we will sharpen the proof

of this theorem, and determine the exact first-order part of RT2, namely it is BΣ0
3. For the basic

notions of this area, see [2, 6, 9].

2 The first-order part of RT2

Our main conservation theorem is the following.

Theorem 2.1. RT2 +WKL0 is a Π1
1-conservative extension of BΣ0

3.

To show the main theorem, we will sharpen the argument from [2], which is used for the proof

of Theorem 1.2.

Theorem 2.2 (Cholak/Jockusch/Slaman[2]). Over RCA0, RT
2 is equivalent to D2 plus COH.

Here, D2 and COH are the following statements.

D2: for any k ∈ N and any ∆0
2-partition N =

⊔
i<k Ai, there exists an infinite set Z ⊆ N such

that Z ⊆ Ai for some i < k,

COH: for any infinite sequence of sets 〈Ri : i ∈ N〉, there exists an infinite set Z ⊆ N such

that (Z ⊆∗ Ri ∨ Z ⊆∗
N \Ri) for any i ∈ N.

(Note that N denotes the set of all natural numbers within RCA0, i.e., if M = (M,S) is a model

of RCA0, N
M =M .)

Since we already know that RCA0 +RT2 implies BΣ0
3, we will consider the first-order strength

of the above two statements over BΣ0
3. Note that D2 and COH are both Π1

2-statements, and Π1
1-

conservation results for Π1
2-statements can be amalgamated, i.e., if both of RCA0 +BΣ0

3 +D2 and

RCA0 + BΣ0
3 +COH are Π1

1-conservative over BΣ0
3 then so is RCA0 +BΣ0

3 + D2 + COH, which is

equivalent to RCA0 + RT2 (see [10]). The strength of COH (together with weak König’s lemma)

over BΣ0
3 is already known.

Theorem 2.3 (Hájek[4], Belanger[1]). WKL0+COH+BΣ0
3 is a Π1

1-conservative extension of BΣ0
3.

Thus, what we need is the following.

Theorem 2.4. RCA0 +D2 + BΣ0
3 is a Π1

1-conservative extension of BΣ0
3.

In [2], it is shown by a variant of Mathias forcing that a computable instance of D2 admits a

low2-solution. On the other hand, low2-sets preserve BΣ0
3 since they won’t add any new Σ0

3-sets.

Thus, the following theorem is essential for Theorem 2.4.

Theorem 2.5. Let (M, {B}) be a countable model of BΣ0
3, and let M =

⊔
i<k Ai be a ∆B

2 -partition

of M for some k ∈M . Then there exists an unbounded ∆B
3 -set G ⊆M such that G ⊆ Ai for some

i < k, and any ΣB⊕G
3 subset of M is already ΣB

3 in M .
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We will prove this theorem in the next section. Assuming this theorem, it is routine work to

prove Theorem 2.4.

Proof of Theorem 2.4. Assume that BΣ0
3 does not prove a Π1

1-sentence ∀Xψ(X). Then there exists

a countable model (M,S) |= BΣ0
3 such that (M,S) |= ¬ψ(B) for some B ∈ S. For X,Y ⊆ M ,

X ≤T Y means that X is ∆Y
1 in M . By using Theorem 2.5 repeatedly, one can construct an

ω-length sequence of subsets of M , B = B0 ≤T B1 ≤T . . . so that

• for any m ∈ ω and ∆Bm

2 -partition M =
⊔

i<k Ai, there exist n ≥ m and an unbouded set

G ≤T Bn such that G ⊆ Ai for some i < k, and,

• any ΣBm

3 subset of M is already ΣB
3 in M .

Put S̄ = {X ⊆ M : X ≤T Bm,m ∈ ω}, then (M, S̄) |= RCA0 + D2 + BΣ0
3 but ¬ψ(B) is still true

in (M, S̄). Hence RCA0 +D2 + BΣ0
3 does not prove ∀Xψ(X).

3 Construction

In this section, we will prove Theorem 2.5. The main idea is formalizing a computability theoretic

construction within a nonstandard model of arithmetic. The following theorem is a basic tool to

formalize standard arguments for Π0
1-classes, and we will use it freely throughout this section.

Theorem 3.1. Let ϕ(X,A) be a Π0
1-formula with exactly displayed the set variables.

1. There exists a Π0
1-formula ψ(A) such that WKL0 proves ∃Xϕ(X,A) ↔ ψ(A).

2. WKL0 proves that ∃Xϕ(X,A) is equivalent to the statement that there exists (a ∆A
2 -code for)

a low set Y relative to A such that ϕ(Y,A).

3. For a given ∆0
2-definable set A (possibly not a second-order object), WKL0 + BΣ0

2 proves

∃Xϕ(X,A) → ∃X∃Y ϕ(X,Y ). Thus, “there exists ∆0
2-definable set A such that ∃Xϕ(X,A)”

can be described by a Π0
1-formula.

Proof. 1 is a well-known fact, see, e.g., [9, Lemma VIII.2.4]. 2 is a low basis theorem for Π0
1-classes

which is formalizable within IΣ0
1 [5]. With BΣ0

2, one can mimic the proof of 1 for ∆0
2-sets, 3 easily

follows from that.

As we mentioned in the previous section, we want to formalize the second low2-solution con-

struction for D2 from [2] within BΣ0
3. However, that construction uses IΣ0

3 in two parts, to find the

right color for a solution, and to do 0
′′-primitive recursion. In the following construction, we need

to avoid these. To overcome the first problem, we will construct solutions for all possible colors,

and see that it works for at least one color in the end. For the second problem, we will still use

0
′′-primitive recursion. In a nonstandard model (M,S) |= BΣ0

3, 0
′′-primitive recursion might end

in nonstandard numbers of steps which form a proper cut of M . Thus, we will decide some finite
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collection of Σ0
2-statements at each step, and finally decide all Σ0

2-statements before 0
′′-primitive

recursion ends, adapting Shore’s blocking argument.

Now we start the construction. Let (M, {B}) be a countable model of BΣ0
3. By the following

theorem, we will work within (M,S) |= WKL0 +BΣ0
3 with B ∈ S.

Theorem 3.2 (Hájek[4]). Let (M, {B}) be a countable model of BΣ0
3. Then there exists S ⊆ P(M)

such that B ∈ S and (M,S) |= WKL0 + BΣ0
3.

In what follows, we will mimic the “double jump control” method in [2]. Let
⊔

i<k Ai = M

be a ∆B
2 -partition for some k ∈ M and B ∈ S. A quintuple p = (F̄ ,X, σ, ℓ0, ℓ1) is said to be a

pre-condition if

• ℓ0, ℓ1 ∈M , σ : ℓ0 × k → 2,

• F̄ is a k-tuple of finite sets 〈Fi : i < k〉 such that Fi ⊆ Ai,

• X is coded by ℓ1 and (a ∆B
2 code for) an infinite lowB set X0 as X = X0 ∩ (ℓ1,∞),

• max F̄ ∪ {ℓ0} < ℓ1, and a code for X0 is bounded by ℓ1.

Here, we call a pair of k-tuple of finite sets and another set (F̄ ,X) with minX > max F̄ a Mathias

pair. (In what follows, we will mainly deal with an infinite Mathias pair, i.e., a Mathias pair with

X infinite, but quantification for Mathias pairs ranges over possibly finite Mathias pairs.) For

finite sets E,F and another set X , we write E ∈ (F,X) ↔ F ⊆ E ⊆ F ∪ X . For two Mathias

pairs (F̄ ,X), (Ē, Y ), we say that (Ē, Y ) extends (F̄ ,X) (write (F̄ ,X) ≥ (Ē, Y )) if Ei ∈ (Fi, X)

for every i < k, and Y ⊆ X .

Next, we define how Mathias pairs force Σ0
1 and Σ0

2-formulas at each color. To control the

complexity of forcing formulas, we consider a triple of the form (F̄ ,X, ℓ), which is a Mathias pair

(F̄ ,X) with a bound ℓ ∈ M . Let θ(n,G[n]) be a Σ0
0-formula with a new variable G. Then we

define strong forcing 
+ for a pair of color i and a Σ0

1-formula ∃n θ(n,G[n]) as

(F̄ ,X, ℓ) + 〈i, ∃n θ(n,G[n])〉 ⇔ ∃n ≤ maxFi θ(n, Fi[n]).

Similarly, let θ(m,n,G[n]) be a Σ0
0-formula with a new variable G. Then we define forcing  for a

pair of color i and a Σ0
2-formula ∃m∀n θ(m,n,G[n]) as

(F̄ ,X, ℓ)  〈i, ∃m∀n θ(m,n,G[n])〉 ⇔ ∃m ≤ ℓ ∀E ∈ (Fi, X)∀n ≤ maxE θ(m,n,E[n]).

Let π(e,m,G) ≡ ∀nπ0(e,m, n,G[n]) be a universal ΠB,G
1 -formula, i.e., a universal Π0

1-formulas

with a new set variable G (and a set parameter B). For a finite partial function σ ⊆ M × k → 2,

we let

σ+ := {〈i, ∃mπ(e,m,G)〉 : σ(e, i) = 1},

σ+,i,≤ℓ := {〈i, ∃m(π(e,m,G) ∧m ≤ ℓ)〉 : σ(e, i) = 1},

σ− := {〈i, ∃mπ(e,m,G)〉 : σ(e, i) = 0}.
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Definition 3.1 (largeness). Let σ be a finite partial function σ ⊆M × k → 2.

1. A Mathias pair (F̄ ,X) is said to be σ-large if for any finite sets of (possibly finite) Mathias

pairs {(Ēt, Y t)}t<s and any bound ℓ′ ∈M such that for all t < s and for all i < k, Et
i ⊆ Ai,

(Ēt, Y t) ≤ (F̄ ,X), ℓ′ ≥ max Ēt, and X ⊇
⊔

t<s Y
t ⊇ X \ ℓ′ (i.e., Y t’s partition a superset

of X \ ℓ′ which is included in X), there exists t < s such that (Ēt, Y t, ℓ′) 6 〈i, ψ〉 for any

〈i, ψ〉 ∈ σ+ and Y t is not bounded by ℓ′.

2. Let i < k, ℓ ∈ M . Then a Mathias pair (F̄ ,X ∩ Ai) is said to be σ-large at i up to ℓ if

the largeness holds for σ+,i,≤ℓ instead of σ+ with considering all possible ∆0
2-definable sets

for Y t’s. Formally, (F̄ ,X ∩ Ai) is σ-large at i up to ℓ if for any ∆0
2-definable finite sets

of Mathias pairs {(Ēt, Y t)}t<s and any bound ℓ′ ∈ M such that for all t < s, Et
i ⊆ Ai,

(Ēt, Y t) ≤ (F̄ ,X ∩ Ai), ℓ
′ ≥ max Ēt, and X ∩ Ai ⊇

⊔
t<s Y

t ⊇ (X ∩ Ai) \ ℓ′, there exists

t < s such that (Ēt, Y t, ℓ′) 6 〈i, ψ〉 for any 〈i, ψ〉 ∈ σ+,i,≤ℓ and Y t is not bounded by ℓ′.

(Here, we consider all ∆0
2-definable sets in (M,S) with any parameters from S. Be aware

that we do not restrict to ∆B
2 -sets.)

Roughly speaking, σ-largeness guarantees that one can find an extension without forcing any

〈i, ψ〉 ∈ σ+ in the future construction.

Remark 3.3. 1. The notion “(F̄ ,X) is σ-large” won’t be changed whether we consider Mathias

pairs (Ēt, Y t) with Y t being a set in the structure or a ∆0
2-definable set by Theorem 3.1.3,

and it is described by a ΠB
2 -formula.

2. For the case “(F̄ ,X ∩Ai) is σ-large at i up to ℓ”, it is essential to consider ∆0
2-definable sets,

and thus the statement cannot be described by a ΠB
2 -formula. In the following construction

(which will be B′′-primitive recursive), we will avoid checking this requirement directly.

Definition 3.2 (condition). A pre-condition p = (F̄ p, Xp, σp, ℓp0, ℓ
p
1) is said to be a condition if

1. (F̄ p, Xp) is σp-large,

2. (F̄ p, Xp, ℓp1)  〈i, ψ〉 for any 〈i, ψ〉 ∈ σp
−,

3. if (F̄ p, Xp ∩Ai) is σ
p-large at i up to ℓp0, then, ∀m ≤ ℓp0, (F̄

p, Xp, ℓp1) 
+ 〈i,¬π(e,m,G)〉 for

any e ≤ ℓp0 with σp(e, i) = 1.

Define P as the set of all conditions. For given two conditions p, q ∈ P, q properly extends p (p ≻ q)

if

(F̄ p, Xp) ≥ (F̄ q, Xq) ∧ ℓp1 ≤ ℓq0 ∧ σ
p ⊆ σq.

For a given condition p = (F̄ p, Xp, σp, ℓp0, ℓ
p
1), we want to find an extension of p. For this, we

introduce a weaker version of the largeness notion.

Definition 3.3 (fairness). Let σ be a finite partial function σ ⊆ M × k → 2. A Mathias pair

(F̄ ,X) is said to be σ-fair if

5



(†) there exist a finite set of Mathias pairs {(Ēt, Y t)}t<s and a bound ℓ′ ∈M such that Et
i ⊆ Ai,

(Ēt, Y t) ≤ (F̄ ,X), ℓ′ ≥ max Ēt, X ⊇
⊔

t<s Y
t ⊇ X \ ℓ′ such that for any t < s,

– if (Ēt, Y t, ℓ′) 6 〈i, ψ〉 for any 〈i, ψ〉 ∈ σ+, then (Ēt, Y t, ℓ′)  〈i, ψ〉 for every 〈i, ψ〉 ∈ σ−,

or,

– Y t is bounded by ℓ′,

and,

(††) for any finite set of Mathias pairs {(Ēt, Y t)}t<s and a bound ℓ′ ∈ M which witness the

condition (†), there exists t < s such that (Ēt, Y t, ℓ′) 6 〈i, ψ〉 for any 〈i, ψ〉 ∈ σ+ and Y t is

not bounded by ℓ′.

Note that “(F̄ ,X) is σ-fair” can be described by a boolean combination of ΣB
2 and ΠB

2 formulas.

Lemma 3.4 (WKL0 + BΣ0
3). Let p = (F̄ p, Xp, σp, ℓp0, ℓ

p
1) be a condition, and let ℓ′ ≥ ℓp1. Then

(F̄ p, Xp) is τ-fair for some τ : ℓ′× k → 2 extending σp. Moreover, one can find a lexicographically

maximal such τ .

Proof. Since p is a condition, (F̄ p, Xp) is σp-fair. We will see by Σ0
2-induction that for any finite

set H ⊆ M × k, there exists τ : dom(σp) ∪ H → 2 such that τ ⊇ σp and (F̄ p, Xp) is τ -fair.

For this, we only need to see that for any σ′ extending σp such that (F̄ p, Xp) is σ′-fair and

(e0, i0) ∈M ×k \dom(σ′), either σ′ ∪{(e0, i0, 0)} or σ′∪{(e0, i0, 1)} satisfies the fairness condition

for (F̄ p, Xp). Assume that (F̄ p, Xp) is not σ′ ∪ {(e0, i0, 1)}-fair. Since any finite set of Mathias

pairs and a bound which witness the condition (†) for (F̄ p, Xp) to be σ′-fair actually witness (†)

for (F̄ p, Xp) to be σ′ ∪ {(e, i, 1)}-fair, the condition (††) for (F̄ p, Xp) to be σ′ ∪ {(e0, i0, 1)}-fair

must fail. Thus, there exist a finite set of Mathias pairs {(Ēt, Y t)}t<s and a bound ℓ′ ∈M which

witness the condition (†) for σ′ ∪ {(e, i, 1)} such that for any t < s, (Ēt, Y t, ℓ′)  〈i, ψ〉 for some

〈i, ψ〉 ∈ σ′
+ ∪ {〈i0, ∃mπ(e0,m,G)〉} or Y t is bounded by ℓ′. Thus, for any t < s, if Y t is not

bounded by ℓ′, then (Ēt, Y t, ℓ′) 6 〈i, ψ〉 for any 〈i, ψ〉 ∈ σ′
+ implies (Ēt, Y t, ℓ′)  〈i, ψ〉 for any

〈i, ψ〉 ∈ σ′
− ∪ {〈i0, ∃mπ(e0,m,G)〉}. This means {(Ēt, Y t)}t<s and ℓ′ witness the condition (†)

for (F̄ p, Xp) to be σ′ ∪ {(e0, i0, 0)}-fair. The condition (††) for σ′ ∪ {(e0, i0, 0)} is automatically

satisfied by the same condition for σ′.

Lemma 3.5 (WKL0 + BΣ0
3). For any p ∈ P, there exists q ∈ P such that q ≺ p. Moreover, one

can construct such an extension in a “left-most” way, i.e., there is a canonical definable way to

choose needed elements in the construction of an extension.

Proof. For a given condition p = (F̄ p, Xp, σp, ℓp0, ℓ
p
1) ∈ P, put ℓ0 = ℓp1. By Lemma 3.4, there exists

a lexicographically maximal τ : ℓ0 × k → 2 which extends σp such that (F̄ p, Xp) is τ -fair. Then

one can find a family of low Mathias pairs {(Ēt, Y t)}t<s (of smallest index) and a bound ℓ′ ∈ M

which witness (†). By (††), pick the smallest t < s such that (Ēt, Y t) is τ -large. Such a t < s

exists by BΣ0
2 since for any ℓ′′ ≥ ℓ′ and for any {(D̄t, Zt)}t<s′′ which refines {(Ēt, Y t)}t<s, one

6



can apply (††) for {(D̄t, Zt)}t<s′′ and ℓ′′. Note that τ -largeness implies that (Ēt, Y t, ℓ′) 6 〈i, ψ〉

for any 〈i, ψ〉 ∈ τ+ and Y t is infinite, thus, by (†), (Ēt, Y t, ℓ′)  〈i, ψ〉 for any 〈i, ψ〉 ∈ τ−.

Now (Ēt, Y t, τ, ℓ0, ℓ
′) satisfies the first and second clauses to be a condition. For the third

clause, we use the following claims. We say that (D̄′, Z ′) is a finite extension of (D̄, Z) at i if

(D̄′, Z ′) ≤ (D̄, Z), Z \ Z ′ is finite, and D′
i′ = Di′ for any i′ 6= i. One can observe that finite

extensions preserve τ -largeness.

Claim. Let (D̄, Z) be a finite extension of (Ēt, Y t) at i. If (D̄, Z ∩ Ai) is τ-large at i up to ℓ0,

then for any e < ℓ0 such that τ(e, i) = 1, there exists a finite extension (D̄′, Z ′) ≤ (D̄, Z) at i such

that D′
i ∈ (Di, Z ∩ Ai) and (D̄′, Z ′,max D̄′ ∪ {ℓ′}) + 〈i, ∀m ≤ ℓ0 ¬π(e,m,G)〉.

Claim. If (Ēt, Y t ∩ Ai) is τ-large at i up to ℓ0, then there exists a finite extension (D̄′, Z ′) ≤

(Ēt, Y t) at i such that D′
i ∈ (Et

i , Y
t ∩Ai) and (D̄′, Z ′,max D̄′ ∪ {ℓ′}) + 〈i, ∀m ≤ ℓ0 ¬π(e,m,G)〉

for all e < ℓ0 such that τ(e, i) = 1.

One can easily check the first claim by unfolding the definition of τ -largeness at i up to ℓ0.

Since finite extensions preserve τ -largeness at i, the second claim is obtained by applying the first

claim repeatedly. (This is possible within IΣ0
2.)

Now we define (D̄∗, Z∗) ≤ (Ēt, Y t) as follows. For each i < k, check whether there exists a

finite extension (D̄′, Z ′) ≤ (Ēt, Y t) at i such that D′
i ∈ (Et

i , Y
t∩Ai) and (D̄′, Z ′,max D̄′∪{ℓ′}) +

〈i, ∀m ≤ ℓ0 ¬π(e,m,G)〉 for all e < ℓ0 with τ(e, i) = 1. (Note that this condition can be expressed

by a ΣB
2 -formula.) Put D∗

i = D′
i if such D̄

′ exists, and put D∗
i = Et

i otherwise. (More precisely,

one can pick minimal such D̄∗ within IΣ0
2.) Put Z∗ = Y t \ [0,max D̄∗]. Then, by the second claim,

one can observe that for all i < k and e ≤ ℓ0, (D̄
∗, Z∗,max D̄∗ ∪ {ℓ′}) + 〈i, ∀m ≤ ℓ0 ¬π(e,m,G)〉

if (D̄∗, Z∗ ∩ Ai) is τ -large at i up to ℓ0 and τ(e, i) = 1. Take the minimal ℓ1 so that ℓ1 bounds

max D̄∗ ∪ {ℓ′} and a code for Z∗. Then q = (D̄∗, Z∗, τ, ℓ0, ℓ1) is the desired extension.

For a given p ∈ P, the extension constructed in the proof of Lemma 3.5 is said to be a left-

most successor of p. Note that “q is a left-most successor of p” can be described by a boolean

combination of Σ0
2 and Π0

2 formulas.

Let p0 ≻ p1 ≻ . . . be the left-most path of P, i.e., pi+1 is a left-most successor of pi. More

formally, put

G = {pn : ∃〈pj | j ≤ n〉(p0 = (∅,N, ∅, 0, 1) ∧ ∀j < n(pj+1 is a left-most successor of pj))},

J = {n : ∃〈pj | j ≤ n〉(p0 = (∅,N, ∅, 0, 1) ∧ ∀j < n(pj+1 is a left-most successor of pj))}.

Both of J and G are ΣB
3 . Note that J may form a proper cut of M .

Lemma 3.6 (WKL0 + BΣ0
3). G is unbounded, i.e., for any x ∈ M , there exists pi ∈ G such that

ℓpi

1 > x.

Proof. Assume that G is bounded by some ℓ̄ ∈ M . Then the first existential quantifier in the

definition of J is bounded. Thus it is defined by a boolean combination of ΣB
2 and ΠB

2 formulas.

Hence J has a maximal element by IΣ0
2, which contradicts Lemma 3.5.

7



Thus, G is cofinal in M . Our next task is to see that at some i < k, the construction of a

solution works for any j ∈ J . If we can find such i < k, then
⋃

j∈J F
pj

i is unbounded in M .

For each j ∈ J , put

ηj := {i < k : ∀m ≤ ℓ
pj

0 (F̄ pj , Xpj , ℓ
pj

1 ) + 〈i,¬π(e,m,G)〉 for any e ≤ ℓ
pj

0 with σpj (e, i) = 1}.

Here, i ∈ ηj means that the construction for color i is sill working at stage j ∈ J . Trivially, ηj ⊇ ηj
′

if j ≤ j′.

Lemma 3.7 (WKL0 + BΣ0
3). η

j 6= ∅ for any j ∈ J .

Proof. By the definition of the condition, it is enough to show that (F̄ pj , Xpj ∩Ai) is σ
pj -large at i

up to ℓ
pj

0 for some i < k. Assume not, then for each i < k there exists a witness {(Ēt,i, Y t,i)}t<si so

that (F̄ pj , Xpj ∩Ai) is not σ
pj -large at i up to ℓ

pj

0 . Then the union {(Ēt,i, Y t,i)}t<si,i<k indicates

that (F̄ pj , Xpj) is not σpj -large by Remark 3.3.1, which is a contradiction.

Lemma 3.8 (WKL0 + BΣ0
3). There exists i < k such that i ∈ ηj for any j ∈ J .

Proof. Assume that such i < k does not exist. Then we have ∀i < k ∃ℓ̄∃j ∈ J(i /∈ ηj ∧ ℓ
pj

1 < ℓ̄).

Thus, by BΣ0
3, there exists ℓ ∈ N such that ∀i < k ∃j ∈ J(i /∈ ηj ∧ ℓ

pj

1 < ℓ̄). By Lemma 3.6,

there exists pj′ ∈ G such that ℓ
pj′

1 > ℓ̄. Then ηj
′

= ∅ by the monotonicity of ηj , which contradicts

Lemma 3.7.

Proof of Theorem 2.5. By Lemma 3.8, pick a color i < k such that i ∈ ηj for every j ∈ J and put

G :=
⋃

j∈J F
pj

i . Then G ⊆ Ai. Take einf ∈ N so that ∀m∃n > m(n ∈ G) ↔ ∀m¬π(einf ,m,G).

Then, for large enough j ∈ J , σpj (einf , i) = 1 since “G is finite” is never forced by an infinite

Mathias pair. Thus, G is infinite by the third clause of the definition of conditions. G is ∆B
3 since

x ∈ G ↔ ∃j ∈ J(ℓ
pj

0 > x ∧ x ∈ F
pj

i ) and x /∈ G ↔ ∃j ∈ J(ℓ
pj

0 > x ∧ x /∈ F
pj

i ). For any e ∈ N,

∀m¬π(e,m,G) holds if and only if ∃j ∈ J(ℓ
pj

0 > e ∧ σpj (e, i) = 1). Thus, any ΠB⊕G
2 -formula is

equivalent to a ΣB
3 -formula, and hence any ΣB⊕G

3 -formula is equivalent to a ΣB
3 -formula.
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