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7 On Singular Stationarity II

(tight stationarity and extenders-based methods)

Omer Ben-Neria

Abstract

We study the notion of tightly stationary sets which was intro-
duced by Foreman and Magidor in [8]. We obtain two consistency
results which show that it is possible for a sequence of regular cardi-
nals 〈κn〉n<ω to have the property that for every sequence ~S, of some

fixed-cofinality stationary sets Sn ⊆ κn, ~S is tightly stationary in a
generic extension. The results are obtained using variations of the
short-extenders forcing method.

1 Introduction

This paper is a contribution to the study of singular stationarity. We
prove two consistency results concerning the notion of tightly stationary
sets, which was introduced by Foreman and Magidor in the 1990s. Two
notions of singular stationarity were introduced and studied in [8]: Mutual
Stationarity and Tight Stationarity. Both notions are related to properties
of sequences 〈Si | i < τ〉 of sets Si ⊆ κi for an increasing sequence of regular
cardinals 〈κi | i < τ〉. It is shown that the notion of tight stationarity sets
is a strengthening of mutually stationary which satisfies analogs of the well-
known Fodor’s Lemma and Solovay’s splitting theorem for stationary sets
of regular cardinals. Foreman and Magidor raised the question of whether
every mutually stationary sequence is tightly stationary. Models containing
mutually stationary sequences on the cardinals 〈ωn | n < ω〉 which are not
tight were obtained by Cummings, Foreman, and Magidor, and by Steprans
and Foreman ([6]). Chen and Neeman ([4]) obtained a strong global result
of a model in which there are mutual and non-tight stationary sequences on
every increasing ω-sequence of regular cardinals. Moreover, they show that
the property of their model is immune to further forcing by a wide class of
natural posets.
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In [2], several consistency results regarding mutually stationary were ob-
tained by the author. The goal of this paper is to introduce two positive
results concerning tightly stationary sets. We construct models which con-
tain a sequence of regular cardinals ~κ = 〈κn | n < ω〉 with the property that
every sequence ~S = 〈Sn | n < ω〉 of stationary sets of some fixed cofinality
Sn ⊆ κn is tightly stationary in a forcing extension. This shows there is
no natural indestructible obstruction to constructing models in which the
notions of mutual stationarity and tight stationarity coincide.

The methods we apply to obtain the results are called extender-based
forcing methods. They are known for their ability to generically add scales to
products of cardinals

∏

n κn, which are known to be connected with tightly
stationary sequences. In [5], the authors have established many connections
between scales and tight structures. These connections have been further
studied and extender in [3], and obtained strong failure results of tight sta-
tionarity.

Building on the known connections between tight stationarity and scales,
we are able to reduce the problem of forcing a sequence 〈Sn | n < ω〉 to be
tightly stationary to forcing a scale ~f = 〈fα | α < λ〉 in

∏

n κn with certain
properties (i.e., scales with stationarily many good continuous points δ < λ
for which fδ(n) ∈ Sn for all but finitely many n < ω). This approach leads
us to the following two results.

Theorem 1.1. Suppose that 〈κn | n < ω〉 is an increasing sequence of (+1)-
extendible cardinals. Then for every sequence of fixed-cofinality stationary
sets ~S = 〈Sn | n < ω〉 with Sn ⊆ κn, there exists a generic extension in
which ~S is tightly stationary.

Theorem 1.2. It is consistent relative to the existence of a sequence 〈κn |
n < ω〉 of cardinals κn which are κ+n+3

n -strong, that there is a model with a
subset 〈ωsn | n < ω〉 of the ωn’s such that every fixed-cofinality sequence of
stationary sets Sn ⊆ ωsn is tightly stationary in a generic extension.

Although it might seem, at first glance, that the second theorem is su-
perior to the first one in every parameter, the second theorem provides a
result which is less canonical in the following sense: As opposed to the first
theorem, where the sequence of cardinal 〈κn | n < ω〉 is given in advance,
the sequence of cardinals 〈ωsn | n < ω〉 in the second theorem does not exist
in the minimal ground model (i.e., in the core model K or the mantle of the
final generic extension) but rather obtained as a Prikry generic sequence in
some intermediate extension.

Both theorems are obtained using variants of the short-extenders forc-
ing method of Gitik ([10] and [11]). To prove Theorem 1.1, we apply the
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short-extenders method to a sequence of long extenders1 and argue that if
the extenders are derived from (+1)-extendible embeddings then every sta-
tionary sequence in the ground model is tight in the generic extension. For
Theorem 1.2, we force with variants of the short-extenders forcing where
the nth assignment function an depends on the generic information of the
previous Prikry points of the normal generators.

Organization of the paper - In Section 2, we review relevant results
which connect the notions of approachable sets, tight structures, and scales.
The description follows the work of Cummings, Foreman, and Magidor from
[5]. We conclude Section 2 with a result (Proposition 2.11) which reduces
the problem of obtaining tightly stationary sequences to the existence of a
certain scale. In Section 3, we describe Gitik’s extenders-based forcing and
its main properties. We then show that a long-extender variant of this forc-
ing produces a desirable scale and prove Theorem 1.1. Finally, in Section
4, we introduce a variant of the short-extenders forcing which allows us to
obtain a similar construction below ℵω and prove Theorem 1.2.

Our notations are (hopefully) standard with the exception that our forc-
ing convention follows the Jerusalem forcing convention. This means that
for two conditions p, q in poset (P,≤), the fact p is stronger than q (i.e., it
is more informative) will be denoted by p ≥ q.

2 Preliminaries

The purpose of this section is to define the notions of tight structures and
tightly stationary sequences and review their connections with the existence
of scales with many good points. The connections go through the notions
of internally approachable structures and results by Cummings, Foreman,
Magidor, and Shelah. Our presentation follows the description of [5], and
we refer the reader to this paper for an extensive treatment of the subject.

We commence by defining the notions of tight structures and tightly
stationary sequences from [8].

Definition 2.1. 1. Let ~κ = 〈κn | n < ω〉 be an increasing sequence of
regular cardinals and A an algebra expanding 〈Hθ,∈, <θ〉 for some
regular cardinal θ > ∪nκn. A subalgebra M ≺ A is called tight for ~κ
if ~κ ∈ M and for every g ∈

∏

n(M ∩ κn) there exists f ∈ M ∩
∏

n κn
such that g(n) < f(n) for all n < ω.

1i.e., a (κn, jn(κn))-extender derived from an embedding jn with critical point κn.
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2. A stationary sequence in ~κ is a sequence ~S = 〈Sn | n < ω〉 so that
Sn ⊆ κn is stationary for every n < ω. ~S is tightly stationary if for
every algebra A there exists a tight substructure M ≺ A such that
sup(M ∩ κn) ∈ Sn for every n < ω (we say that M meets Sn).

It is not difficult to see that in the definition of a tight structure, we can
replace the last requirement with a slightly weaker one, which demands that
for every g ∈

∏

n(M ∩κn) there exists f ∈ M ∩
∏

n κn such that g(n) < f(n)
for all but finitely many n < ω (also denoted by g <∗ f).

We will focus on the case where the sets Sn in ~S consist of ordinals
of some fixed cofinality. That is, sequences ~S for which there exists some
regular µ < ∪nκn, such Sn is defined for every n with µ < κn and Sn ⊆
κn ∩Cof(µ). To show that a certain sequence ~S is tightly stationary we will
show that every algebra A has a tight subalgebra M ≺ A of size |M | = µ,
such that sup(M ∩ κn) ∈ Sn for all but finitely many n < ω. Obtaining this
suffices to show that ~S is tightly stationary since by a well-known argument
of Baumgartner ([1]), adding ordinals to M below a cardinal κi does not
change its supremum below any regular cardinal κ > κi in M . The same
argument shows that this addition does add a new function f ∈

∏

n κn
which dominates every function in M ∩

∏

n κn in the κω = ∪nκn directed
order <∗, which is defined by f <∗ g if and only if f(n) < g(n) for all but
finitely many n < ω. It follows that for every finite sequence of stationary
sets Sm, Sm+1, . . . , Sk with Si ⊆ κi ∩ Cof(µ), there exists an elementary
extension M ′ of M , which meets Sn for all n with κn > µ, and further
satisfies

• sup(M ′ ∩ κn) = sup(M ∩ κn) for almost all n < ω.

• Every function in M ′ ∩
∏

n κn is dominated in <∗ by a function in
M ∩

∏

n κn.

The last, combined with the fact M is tight, guarantees M ′ is also tight.

Remark 2.2. The same considerations show that the ideal-based methods
which were used in [2] to obtain mutually stationary sequences are not useful
in the context of tight stationarity. The reason is that substructures M ≺ A

constructed in [2] are limits of ω-chains of structures, M = ∪nMn, where M0

is a tight structure, and for each n < ω, Mn+1 is obtained from Mn by adding
a family s(α) of sets of ordinals below κn+1 (i.e, Mn+1 = SKA(Mn ∪ s(α)))
so that Mn+1 ∩ κn = Mn ∩ κn and sup(Mn+1 ∩ κn+1) ∈ Sn+1. While it is
clear that sup(Mn ∩ κn) > sup(M0 ∩ κn) for almost all n, it is possible to
show by induction on n, using Baumgartner’s argument, that M0 ∩

∏

n κn
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is <∗-cofinal in the product Mk ∩
∏

n κn for all k, and thus also in M ∩
∏

n κn. Consequently, the functions in M ∩
∏

n κn, which are dominated by
the functions in M0 ∩

∏

n κn, cannot dominate all function in the product
∏

n(M ∩ κn), which is strictly bigger than the product
∏

n(M0 ∩ κn).

We proceed to describe the connection between tight structures, ap-
proachable ordinals, and scales.

2.1 Internally approachable structures

Definition 2.3. Let A be an algebra expanding 〈Hθ,∈, <θ〉 for some regular
cardinal θ.

1. A sequence ~M = 〈Mi | i < ρ〉 of substructures Mi ≺ A is called
an internally approachable chain if it is ⊆-increasing and continuous2,
and for every successor ordinal j < δ, ~M ↾ j = 〈Mi | i < j〉 belongs to
Mj.

2. A substructure M ≺ A is called internally approachable (IA) if there
exists an IA chain 〈Mi | i < ρ〉 such that M =

⋃

i<ρMi.

We refer to ρ in the definition as the length of the IA chain.
Internally approachable structures satisfy many natural properties. We

list three.

Theorem 2.4 ([5]). Suppose that δ is a regular uncountable cardinal and
that M is a limit of an IA chain ~M = 〈Mi | i < δ〉. Then

1. δ ⊆ M .

2. For every regular cardinal κ < δ in M , cf(M ∩ κ) = δ.

3. Suppose that ~κ = 〈κn | n < ω〉 is an increasing sequence of regular
cardinals. If ~κ ∈ M and |M | < κ0 then every function in

∏

n(M ∩κn)
is pointwise dominated by a function in M ∩

∏

n κn. Therefore, M is
tight for ~κ.

Regarding the third statement, we note that since M is a limit of an IA
chain ~M = 〈Mi | i < δ〉 of uncountable length δ, then the range of every
function f ∈

∏

n(M ∩ κn) is contained in Mi for some i < δ. Thus f is
dominated by the characteristic function χ~κ

Mi
of Mi, defined by χ~κ

Mi
(n) =

sup(Mi ∩ κn). This function clearly belongs to M ∩
∏

n κn since Mi does.

2i.e., Mi ⊆ Mj for all i < j, and Mγ =
⋃

i<γ Mi if γ < ρ is a limit ordinal.

5



2.2 Existence of IA structures

We state two results by Shelah and by Foreman and Magidor, which to-
gether, guarantee the existence of many ordinals δ which are of the form
sup(N ∩ λ) form some IA structure N of size |N | = cf(δ).

Definition 2.5. Let λ be a regular cardinal and ~a = 〈aν | ν < λ〉 be a
sequence of bounded subsets of λ. A limit ordinal δ < λ is said approachable
with respect to ~a if there is a cofinal subset D ⊆ δ of minimal ordertype
otp(D) = cf(δ), such that for every β < δ, D ∩ β ∈ ~a ↾ δ = 〈aν | ν < δ〉. We
denote the set of approachable ordinals with respect to ~a by S~a.

Theorem 2.6 (Shelah,[13]). Suppose that λ = η+ is a successor cardinal.
Then for every regular cardinal µ < η there exists a sequence ~a ⊆ [λ]<λ such
that S~a ∩ Cof(µ) is stationary in λ.

Foreman and Magidor established the connection between approachable
ordinals and internally approachable structures.

Theorem 2.7 (Foreman-Magidor [7]). Let λ be a regular cardinal and ~a =
〈aα | α < λ〉 be a sequence of bounded subsets of λ. Suppose that A is an
algebra which expands 〈Hθ,∈, <θ,~a〉 for some regular θ > λ. Then there
exists a closed unbounded set C ⊆ λ such that for every δ ∈ C ∩ S~a there is
an IA chain of length µ = cf(δ) whose limit M ≺ A has cardinality µ and
satisfies that sup(M ∩ λ) = δ.

The idea is to start with a long IA chain 〈Mi | i < λ〉 of substructures
of A and take C to be the club of δ < λ such that Mδ ∩ λ = δ. Then, for
δ ∈ C∩S~a, Mδ contains ~a ↾ δ and we can therefore approximate some cofinal
D ⊆ δ of ordertype µ = cf(δ) in Mδ . With this, one can create an IA-chain
of µ-sized structures 〈Nν | ν < µ〉 within Mδ, each of which is the Skolem
hull in some Mi of initial segments of D. The union of these substructures
is an IA-structure N ⊆ Mδ of size µ, which contains D and thus satisfies
sup(N ∩ λ) = δ.

Corollary 2.8. Suppose that λ = η+ is a successor cardinal and µ < η is
regular. Then for every regular cardinal θ > λ and an algebra A expanding
〈Hθ,∈, <θ〉 there is a sequence ~a such that S~a∩Cof(µ) is stationary in λ and
for every δ ∈ S~a there is an IA substructure M ≺ A of length and cardinality
µ such that sup(M ∩ λ) = δ.
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2.3 Scales and IA structures

Let <∗ be the order relation on functions f from ω to the ordinals, defined
by f <∗ g if and only if f(n) < g(n) for all but finitely many n < ω.

Definition 2.9. Let ~κ = 〈κn | n < ω〉 be an increasing sequence of regular
cardinals. A sequence of functions ~f = 〈fα | α < λ〉 is called a scale on
∏

n κn if it satisfies the following conditions:

1. ~f is increasing in the order <∗;

2. ~f is cofinal in the structure (
∏

n κn, <
∗) in the sense that for every

g ∈
∏

n κn there exists some α < λ such that g <∗ fα; and

3. for every α < λ, fα(n) < κn for all but finitely many n < ω.

Our definition of a scale is a slight relaxation of the usual definition of a
scale, which further requires that ~f to be contained in

∏

n κn (namely, that
fα(n) < κn for all n < ω). The two versions are equivalent for all of our
purposes and it is not difficult to transform a sequence ~f which is a scale
according to our definition to a scale accordring to the standard definition.

We proceed to define exact upper bounds and continuity points of scales.

Definition 2.10. Let ~f = 〈fα | α < λ〉 be a scale on some product
∏

n κn.

1. Let δ < λ and ~f ↾ δ = 〈fα | α < δ〉. We say that a function g ∈
∏

n κn
is an exact upper bound (eub) of ~f ↾ δ if ~f ↾ δ is a scale on

∏

n g(n).

2. We say that an ordinal δ < λ is a continuity point of ~f if either ~f ↾ δ
does not have an eub, or fδ is such a bound.

It is not difficult to verify that if g1 and g2 are two eubs of ~f ↾ δ then
g1(n) = g2(n) for almost all n < ω.

Let A be an algebra expanding 〈Hθ,∈, <θ〉 for some regular cardinal θ,
and M ≺ A be a tight substructure which contains a scale ~f = 〈fα | α < λ〉
on

∏

n κn. Denote sup(M ∩λ) by δ. We make a few observations concerning
~f ↾ δ and M .

1. Every function inM∩ ~f is <∗-dominated by the characteristic function
χ~κ
M of M , defined by χ~κ

M (n) = sup(M ∩ κn).

2. Suppose h is a function in
∏

n χ
~κ
M (n). Then h is pointwise dominated

by a function g ∈
∏

n(M ∩ κn). Now, since M is tight, g is <∗-
dominated by some f ∈ M ∩

∏

n κn, which, in turn, is <∗-dominated

by some fα ∈ M ∩ ~f .
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3. It follows from the last two observations that χ~κ
M is an eub of ~f ∩M .

Since ~f ∩M is cofinally interleaved in the ordering <∗ with ~f ↾ δ, we
conclude that χ~κ

M is an eub of ~f ↾ δ.

By combining the last observation with Corollary 2.8, and the fact that
every IA structure is tight, we obtain the following conclusion.

Proposition 2.11. Let ~κ = 〈κn | n < ω〉 be an increasing sequence of
regular cardinals whose limit is κω = ∪nκn. Suppose that ~f = 〈fα | α < λ〉
is a scale on

∏

n κn of a successor length λ ≥ κ+ω and that A is an algebra

expanding 〈Hθ,∈, <θ, ~f〉 for some regular cardinal θ > λ. Then for every
regular cardinal µ < κω there is a sequence ~a ⊆ [λ]<λ and a closed unbounded
set C ⊆ λ such that S~a ∩Cof(µ) is stationary in λ and for every δ ∈ S~a ∩C
there is a tight substructure M ≺ A which satisfies that sup(M ∩ λ) = δ
and χ~κ

M is an eub of ~f ↾ δ. If moreover, δ is a continuity point of ~f then
sup(M ∩ κn) = fδ(n) for almost every n < ω.

3 Short extenders forcing and tight stationarity

The purpose of this section is to prove Theorem 1.1. The proof is obtained by
forcing with a version of Gitik’s short extenders-based forcing with certain
long extenders. Our presentation follows [11] for the most part and omits
most of the technical proofs. The only exception to this is that we will
replace the notion of k-good ordinals in [11] with the more recent one from
[10]. We commence by describing the large cardinal framework which is used
to construct the forcing.

3.1 Ground model assumptions and related forcing prelimi-

naries

Let κ be a measurable cardinal and j : Vκ+1 → N be an elementary em-
bedding of transitive sets with critical point κ such that κN ⊆ N . We
say

1. j is λ-strong for some λ ≤ j(κ) if Vλ ⊆ N .

2. j is (+1)-extendible if N = Vj(κ)+1.

Correspondingly, we say

• κ is λ-strong if there exists a λ-strong embedding j as above, with
λ < j(κ).
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• κ is superstrong if there exists an embedding j as above which is j(κ)-
strong.

• κ is (+1)-extendible if there exists a (+1)-extendible embeding j as
above.

These notions are consistency-wise increasing in the large cardinal hi-
erarchy: A (+1)-extendible cardinal is superstrong, and the consistency of
a superstrong cardinal implies the consistency of a cardinal κ which is λ-
strong for every λ. Furthermore, if κ is κ+ supercompact cardinal, then it
is a limit of (+1)-extendible cardinals (see [12]).

For the rest of the section, we assume V is a model of GCH which
contains an increasing sequence of cardinals ~κ = 〈κn | n < ω〉 such that
each κn is the critical point of an elementary embedding jn : Vκn+1 → Nn

which is λn-strong for some regular λn with κ+n+2
n ≤ λn ≤ jn(κn). We also

fix a regular cardinal χ >> κω = ∪nκn and a structure (Hχ,∈, <χ). For
each n < ω, we derive an (κn, λn)-extender En from jn as follows. For every
ordinal α ∈ [κn, λn) let En(α) be the κn-complete measure on κn defined by
X ∈ En(α) ↔ α ∈ jn(X). We define a Rudin-Kiesler order on the indicies
of En by writing α ≤En β if and only if α ≤ β and there exists a function
f : κn → κn so that jn(f)(β) = α. For each α ≤En β we denote the first
function f with the above property in the well ordering <χ by πβ,α, with
the possible exception when α = β, in which case we take πβ,β to be the
identity function. It turns out that the ordering ≤En is κn-directed ([9]).

We proceed to define the notion of k-good indices. Our notion here
deviates from the description of [11], and follows [10].

Definition 3.1. For any two integer values 1 < k ≤ n, let An,k be the
structure (Hχ+k ,∈, <χ+k , χ,En, 〈α | α ≤ κ+k

n 〉)3. We assume that the well-
ordering <χ+k of Hχ+k extends the given order <χ of Hχ. An ordinal δ < λn

is called k-good if there exists an elementary substructure Mn,k(δ) ≺ An,k

so that Mn,k(δ)∩λn = δ. δ is said to be good if it is k-good for every k ≤ n.

It is easy to see that the set of good ordinals α is closed unbounded in λn

for each n < ω. We end this part with a simple but important observation.

Lemma 3.2. An,l ∈ An,k for every n < ω and l < k < ω. We therefore
have

3namely, An,k is the expansion of (Hχ+k ,∈, <χ+k , χ, En), in a language which contains

κ+k
n additional constant symbols, cα, α < κ+k

n , so that each cα is interpreted in the model
An,k as α.
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1. An ordinal γ < λn is l-good iff An,k |= γ is l-good .

2. Suppose that γ is k-good and x ∈ An,k is a set of ordinals with min(x) ≥
γ. For every formula φ(v) in parameters from Mn,k(γ), if An,k |= φ(x)
then for every γ′ < γ there exists a set of ordinals x′ ∈ Mn,k(γ) (in
particular x′ ⊆ γ) such that min(x′) > γ′ and Mn,k(γ) |= φ(x′).

Assuming GCH, there are only κ++
n ultrafilters on κn and if k ≥ 2 they

are all definable in An,k. We can therefore apply Lemma 3.2 to statements
which involve ultrafilters and their Rudin-Kiesler projections. For example,
if γ is a good ordinal and δ ∈ [γ, λn) satisfies that En(δ) = U for some
ultrafilter U (which must belong to Mn,k(γ)) then for every γ′ < γ there
exists some δ′ ∈ (γ′, γ) such that En(δ

′) = U as well. This ability to move
around indices of En measures without changing their essential ultrafilter
information, plays a major role in the proof that the extenders-based Prikry-
type poset P satisfies κ++

ω .c.c.

3.2 The forcing (P,≤,≤∗)

Let κω = ∪nκn. Before we proceed to define the main poset P, we introduce
some relevant terminology involving partial functions from κ++

ω to λn and
subsets of κn.

Definition 3.3 (Relevant components).

1. A set rn ∈ [λn]
<κn is called k-relevant for some k ≤ n if it consists of

k-good ordinals and has a maximal ordinal in the ≤En ordering.

2. A pair (rn, An) of a sets rn ∈ [λn]
<κn and An ⊆ κn is k-relevant if rn

is k-relevant with a maximal ordinal γn = max(rn), An ∈ En(γn), and
the following conditions hold.

• For every two ordinals α < β in rn and ν ∈ An, πγn,α(ν) <
πγn,β(ν).

• Suppose that α ≤En β ≤En γ are three ordinals in rn and ν ∈
πγn,γ“A. Then

πγ,α(ν) = πβ,α ◦ πγ,β(ν).

3. A pair (an, An) of a partial function an : κ++
ω → λn and a subset

An ⊆ κn, is called k-relevant if an is order preserving and (rng(an), An)
is k-relevant in the above sense.
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We turn to define the forcing P which adds κ++
ω -many new ω-sequences

below κω. Conditions in P are sequences p = 〈pn | n < ω〉 which satisfy the
following conditions:

1. There exists some ℓ < ω such that for every n < ℓ, pn = fn is a partial
function from κ++

ω to κn, of size |fn| ≤ κω.

2. For every n ≥ ℓ, pn = 〈an, An, fn〉 where

• fn is a partial function from κ++
ω to κn of size |fn| ≤ κω,

• (an, An) is a kn-relevant pair for some kn ≥ 2, where an is a
partial function from κ++

ω to λn, and dom(an) ∩ dom(fn) = ∅.

3. dom(an) ⊆ dom(am) for every n ≤ m.

4. κn ∈ rng(an) for all n ≥ ℓ.

5. The sequence 〈kn | n < ω〉 is nondecreasing and unbounded in ω.

We will frequently use the following conventions when referring to con-
ditions p ∈ P: The integer ℓ in the definition of p will be denoted by ℓp. The
functions fn in the definition will be denoted by fp

n, and similarly, for every
n ≥ ℓp, we will denote an and An by apn and Ap

n respectively.
The order relation ≤ of the poset P is the closure of the following two

basic operations.

1. Given a condition p ∈ P, a direct extension of p is a condition q
which satisfies the following conditions:

• ℓq = ℓp;

• fp
n ⊆ f q

n for all n < ω;

• apn ⊆ aqn for all n ≥ ℓq; and

• for every n ≥ ℓq, if γqn = max(rng(aqn)) and γpn = max(rng(apn)),
then Aq

n ⊆ π−1
γ
q
n,γ

p
n
(Ap

n).

The fact that q is a direct extension of p is denoted by p ≤∗ q.

2. Given a condition p ∈ P, a one-point extension of p is a condition
p′ with the following properties:

• ℓp
′

= ℓp + 1;

• pn = p′n for all n 6= ℓp; and
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• denoting max(dom(apℓp)) by η, there exists some ν ∈ Ap
ℓp such

that

p′ℓp = fp
ℓp ∪ {〈τ, πap

ℓp
(η),ap

ℓp
(τ)(ν)〉 | τ ∈ dom(apℓp)}

The fact that p′ is obtained as a one-point extension of p by ν ∈ Ap
ℓp

is denoted by writing p′ = p⌢〈ν〉.

As mentioned above, the order ≤ of P is the one which is generated by
the two given operations. Therefore, for two conditions p, q ∈ P, q extends
p (denoted p ≤ q) if it obtained from p by finitely many applications of
one-point extensions and direct extensions. It is routine to verify that if q
extends p then q is a direct extension of a condition of the form

p⌢〈νℓp , νℓp+1, . . . , νt〉 = (. . . ((p⌢〈νℓp)〉
⌢〈νℓp+1)〉 . . . )

⌢〈νt〉

which is the condition obtained from p by taking (t+1− ℓp) many one-point
extensions with ordinals νn ∈ Ap

n for every n, ℓp ≤ n ≤ t.
Let p = 〈pn | n < ω〉 be a condition in P. For every m < ω we decompose

p into the two parts, p ↾ m = 〈pn | n < m〉 and p ⇂ m = 〈pn | n ≥ m〉.
With this, we define P<m = {p ↾ m | p ∈ P} and P≥m = {p ⇂ m | p ∈ P}.
It is not difficult to see that that the orders ≤ and ≤∗ on P naturally order
relations on P<m and P≥m for every m < ω. Moreover, for every p ∈ P and
m ≤ ℓp, the poset (P/p,≤) naturally breaks into the product (P≤m/p ↾ m,≤
)× (P>m/p ⇂ m,≤). The same holds if we replace ≤ by ≤∗. Finally, we note
that if m ≤ ℓp then the restrictions of ≤ and ≤∗ to P<m/p ↾ m coincide.

We list several basic properties of P which are immediate consequences
of the definitions.

Lemma 3.4.

1. P satisfies the Prikry condition. That is, for every statement σ of the
forcing language (P,≤) and every condition p ∈ P there exists a direct
extension p∗ ≥∗ p such that p∗ decides σ. The same is true for P<m

and P≥m for every m < ω.

2. For every m < ω, the direct extension order ≤∗ of P≥m is κm-closed.

3. For every condition p ∈ P and m ≤ ℓp, the order ≤ of P<m is κ+ω -
closed.

4. For every condition p ∈ P, the direct extension order of P/p is κℓp-
closed.

12



The last property implies that the forcing P does not add new bounded
subsets to κω. Next, we state a technical strengthening of the Prikry Lemma
which follows from the argument of its proof.

Lemma 3.5. Let D ⊆ P be an open dense set (in the usual order ≤).
For every condition p ∈ P there are k ≥ ℓp and p∗ ≥∗ p so that for every
~ν = 〈νℓp , . . . , νk−1〉 ∈

∏

ℓp≤n<k A
p∗

n , p∗⌢~ν belongs to D 4.

A standard application of Lemma 3.5 it that the forcing P preserves κ+ω .
We sketch the argument.

Corollary 3.6. P does not collapse κ+ω .

Proof Sketch. The fact that κω is singular in V implies that if κ+ω is collapsed
then P introduces a cofinal function f : ρ → κ+ω from some ρ < κω. Let ḟ be a
P-name for a function from ρ to κ+ω , and p be a condition P with κℓp > ρ. For
every i < ρ, let Di be the dense open subset of P of conditions q ∈ P which
decide the ordinal value of ḟ (̌i). Since the direct extension order of P/p is
κℓp-closed, we can repeatedly use Lemma 3.5 and construct a ≤∗-increasing
sequence of conditions 〈pi | i ≤ ρ〉 such that for every i < ρ there exists some

ni ≥ ℓp so that pi⌢~ν belongs to Di for all ~ν ∈
∏

ℓp≤n<ni
Api

n . Let p∗ = pρ. It

follows that there are functions Fi, i < ρ with Fi :
∏

ℓp≤n<ni
Ap∗

n → κ+ω for

all i, such that for each i < ρ and ~ν ∈
∏

ℓp≤n<ni
Ap∗

n , p∗⌢~ν 
 ḟ (̌i) = F̌i(~ν).

It follows that p∗ forces that rng ḟ is a subset of X =
⋃

i<γ rng(Fi), which

has size |X| ≤ κω. Consequently, p
∗ forces that ḟ is bounded in κ+ω .

3.3 The essential generic information

Let G ⊆ P be a generic filter and denote κ++
ω

V
by λ. Without loss of

generality, we assume G contains a condition p with ℓp = 0. A standard
density argument shows that for every α < λ and n < ω there is a condition
p ∈ G with ℓp > n, so that α ∈ dom(fp

n)5. It is easy to see that the value
fp
n(α) < κn does not depend on the choice of the condition p ∈ G, and we
denote it by tα(n). It follows that tα ∈

∏

n κn. Also, recall that by our
definition of conditions p ∈ P, κn ∈ rng(apn) for some p ∈ G. Let α0

n < κ++
ω

be the unique value for which κn = apn(α0
n) and define ρn = tα0

n
(n). The

sequence ~ρ = 〈ρn | n < ω〉 is generic for the diagonal Prikry forcing ([9]) by
the normal measures 〈En(κn) | n < ω〉.

4Note that when k = ℓp, the product of the sets An is empty, and therefore p∗ ∈ D.
5note that if α ∈ dom(ap

n) then α ∈ dom(fq
n) for every extension q of p which involves

at least n one-point extensions.
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For the proof of Theorem 1.1, we will only care about functions tα which
originate in the “extender components“ of G, namely, for values α which
belong to dom(apm) for some p ∈ G (and thus, also to dom(apn) for every
n ≥ m). The following definition makes this notion precise.

Definition 3.7. We define the set AG ⊆ λ of active points in V [G] by
AG = {α < λ | α ∈ dom(apn) for some p ∈ G and n < ω}.

A simple density argument shows that the set AG is unbounded in λ.
Let ~t = 〈tα | α ∈ AG〉. It is easy to see ~t is increasing in the ordering <∗.
Like most extender-based forcings, it is typical that ~t is forms a scale in
a product

∏

n τn of cardinals τn > ρn such that, loosely speaking, each τn
is to ρn what λn is to κn. An example of such a result involving different
extender-based posets can be found in [9]. For an argument which involves
short extenders forcings, we refer the reader to [10]. We state two relevant
results.

Lemma 3.8.

1. Suppose that for each n < ω, λn = jn(hn)(κn) for some function
hn : κn → κn. Then in V [G], ~t is a scale on the product

∏

n hn(ρn).
For example if λn = κ+n+2

n then ~t is cofinal in
∏

n ρ
+n+2
n .

2. If λn = jn(κn) for each n < ω, then ~t is a scale on
∏

n κn.

As will be shown below, the generic sequence ~t has some appealing prop-
erties which fit the results established in Section 2. Two apparent issues
need to be taken care of before we can apply the results of Section 2 to ~t in
V [G]. The first one is that the indices of the sequence ~t are not all the ordi-
nals below λ, but only an unbounded subset. This issue is merely cosmetic,
and it is straightforward to verify that all the results of Section 2 apply to
sequences ~f with domain A ⊆ λ, as long as we restrict the argument to do-
main points δ ∈ A (For example, the statement of Proposition 2.11 applies
to all points δ ∈ S~a ∩ C ∩ A which are continuity points of ~f). The second
issue, which is much more substantial and demands a revision of the forcing
(P,≤) is that λ = κ++

ω
V
need not be a cardinal in V [G]. Indeed, the forcing

P fails to preserve κ++
ω

V
and does not generate a model in which SCH fails.

Gitik resolved this by identifying a quotient order of (P,≤), introduced
by an equivalence relation ↔ on P, which satisfies κ++

ω .c.c but does not
affect the essential generic information ~t. Namely, every two conditions p, p′

which are ↔ equivalent force the exact same statments about ~t. We proceed
to review the details.
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3.4 The order →

Fix integers 1 < k ≤ n, and let Ln,k be the language of the structure An,k.
We define the (n, k)-type of an element x ∈ An,k to be the Ln,k-type which
is realized by x in the model An,k. We denote the type by tpn,k(x) and

identify it with a subset of κ+k
n = |Ln,k|. We will also need a relativized

version of these types. For every element r ∈ An,k let Ar
n,k be the model of

the expanded language Lc
n,k in which a new constant symbol c is interpreted

as r, and define the (n, k)-type x ∈ An,k relative to r to be the Lc
n,k-type

realized by x in the model Ar
n,k. We denote the r-relativized type by tprn,k(x).

Since we assume V satisfies the GCH, for each n < ω there are only
κ+n many functions π : κn → κn, and only κ++

n many ultrafilters U on κn.
Therefore, if k ≥ 2 every such function π and ultrafilter U are definable
in the language of An,k which contain constants for every τ < κ++

n . The
following is an immediate consequence.

Lemma 3.9. Fix n < ω and k ≥ 2. Let x be a set in [λn]
<κn. The following

features of x are completely determined by its type tpn,k(x):

1. otp(x) < κn;

2. the ultrafilter En(α) for every α ∈ x;

3. the projection maps πβ,α for every two ordinals α, β ∈ x with β ≥En α.

Similarly, the relative type tprn,k(x) determines the same for x∪ r because it
determines the type tpn,k(r ∪ x).

Definition 3.10.

1. Fix n < ω and let r, r′ be two sets in [λn]
<κn for some n < ω. We say

that r, r′ are k-equivalent if tpn,k(r) = tpn,k(r
′).

2. Let pn = 〈an, An, fn〉 and p′n = 〈a′n, A
′
n, f

′
n〉 be two k-relevant compo-

nents for some k < ω. We write pn ↔n,k p′n if and only if rng(an) and
rng(a′n) are k-equivalent sets in [λn]

<κn , An = A′
n, and fn = f ′

n.

3. For every two conditions p, p′ ∈ P, we write p ↔ p′ if and only if
ℓp = ℓp

′

and there is a nondecreasing unbounded sequence 〈k∗n | n < ω〉
of integers k∗n ≥ 2 such that for p′n = pn for every n < ℓp, and
pn ↔n,k∗n

p′n for every n ≥ ℓp.

It is straightforward to verify that ↔ is an equivalence relation. We also
note that if r, r′ ∈ [λn]

<κn are k-equivalent then they are l-equivalent for
every l < k. Therefore, if pn ↔n,k p′n then pn ↔n,l p

′
n.
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Definition 3.11. Let p, q be two conditions of P. We write p → q to mean
that q is obtained from p by finitely many ≥ −extensions and ↔ transitions.

Therefore if p → q then q is stronger (more informative) than p. It is
clear that every two conditions p ↔ p′ in P are forcing equivalent in the
poset (P,→), and by Lemma 3.9, that they force the exact same statemets
about ~t.

The following two results are crucial to the success of the forcing con-
struction.

Theorem 3.12 (Gitik, see [11]).

1. If p ↔ p′ are two equivalent conditions and q′ extends p′ in ≤, then
there are conditions q′′ ≥ q′ and p′′ ≥ p′ such that p′′ ↔ q′′. Conse-
quently, for every dense open set D in the poset (P,→) and a condition
p ∈ P there exists some p′′ ≥ p in D.

2. (P,→) satisfies κ++
ω .c.c.

We note that the first statement of Theorem 3.12 implies that the iden-
tity function forms a forcing projection of (P,≤) onto (P,→) and therefore
allows us to use the Prikry forcing machinery of (P,≤) to analyze (P,→). In
particular, (P,→) does not introduce new bounded subsets to κω and does
not collapse κ+ω . The second statement asserts that (P,→) does not collapse
cardinals λ ≥ κ++

ω and allows us to apply the results of Section 2 to the
generic scale ~t.

We sketch the argument for κ++
ω .c.c to justify Definitions 3.3, 3.1, and the

use of k-good ordinals. Suppose that {pα | α < κ++
ω } is a family of conditions

of P. By applying standard ∆-system and pressing down arguments, it
is possible to find a subfamily of the same size such that for every two
conditions in the subfamily, pα, pβ with α < β, they agree on ℓpα = ℓpβ = ℓ,
and the following hold for each n < ω:

1. fpα
n and f

pβ
n are compatible functions (i.e., they agree on the values of

common domain ordinals);

2. Apα
n = A

pβ
n = An and rng(apαn ) = rng(a

pβ
n ) = rn for all n ≥ ℓ;

3. dom(apαn ) ∩ α = dom(a
pβ
n ) ∩ β = dn for some dn ∈ [κ++

ω ]<κn ;

4. dom(apαn ) \ α ⊆ β; and

5. kpαn = k
pβ
n = kn.
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The only obstruction to pα and pβ having a common extension is that the dis-
joint sets dom(apαn )\α and dom(a

pβ
n )\β are mapped by the order preserving

functions apαn and a
pβ
n , respectively, to the same ordinals in rn. This makes

it impossible for apαn ∪a
pβ
n to be order preserving. To circumvent this, we use

the equivalence relation ↔ to replace pα with an equivalent p′α so that a
p′α
n

is compatible with a
pβ
n . Let x = apαn “(dom(apαn ) \ α) = a

pβ
n “(dom(a

pβ
n ) \ β),

γ = min(x) and γ′ = sup(rn \ x). Recall that since γ is kn-good there is a
substructure Mn,kn(γ) ≺ An,kn such that Mn,kn(γ) ∩ λn = γ. The language
Ln,k includes a constant for each τ < κ+kn

n . Therefore Mn,kn(γ) contains
all (n, kn−1)-types and in particular the relative type t = trnn,kn−1(x). By
Lemma 3.2 there exists a set of ordinals x′ ⊆ γ \ (γ′ + 1) which realizes
the same type t. This, and Lemma 3.9 in turn, imply that x′ consists of
kn−1-ordinals and that tpn,kn−1(rn ∪ x′) = tpn,kn−1(rn ∪ x). Let a′n be the
partial and order preserving function obtained from apαn by replacing the
range rn ∪ x with rn ∪ x′. By our choice of x′ we have that (a′n, A

pα
n ) is

(kn − 1)-relevant. If p′ = 〈p′n | n < ω〉 is the sequence obtained from pα by

defining ap
′

n = a′n and Ap′

n = Apα
n , then p′ is a condition in P which is ↔

equivalent to pα. Finally, it is clear from the construction that ap
′

n ∪ a
pβ
n is

order preserving and (kn − 1)-relevant. We conclude that pβ and p′ ↔ pα
are compatible in ≤ and thus pβ and pα are compatible in →.

3.5 Proof of Theorem 1.1

The last argument justifies the restriction in the definition of conditions in P

to k-good ordinals. This restriction is mild since the set of n-good ordinals
is closed unbounded in κn, which leaves plenty of room to choose extender
indices from En to construct the generic scale ~t. Our situation requires more
caution, as would like to control the extender indices γ ∈ rng(apn) to the level
where we can guarantee that γ ∈ jn(Sn) for a prescribed stationary subset
Sn of κn. By the elementarity of jn, it is clear that the set Tn = jn(Sn)
is stationary in the codomain of jn. However, Tn need not be stationary
in V and thus might not contain good ordinals. It is for this reason that
we require that jn possess a stronger (large cardinal) property than the one
presented by En. For example, while requiring that each jn and En are
superstrong suffices for obtaining a generic scale on

∏

n κn, we will further
assume each jn is (+1)-extendible; a property which is not reflected in its
derived extender En. We proceed to the proof of Theorem 1.1.

Suppose that 〈κn | n < ω〉 is an increasing sequence of (+1)-extendible
cardinals in a model V of GCH. For each n < ω, let jn : Vκn+1 → Vλn+1

be a (+1)-extendible embedding (i.e., λn = jn(κn)) and En be the (κn, λn)
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extender derived from jn. Denote κ++
ω by λ. By Theorem 2.6, for every

regular uncountable cardinal µ < κω there exists a sequence ~aµ = 〈aµα | α <
λ〉 of bounded subsets of λ such that SV

~aµ ∩ Cof(µ) is stationary in λ. We
force over V with the short extenders poset (P,→) defined by the extenders
〈En | n < ω〉. By Theorem 3.12, (P,→) satisfies λ.c.c and therefore S(~aµ)V ∩
Cof(µ) remains stationary in λ for all regular uncountable µ < κω.

Remark 3.13. It is clear from Defintion 2.5, that if γ is an approachable
ordinal with respect to ~aµ in V , then it is such in every generic extension
V [G]. On its face, V [G] can contain new ordinals which are approachable
with respect to a sequence ~aµ, however, using Lemma 3.5, it is possible to

show that SV
~a = S

V [G]
~a . The last fact will not be used in the proof of Theorem

1.1 below, which only requires that the set SV
~a ∩Cof(µ) is stationary in V [G]

and contains ordinals which are approachable with respect to ~aµ.

By Lemma 3.8, G introduces a scale ~t = 〈tα | α ∈ AG〉 in the product
∏

n κn. Fix a regular uncountable cardinal µ < κω, and suppose that m < ω

is the first integer such that µ < κm, and ~S = 〈Sn | m ≤ n < ω〉 is a
sequence of stationary sets Sn ⊆ κn ∩ Cof(µ), in V . We claim that ~S is
tightly stationary in V [G]. It is sufficient to show that for every algebra A

which expands 〈H
V [G]
θ ,∈, <θ,~t,~a

µ〉 there is a tight substructure M ≺ A so
that sup(M ∩ κn) ∈ Sn for almost all n < ω. Moreover, Proposition 2.11
guarantees that in V [G], for every algebra A which expands 〈Hθ,∈, <θ,~t,~a

µ〉
for some regular cardinal θ > λ there is a closed unbounded set C ⊆ λ with

the property that for every δ ∈ S
V [G]
~a

∩ C, if δ is a continuity point of ~t
then there is a tight substructure M ≺ A such that sup(M ∩ κn) = tδ(n)
for almost all n < ω. It is therefore sufficient to verify that ~t satisfies the
following property.

Proposition 3.14. For every closed unbounded subset C ⊆ λ there exists
an ordinal δ ∈ C∩S~a∩Cof(µ) which is a continuity point of ~t and tδ(n) ∈ Sn

for almost all n < ω.

proof (Proposition 3.14).
Since (P,→) satisfies λ.c.c, every closed unbounded subset of λ in V [G]
contains a closed unbounded set in V . It is therefore sufficient to provide a
density argument and show that for every closed unbounded set C ⊆ λ in
V and a condition p ∈ P, there are δ ∈ S~a ∩ C ∩ Cof(µ) and an extension
p∗ of p which forces that δ is a continuity point of ~t and that tδ(n) ∈ Sn for
all n ≥ max(m, ℓp). To this end, fix a condition p ∈ P and a club C ⊆ λ.
We may assume that ℓp ≥ m. Let a =

⋃

n(dom(apn) ∪ dom(fp
n)) ∈ [λ]κω .
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We can pick some δ ∈ S~a ∩ C ∩ Cof(µ) which is strictly above sup(a), and
a continuous, increasing, and cofinal sequence d = 〈δ(i) | i < cf(δ)〉 in
δ \ (sup(a) + 1). For each n ≥ ℓp let Tn = jn(Sn) ⊆ λn. By the elementarity
of jn, Tn is a stationary subset of λn in Vλn+1, and thus also stationary in V .
Furthermore, the fact µ < κn implies that Tn ⊆ Cof(µ). It follows that Tn

contains an n-good ordinal δn > sup(rng(apn)) of cofinality µ which is also a
limit of an increasing continuous sequence of n-good ordinals, dn = 〈δ(i)n |
i < µ〉. Extend the partial function apn to a function a′n which is defined
by a′n = apn ∪ {〈δ, δn〉} ∪ {〈δ(i), δn(i)〉 | i < µ}. Next, we choose an ordinal
ρ ∈ λ \ (δ+1), and for each n ≥ ℓp, pick an n-good ordinal ρn > δn which is
an ≤En-upper bound for rng(a′n) (recall that the order ≤En is κn-directed).
Define a∗n = a′n ∪ {〈ρ, ρn〉}, and let A∗

n ⊆ π−1
ρn,max(rng(apn))

(Ap
n) be the set of

all ordinals ν which satisfy the following two conditions:

1. πρn,δn(ν) ∈ Sn; and

2. 〈πρn,δn(i)(ν) | i < µ〉 is increasing, continuous, and confinal in πρn,δn(ν).

Finally, let p∗ = p∗ = 〈p∗n | n < ω〉 be defined by

p∗n =

{

pn if n < ℓp

〈a∗n, A
∗
n, f

p
n〉 if n ≥ ℓp

It is straightforward to verify p∗ is a direct extension of p in P, and that

p∗ 
 ṫδ is an eub of ~̇t ↾ d and ˙tδ(n) ∈ Šn for all n ≥ ℓp

The fact d = 〈δ(i) | i < cf(δ)〉 is cofinal in δ implies that ~t ↾ δ is cofinally
interleaved with ~t ↾ d. Hence p∗ forces that ṫδ is an eub of ~t ↾ δ, and thus
that δ is a continuity point of ~t. Proposition 3.14

Theorem 1.1

4 Down to ℵω

In this section we prove Theorem 1.2 which is similar to Theorem 1.1 with
two major differences.

1. The sequence of regular cardinals to which the result applies is 〈ωsn |
n < ω〉 for some subsequence 〈sn | n < ω of ω.

2. This sequence is Prikry geneneric over a ground model and therfore
does not exist in the core model or the mental.
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The last property allows us to reduce the large cardinal assumption from
the level of extendibility to the hypermeasurability assumption of an increas-
ing sequence 〈κn | n < ω〉 such that each κn is κ+n+3

n strong. Fix for each n
a κ+n+3

n -strong emedding jn : Vκn+1 → Nn with critical point κn, and let En

be the (κn, κ
+n+2
n )-extender derived from jn. The gap between the strength

of the extender En (which is κ+n+2
n ) to the strength of the embedding jn

(κ+n+3
n ) is analogous to the gap between the superstrong extenders En and

the (+1)-extendible embeddings jn in the proof of Theorem 1.1. It will be
used to insure a name of a stationary subset Tn of κ+n+2

n in Nn, is also a
name for a stationary set in V , and thus must contain many good points
δ < κ+n+2

n in the sense of Definition 3.1.
To prove Theorem 1.2 we will modify the short extenders forcing P from

the previous section. A key feature of the revised version of P is that it sub-
sumes a “vanilla“ diagonal Prikry forcing with interleaved collapses, which
will be denoted here by P̄. The forcing P̄ introduces a single Prikry sequece
~ρ = 〈ρn | n < ω〉 which is associated with the sequence of normal mea-
sures 〈En(κn) | n < ω〉. Besides adding the diagonal Prikry sequence ~ρ,
the poset P̄ incorporates Levy posets which further collapse the cardinals
in the intervals (ρ+n+3

n , κn) and (κ+n+3
n , ρn+1) for every n. Therefore, in a

P̄ generic extension V [Ḡ], the sequence of cardinals 〈ρ+n+2
n | n < ω〉 forms

a subsequence 〈ωsn | n < ω〉 of the ωns. V [Ḡ] will be the ground model
that is specified in the statement of Theorem 1.2. We will argue that every
fixed-cofinality sequence ~S = 〈Sn | n < ω〉 of stationary sets Sn ⊆ ρn+2

n

is tightly stationary in a further forcing extension over V [Ḡ]. This will be
done by proving that ~S is tight in the (full) P generic extension V [G] which
can be seen as a P/P̄ forcing extension of V [Ḡ].

Let us explain why this description dictates an additional revision of
P (besides adding an inverleaved collapse posets). A standard analysis of
Prikry type forcings shows that P̄ satisfies a version of Lemma 3.5 which
implies that if Ṡn is a P̄-name of a subset of ρ+n+2

n then for every condition
q ∈ P̄ there exists a direct extension p∗ such that every choice of the first
(n + 1) generic Prikry points ~ρn+1 = 〈ρ0, . . . , ρn〉 reduces Ṡn to a name
S̄n(~ρn+1) which depends only on the collapse product of cardinals below
ρn. Obtaining this substitution of names brings us sufficiently close to the
assumptions of Theorem 1.1 and allows us to apply a similar argument,
and show that there are sufficiently many good IA ordinals δ < κ++

ω that
can be generically map to some n-good ordinal δn < κ+n+2

n , such that δn
is forced to belong to the stationary name Tn(~ρn+1) = jn(S̄n(~ρn+1)) by
some suitable collapse conditions. The caveat in this description is that
the choice of δn assumes the knowledge of the first diagonal Prikry points
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~ρn+1. To circumvent this issue, we modify the construction of P by requiring
that in conditions p ∈ P, the extender indicies maps an = apn depend on
the preceeding diagonal Prikry points ~ρn = 〈ρ0, . . . , ρn−1〉 below κn−1

6.
Namely, an will be a function which maps every potential Prikry initial
segment ~ρn to a partiral function, a~ρnn : κ++

ω → λn, with similar properties
to the functions an which were used in the previous section. Accordingly,
we will also make the measure one set component An = Ap

n to depend on
the same information. Therefore An will be a function which will map every
relevant ~ρn to a set A~ρn

n ∈ En(max(rng(a~ρnn )).
We proceed to define P̄ and P.

4.1 The poset P̄

Suppose that V is a model which contains an increasing sequence ~κ = 〈κn |
n < ω〉 of cardinals so that each κn is κ+n+3

n strong. For each n < ω we fix
a κ+n+3

n -strong embedding jn : Vκn+1 → Nn and let En be the (κn, κ
n+2
n )-

extender derived from jn. We denote κ+n+2
n by λn. For notational simplicity,

we define κ−1 = ω1.
The poset P̄ is a diagonal Prikry forcing with interleaved Levy collapse

posets. Conditions p̄ ∈ P̄ are of the form p̄ = 〈p̄n | n < ω〉 and satisfy the
following consitions:

1. There exists some ℓ < ω such that p̄n = 〈ρn, gn, hn〉 for every n <

ℓ, where ρn ∈ (κn−1, κn), gn ∈ Coll(κ
+(n−1)+3
n−1 , < ρn), and hn ∈

Coll(ρ+n+3
n , < κn).

2. For every n ≥ ℓ, pn = 〈Ān, gn,Hn〉, where gn ∈ Coll(κ
+(n−1)+3
n−1 , < κn),

Ān ∈ En(κn) consist of regular cardinals ρ such that gn ∈ Coll(κ
+(n−1)+3
n−1 , <

ρ), andHn is a function with dom(Hn) = Ān andHn(ρ) ∈ Coll(ρ+n+3, <
κn) for each ρ in its domain.

A usual, we denote ℓ, gn, hn, Ān,Hn, ρn by ℓp̄, gp̄n, h
p̄
n, Ān

p̄
,H p̄

n, ρ
p̄
n, respec-

tively. Furthermore, we denote the sequence 〈ρp0, . . . , ρ
p̄
ℓp−1〉 by ~ρp̄.

A condition q̄ ∈ P̄ is a direct extension of p̄ (denoted q̄ ≥∗ p̄) if the
following conditions hold:

• ℓq̄ = ℓp̄;

6we will be able to avoide knowing the value of the next point ρn by some standard
integration manipulation.
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• for every n < ℓp̄, gq̄n ≥ gp̄n and hq̄n ≥ hp̄n;

• for every n ≥ ℓp̄, Ān
q̄
⊆ Ān

p̄
, gq̄n ≥ gp̄n, and H q̄

n(ρ) ≥ H p̄
n(ρ) for every

ρ ∈ Aq̄
n.

A condition q̄ is a one-point extension of p̄ if ℓq̄ = ℓp̄ + 1, p̄n = q̄n for
every n 6= ℓp̄, and q̄ℓp̄ = 〈ρ, gp̄

ℓp̄
,H p̄

ℓp̄
(ρ)〉 for some ρ ∈ Āp̄

ℓp̄
. We denote q̄

by p̄⌢〈ρ〉. Similarly, for a sequence of ordinals ~ρ = 〈ρℓp̄ , ρℓp̄+1, . . . , ρm−1〉 ∈
∏

ℓp̄≤k<m Āk
p̄
, we define p̄⌢~ρ to be the condition obtained by taking m− ℓp̄

consequtive one-point extensions by the ordinals in ~ρ. The ordering ≤ of P̄
is defined by setting q̄ ≥ p̄ if and only if q̄ is obtained from p̄ by finitely many
one-point extensions and direct extensions and one-point extensions. Equiv-
alently, q̄ is a direct extension of p̄⌢~ρ for some finite sequence ~ρ

∏

ℓp̄≤k<m Āk
p̄

for some m ≥ ℓp̄.
The following notational conventions and terminology will be useful for

our treatment of P̄ and the revised extenders-based poset P.

1. For every p̄ ∈ P̄ and n ≥ ℓp̄, we define Āp̄↾n = 〈ρp̄0, . . . , ρ
p̄
ℓp̄−1〉 ×

∏

ℓbp≤k<nA
p̄
k

2. For every ~ρn+1 = 〈ρ0, . . . , ρn〉 ∈ Āp̄↾(n+1), we define Q(~ρn+1) to be
the product of the Levy collapse posets which are determined by the
sequence ~ρn+1, namely,

Coll(κ+2
−1, < ρ0)×Coll(ρ+3

0 , < κ0)×· · ·×Coll(κ
+(n−1)+3
n−1 , < ρn)×Coll(ρ+n+3

n , < κn).

Therefore, conditions in Q(~ρn+1) are sequences of Levy collapse func-
tions, of the form 〈g0, h0, . . . , gn, hn〉, where for each i, gi ∈ Coll(κ+i+2

i−1 , <

ρi) and hi ∈ Coll(ρ+i+3
i , < κi).

3. We also define the restricted collapse product to be the poset Q′(~ρn+1)
which is obtained by removing the top collapse poset Coll(ρ+n+3

n , <
κn), from Q(ρ̄);

Q′(ρ̄) = Coll(κ+2
−1, < ρ0)×Coll(ρ+3

0 , < κ0)×· · ·×Coll(κ
+(n−1)+3
n−1 , < ρn)

Clearly, Q(ρ̄) = Q′(ρ̄)× Coll(ρ+n+3
n , < κn).

Like the short extenders forcing P, P̄ is a Prikry type forcing which
admits some natural decomposition properties. We adopt the relevant no-
tational conventions which were used to analyze P. Therefore, for a con-
dition p̄ = 〈p̄n | n < ω〉 and m < ω we define p̄ ↾ m = 〈p̄n | n < m〉
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and p̄ ⇂ m = 〈p̄n | n ≥ n〉. We also define P̄<m = {p̄ ↾ m | p̄ ∈ P̄}
and P̄≥m = {p̄ ⇂ m | p̄ ∈ bP}. The forcing P̄/p̄ breaks into the product
P̄<ℓp̄/p̄ ↾ ℓp̄ × P̄≥ℓp̄/p̄ ⇂ ℓp̄. We note that P̄<ℓp̄/p̄ ↾ ℓp̄ ∼= Q(ρ̄p̄) and that the
direct extension order of P̄≥ℓp̄/p̄ ⇂ ℓp̄ is κℓp̄-closed.

A crucial component in the proof of the Prikry Lemma for P̄, is the
ability to collect and amalgamate information from the different collapse
posets Q(~ρm) (or Q′(~ρm)) without deciding on the initial segment ~ρm of the
generic Prikry sequence (e.g. see the proof of the Prikry Lemma in [15],[14])
Isolating this part of the argument gives rise to the following assertion.

Lemma 4.1. Let p̄ ∈ P̄ be a condition in P̄ and n ≥ ℓp̄. Suppose that
{D(~ρn) | ~ρn ∈ Āp̄↾n} is a family of sets so that each D(~ρn) is a dense open
in Q(~ρn). Then there exists a direct extension q̄ ≥∗ p̄ such that for every
~ρ∗ ∈

∏

ℓp̄≤k<nA
q̄
k, the condition (q̄ ↾ n)⌢~ρ∗ belongs to D(~ρp̄

⌢~ρ∗).

An important consequence of Lemma 4.1 is that it is possible to reduce
any P̄ name of an ω-sequence of bounded sets in κω to a family of names
which depend on posets Q(~ρm) or Q′(~ρm) for some suitable initial segments
of ~ρm of the generic Prikry sequence. For example, suppose that 〈Ṡn | n < ω〉
is a P̄ name for a sequence of sets so that Ṡn ⊆ ρ+n+2

n . Let p̄ ∈ P, and
note that for every n ≥ ℓp and ~ρ∗ ∈

∏

ℓ≤k≤nA
p̄
k, the direct extension order

of the poset P≥(n+1), above the condition (p̄⌢~ρ∗) ⇂ (n + 1), is κn closed,
and thus does not add new subsets to ρ+n+2

n . We can therefore assume
that for every n < ω, Ṡn depends only on P̄≤n. This name reduction can
be further improved since the poset Coll(ρ+n+3

n , < κn) (which is the top
collapse component of Q(~ρn+1)) is also sufficiently closed to decide all names
of subsets of ρ+n+2

n . It follows that for every n ≥ ℓp̄ and ~ρn+1 ∈ Ap̄↾(n+1),

there exists a dense open D(~ρ) of conditions in Q(~ρ) which force Ṡn to be
equal to another name S̄n which depends only on the restricted collapse
product Q′(~ρ). This allows us to apply Lemma 4.1 and consequently, obtain
the following result.

Corollary 4.2. Let 〈Ṡn | n < ω〉 be a sequence of P̄-name so that each Ṡn

is a name for a subset of ρ+n+2
n . For every p̄ ∈ P̄ there exists q̄ ≥∗ p̄ and

a sequence of functions 〈S̄n | ℓp̄ ≤ n < ω〉 so that for every m ≥ ℓp̄ and
~ρ∗ = 〈ρℓp̄ , . . . , ρm〉 ∈

∏

ℓp̄<k≤m Āk
q̄
,

q̄⌢~ρ∗ 
 ˙Sm = S̄m(~ρp̄
⌢~ρ∗),

where S̄m(~ρ) is a name of the restricted product Q′(~ρ) for every ~ρ ∈ Āq̄↾(m+1).
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4.2 A modified short extenders forcing

Before we turn to define our modified version P of the short extenders poset,
let us point out a notational convention which we will use throughout this
section frequently. We will be working here with measure one sets with
respect to measures En(α) for some α ∈ [κn, κ

+n+2
n ). It is clear that for every

such α, the measure En(α) contains the set Xn of all ordinals ν < κn for
which there exists a unique inaccessible cardinal ρ such that ν ∈ [ρ, ρ+n+2).
Moreover, it is routine to verify that the map π̄ : Xn → κn which sends each
ν ∈ Xn to ρ as above, is a Rudin-Kiesler projection from En(α) to En(κn).
We will π̄ = πα,κn for every α < κ+n+2

n . The function π̄ naturally extends to
a map whose domain is a sequences of ordinals ~ν = 〈ν0, . . . , νm〉 in

∏

k≤mXk

and as defined below, to a forcing projection from P to P̄. We will frequently
abuse the notation of π̄, and further use it to denote its resulting natural
extensions.

Definition 4.3. Conditions in the revised P are of the form p = 〈pn | n < ω〉
which satisfy the following conditions:

1. There exists some ℓ < ω such that for every n < ℓ, pn = 〈fn, ρn, gn, hn〉
where 〈ρn, gn, hn〉 satisfies condition (1) of the definition of P̄, and fn
is a partial function from κ++

ω to κn of size |fn| ≤ κω.

2. For n ≥ ℓp, the components pn = 〈an, Ān, An, fn, gn,Hn〉 are defined
by induction on n. Suppose that p ↾ n = 〈pk | k < n〉 has been defined
and that Ak ⊆ Xk for evey k ≥ ℓ. Let

Āp↾n = {ρ0} × {ρ1} × · · · × {ρℓ−1} ×
∏

ℓ≤k<n

Āk.

pn = 〈an, Ān, An, fn, gn,Hn〉 is defined as follows.

• 〈Ān, gn,Hn〉 satisfies condition (2) of the definition of P̄.

• fn is a partial function from κ++
ω to κn of size |fn| ≤ κω.

• an, An are functions. Their common domain is Āp↾n and for every
every ~ρ ∈ Āp↾n, the result of apllying an and An to ρ̄ are denoted

by a~ρn and A~ρ
n respectively. Also, we require that there exists some

integer kn ≥ 2 so that for every ~ρ ∈ Āp↾n, (a
ρ̄
n, A

ρ̄
n) is kn-relevant

pair in the sense of Definition 3.3.

• κn ∈ rng(a~ρn) for every ~ρ ∈ Āp↾n and π
max(rng(a~ρn)),κn

“A~ρ
n = Ān.
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3. dom(a~ρnn ) ⊆ dom(a~ρmm ) whenever m ≥ n ≥ ℓ, ~ρm ∈ Āp↾m, ~ρn ∈ Āp↾n,
and ~ρn = ~ρm ↾ n

4. The sequence 〈kn | n < ω〉 is nondecreasing and unbounded in ω.

We denote an, An, Ān, fn, gn, hn of p by apn, A
p
n, Ān

p
, fp

n, g
p
n, h

p
n respec-

tively. Also, for ~ρn ∈ dom(apn) = dom(Ap
n), we denote for ease of notation

(apn)~ρ and (Ap
n)~ρ by ap,~ρn and Ap,~ρ

n respectively.

As before, the order relation ≤ of P is the derived from two basic oper-
ations of direct extension and one-point extension.

1. Given two conditions p, q ∈ P, q is a direct extension of p if it satisfies
the following conditions:

• ℓq = ℓp;

• ρpn = ρqn and hpn ≤ hqn for every n < ℓp;

• fp
n ⊆ f q

n and gpn ≤ gqn for all n < ω;

• for every n ≥ ℓp, Ān
q
⊆ Ān

p
and Hp

n(ρ) ≤ Hq
n(ρ) for all ρ ∈ Ān

q
;

• for every n ≥ ℓq and ~ρ ∈ Āq↾n, (a
p
n)~ρ ⊆ (aqn)~ρ. Furthermore, if

γq,~ρn = max(rng(aq,~ρn ) and γp,~ρn = max(rng(aq,~ρn )), then we require

that Aq,~ρ
n ⊆ π−1

γ
q,~ρ
n ,γ

p,~ρ
n

(Aq,~ρ
n ).

2. Given a condition p = 〈pn | n < ω〉 ∈ P, a one-point extension p′ of p
is a sequence p′ = 〈p′n | n < ω〉 satisfying

• ℓp
′

= ℓp + 1;

• pn = p′n for all n 6= ℓp;

• denoting max(dom(aℓp,~ρp)) by η, there exists some ν ∈ A
p,~ρp
ℓp such

that p′ℓp = 〈fℓp , ρℓp , gℓp , hℓp〉 where

(a) fp′

ℓp = fp
ℓp ∪ {〈τ, π

a
p,~ρp
ℓp

(η),a
p,~ρp
ℓp

(τ)
(ν)〉 | τ ∈ dom(a

p,~ρp
ℓp )}.

(b) gp
′

ℓp = gpℓp .

(c) ρℓp = πη,κℓp
(ν) = π̄(ν).

(d) hp
′

ℓp = Hp
ℓp(ρ).

• For every n > ℓp we have that fp′

n = fn, g
p′

n = gn, H
p′

n = Hn,

ap
′

n = apn ↾ Āp′↾n, and Ap′

n = apn ↾ Āp′↾n.

As usual, p′ is denoted by p⌢〈ν〉.
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We note that for every p ∈ P the domain of apℓp and Ap
ℓp is the singleton

Āp↾ℓp = {~ρp}.

Definition 4.4. For a condition p ∈ P, we define π̄(p) to be the sequence
p̄ = 〈p̄n | n < ω〉 defined by p̄n = 〈ρpn, g

p
n, h

p
n〉 for every n < ℓp, and

p̄n = 〈Ān
p
, gpn,H

p
n〉 otherwise.

Remark 4.5. The following facts are straightforward to derive from the
definition of P.

• For every one-point extension p⌢〈ν〉 of p, π̄(p⌢〈ν〉) is the one-point
extension of π̄(p)⌢〈π̄(ν)〉 of p̄ in P̄. Conversely, for every ordinal ρ, if

π̄(p)⌢〈ρ〉 is a one-point extension of π̄(p) there is ν ∈ A
p,~ρp
ℓp such that

π̄(ν)) = ρ, and thus π̄(p⌢〈ν〉) = π̄(p)⌢〈ρ〉.

• For every direct extension p∗ of p, π̄(p∗) is a direct extension of π̄(p) in
P̄. Conversely, every direct extension of π̄(p) in P̄ is the π̄ projection
of some direct extension of p in P.

It follows that π : P → P̄ is projection of Prikry type forcings from P onto
P̄.

Finally, we modify the equivalence relation ↔ and the resulting ordering
→. Given p, q ∈ P we write p ↔ q if and only if the following conditions
hold:

1. ℓp = ℓq;

2. p ↾ ℓp = q ↾ ℓq;

3. (gpn,Hn
p , Āp↾n) = (gqn,Hn

q , Āq↾n) for all n ≥ ℓp; and

4. there exists a nondecreasing sequence of integers 〈k∗n | n < ω〉 which
is unbounded in ω, such that for every n ≥ ℓp and ~ρ ∈ npAp↾n,

(ap,~ρn , Ap,~ρ
n , fp

n) ↔n,k∗n (aq,~ρn , Aq,~ρ
n , f q

n) in the sense of Definition 3.10.

As before, we define → on P as the closure of the operations ≤ and ↔.
The modified short extenders forcing P satisfies all key properties which are
satisfied by the poset P defined in the previous section.

Lemma 4.6.

1. (P,≤,≤∗) is Prikry type forcing.

2. The identity function is a forcing projection from (P,≤) to (P,→).
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3. (P,→) satisfies κ++
ω .c.c.

The incorporation of interleaved collapse posets between the points of
the κns is standard. The fact that the the collapse poset between κn and
κn+1 is λ+

n -closed (i.e., it is closed beyond the length of the extender En)
is crucial for the proof of the Prikry Lemma. We refer the reader to [?]
for a proof of the Prikry Lemma for short extenders forcing with collapses.
The fact (P,→) satisfies κ++

ω .c.c follows from a similar argument to the one
sketched in Section 3, where instead of using the type to replace an = apαn
with an equivalent a′n once, we do it for aρ̄n for every ρ̄ ∈ Āp↾n.

4.3 Proof of Theorem 1.2

Suppos that 〈κn | n < ω〉 is an increasing sequence of cardinals in V and n <
ω, jn : Vκn+1 → Nn is a κ+n+3

n -strong embedding. Let En be the (κn, κ
+n+2
n )

embedding derived from jn. Force with the modified short extenders forcing
(P,→), and let G ⊆ P be a generic filer over V . By Remark 4.5, the map
π̄ : P → P̄ is a focring projection. Therefore the set Ḡ = π̄“G ∈ V [G] is
P̄ generic filter over V . The intermediate generic extension V [Ḡ] contains
the diagonal Prikry generic sequence ~ρ = 〈ρn | n < ω〉 and collapse generic
filters for the intervals (κ+n+3

n−1 , ρn) and (ρ+n+3
n , κn), for every n < ω. It is

therefore clear that in V [Ḡ], the sequnece 〈ρ+n+2
n | n < ω〉 forms an infinite

subset {ωsn | n < ω} of the set {ωn | n < ω}. Fix a regular cardinal

µ < κω = ℵ
V [Ḡ]
ω and k < ω so that ρk > µ. We claim that for every sequence

~S = 〈Sn | k ≤ n < ω〉 of statonary sets Sn ⊆ ρ+n+2
n ∩ Cof(µ) is V [Ḡ], ~S

is tightly stationary in V [G]. We follow the steps of the proof of Theorem
1.1 and fix, in V , a sequence ~aµ of length κ++

ω , such that S~aµ ∩ Cof(µ)
is stationary in κ++

ω . Since (P,→) satisfies κ++
ω .c.c, S~aµ ∩ Cof(µ) remains

stationary in V [G]. As explained in the proof of Theorem 1.1, the last
property allows us to reduce the tight stationarity assertion concerning ~S
in V [G], to proving the following result: For every closed unbounded set
C ⊆ κ++

ω , in V , and every condition p ∈ P, there exists some q∗ ≥ p and

δ ∈ C∩S~aµ ∩Cof(µ) such that q∗ 
 δ is a continuity point of ~̇t, and ṫδ(n) ∈
Ṡn for almost all n < ω.

To this end, we work in V and fix a condition p ∈ P and a closed
unbounded set C ⊆ κ++

ω . By extending p if necessary, we may assume that
ℓp ≥ k+1, ρpk > µ, and that p 
 ∀n ≥ k.Ṡn ⊆ Cof(µ). By Corollary 4.2, and
the fact π projects the poset (P,≤∗) onto (p̄o,≤∗) (Remark 4.5), there exists
a direct extension q of p and sequence of functions 〈S̄n | ℓp ≤ n < ω〉 so that
for every m ≥ ℓp and ~ρ∗ = 〈ρℓp , . . . , ρm〉 ∈

∏

ℓp̄<n≤m Ān
q
, q̄⌢~ρ∗ 
P̄

˙Sm =
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S̄m(~ρp
⌢~ρ∗), where S̄m(ρ̄) is a name of the restricted finite product Q′(ρ̄) of a

stationary subset of ρ+m+2
m . We point out that for each m ≥ ℓp, the domain

of the function S̄m coincides with the product Āq↾(m+1) = Āq↾m × Āq
m.

We proceed to define sets of ordinals which will be needed for the con-
struction of a desired extension q∗ of q. We first define a subset a of κ++

ω

by

a = (∪n<ω dom(f q
n))

⋃

(

∪n<ω ∪ρ̄∈ ¯q↾n dom(aq,ρ̄n )
)

.

a has size κω and is therefore bounded in κ++
ω . Similarly, for every n ≥ ℓp

we define a subset rn of κ+n+2
n by

rn =
⋂

~ρ∈Āq↾n

rng(aq,ρ̄n ).

|rn| < κn because |Āq↾n| = κn−1. In particular, rn is bounded in κ+n+2
n .

Next, we fix a increasing and continuous sequence d = 〈δ(i) | i ≤ µ〉 of
ordinals in κ++

ω \ (sup(a) + 1), so that δ(µ) ∈ S~aµ ∩ C. We also fix some
τ ∈ κ++

ω above δ(µ). In the constructing the final condition q∗, given below,

we will add the collection d ∪ {τ} to dom(aq
∗,~ρ

n ) for every relevant ~ρ.
q∗ is constructed in ω many steps. We will define for each k ≥ ℓp a

condition segments qk ∈ P<k and guarantee that the following conditions
hold: (1) qk ≥∗ q ↾ k for all k ≥ ℓp; and (2) qk2 ↾ k1 ≥∗ qk1 ↾ k1 for
every k1 < k2. We start by taking qℓ

p
= q ↾ ℓp. Suppose that qn has been

defined. Note that for every ~ρn ∈ Āqn and ρ ∈ Āq
n the name S̄n(~ρn

⌢〈ρ〉)
is defined. Aplly jn, and consider the function Tn defined by dom(Tn) =
Āqn and Tn(~ρn) = jn(S̄n)(~ρn

⌢〈κn〉). By the elementarity of jn, Tn(~ρ) is a
jn(Q

′)(~ρ⌢〈κn〉)-name for a stationary subset of κ+n+2
n . Furthermore, the

fact that jn : Vκn+1 → Nn is κ+n+3
n -strong implies that Nn contains every

closed unbounded subset of κ+n+2
n , and in particular, the set of all n-good

ordinals below κ+n+2
n . It follows that for every ~ρn ∈ Āqn , there is a dense

open set D(~ρn) ⊆ Q(~ρn) of conditions z ∈ Q(~ρn) for which there it gz ∈

Coll(κn+2
n−1, < κn), and a increasing and continuous sequence d~ρnn = 〈δ~ρnn (i) |

i ≤ µ〉 ⊆ κ+n+2
n \ (sup(rn) + 1) of n-good ordinals, such that

z⌢gz 
Q′(~ρn⌢〈κn〉) δ
~ρn
n (µ) ∈ Tn(~ρn)

Moreover, note that there are only κn−1 many relevant sequence ~ρn and
conditions z ∈ Q′(~ρn), and the collapse poset Coll(κn+2

n−1, < κn) is a κ+n−2
n−1

closed. It is therefore routine to form a single condition g∗n ∈ Coll(κn+2
n−1, <

κn), extending gqn (i.e., gqn belongs to the n-th component of the condition
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q) such that for all ~ρn ∈ Āqn and z ∈ D(~ρn),

z⌢g∗n 
Q′(~ρn⌢〈κn〉) δ
~ρn
n (µ) ∈ Tn(~ρn).

Let q̄n = π̄(qn) ∈ P̄<n. By Lemma 4.1 there exists a direct extension t̄ ≥∗ q̄n

such that for every ~ρn ∈ Āt̄, t̄
⌢~ρn ∈ D(~ρn). Let t be a direct extension of qn

in P<n so that π̄(t) = t̄, and define qn+1 ↾ n = t. It remains to define qn+1
n .

Before that, we define two auxiliery components a∗n and A∗
n as follows:

• dom(a∗n) = Āt, and for every ~ρn ∈ dom(a∗n), let a
∗,~ρn
n = aq,~ρn ∪{〈δ(i), δ~ρnn (i)〉 |

i ≤ µ} ∪ {〈τ, τ ~ρn〉}. Where, here, τ ~ρnn is some n-good ordinal which is

an upper bound to the set rng(aq,~ρnn ) ∪ {δ~ρnn (i) | i ≤ µ} in the Rudin-
Kiesler ordering ≤En .

• dom(A∗
n) = Āt. For every ~ρn ∈ dom(A∗

n), A
∗,~ρn
n is defined to be the set

of all ν ∈ π−1

τ
~ρn
n ,max(aq,~ρnn )

(Aq,~ρn
n ) which satisfy the following conditions:

1. The condition g∗n ∈ Coll(κ+n+2
n−1 , < κn) belongs to Coll(κ+n+2

n−1 , <
ρν), where ρν = π̄(ν);

2. For every ρ̄ ∈ Āq′ , the condition (q′⌢ρ̄)∗g∗n ofQ(ρ̄)×Coll(κ+n+2
n−1 , <

ρν) = Q′(ρ̄⌢〈ρν〉) forces the statements

“πτ ρ̄n,δρ̄n(µ)(ν) ∈ S̄n(ρ̄
⌢〈ρν〉)“

and

“〈π
τ
ρ̄
n ,δ

ρ̄
n(i)

(ν) | i ≤ µ〉 is an increasing and continuous sequence “

It is straightforward to verify that a∗n and A∗
n are well defined components,

using our choice of t̄ and the sequences 〈δ~ρnn (i) | i ≤ µ〉, ~ρn ∈ Āt̄.
We turn to define qn+1

n = 〈an, Ān, An, fn, gn,Hn〉. We define each com-
ponent in turn:

1. an = a∗n;

2. Ān = npAn
q ∩

(

⋂

~ρn∈Āt
π̄“A∗,~ρn

n

)

;

3. dom(An) = Āt and for every ~ρn ∈ dom(An), A
~ρ
n = A∗,~ρn

n ∩ π̄−1(Ān);

4. fn = f q
n;

5. gn = g∗n;
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6. Hn = Hq
n.

It is straightforward to verify that q∗ is a direct extension of q in P. Our
choice of sequences 〈δ~ρnn (i) | i ≤ µ〉, ~ρn ∈ Āt̄ for every n ≥ ℓp and ~ρn ∈ Āq∗↾n

guarantee that for every n ≥ ℓq and a sequence ~ν = 〈νℓq , . . . νn〉, if q
∗⌢~ν is

a valid extension on of q∗ then it must force that tδ(µ)(n) ∈ Ṡn is a limit
point of the increasing sequence 〈tδ(i)(n) | i < µ〉. We conclude that q∗

forces that tδ is a continuity point of ~t and that tδ(n) ∈ Ṡn for almost all
n < ω. Theorem 1.2

References

[1] James E. Baumgartner, On the size of closed unbounded sets, Annals
of Pure and Applied Logic 54 (1991), no. 3, 195–227.

[2] Omer Ben-Neria, On singular stationarity i (mutual stationarity and
ideal-based methods), preprint.

[3] William Chen, Tight stationarity and tree-like scales, Ann. Pure Appl.
Logic 166 (2015), 1019–1036.

[4] William Chen and Itay Neeman, On the relationship between mutual
and tight stationarity, preprint.

[5] James Cummings, Matthew Foreman, and Menachem Magidor, Canon-
ical structure in the universe of set theory: part one, Annals of Pure
and Applied Logic 129 (2004), no. 1, 211 – 243.

[6] , Canonical structure in the universe of set theory: part two,
Annals of Pure and Applied Logic 142 (2006), no. 1, 55 – 75.

[7] Matthew Foreman and Menachem Magidor, A very weak square prin-
ciple, Journal of Symbolic Logic 62 (1997), no. 1, 175–196.

[8] Matthew Foreman and Menachem Magidor, Mutually stationary se-
quences of sets and the non-saturation of the non-stationary ideal on
Pχ(λ), Acta Math. 186 (2001), no. 2, 271–300.

[9] Moti Gitik, Prikry-type forcings, pp. 1351–1447, Springer Netherlands,
Dordrecht, 2010.

[10] , Short extenders forcings i, Journal of Mathematical Logic 12

(2012), no. 02, 1250009.

30



[11] Moti Gitik and Spencer Unger, Short extender forcing, London Mathe-
matical Society Lecture Note Series, pp. 245–264, Cambridge University
Press, 2012.

[12] Akihiro Kanamori, The higher infinite, Springer-Verlag, Berlin Heidel-
berg, 2003.

[13] Saharon Shelah, Cardinal arithmetic, Oxford University Press, Oxford,
United Kingdom, 1994.

[14] Dima Sinapova and Spencer Unger, Combinatorics at ℵω, Annals of
Pure and Applied Logic 165 (2014), no. 4, 996 – 1007.

[15] Spencer Unger, Gitik’s gap 2 short extender forcing with collapses, Re-
search note.

31


	1 Introduction
	2 Preliminaries
	2.1 Internally approachable structures
	2.2 Existence of IA structures
	2.3 Scales and IA structures

	3 Short extenders forcing and tight stationarity
	3.1 Ground model assumptions and related forcing preliminaries
	3.2 The forcing (P,,*)
	3.3 The essential generic information
	3.4 The order 
	3.5 Proof of Theorem 1.1

	4 Down to 
	4.1 The poset 
	4.2 A modified short extenders forcing
	4.3 Proof of Theorem 1.2


