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Direct optimization across computer generated reaction networks 
balances materials use and feasibility of synthesis plans for molecule 
libraries 
Hanyu Gao1, Jean Pauphilet2, Thomas J. Struble1, Connor W. Coley1, Klavs F. Jensen1,* 

1: Department of Chemical Engineering, Massachusetts Institute of Technology; 77 Massachusetts Avenue, Cambridge, MA 
02139 

2: London Business School, Regent's Park, London NW1 4SA, UK 

ABSTRACT: The synthesis of thousands of candidate compounds in drug discovery and development offers opportunities for com-
puter-aided synthesis planning to simplify the synthesis of molecule libraries by leveraging common starting materials and reaction 
conditions. We develop an optimization-based method to analyze large organic chemical reaction networks and design overlapping 
synthesis plans for entire molecule libraries so as to minimize the overall number of unique chemical compounds needed as either 
starting materials or reaction conditions. We consider multiple objectives, including the number of starting materials, the number of 
catalysts/solvents/reagents and the likelihood of success of the overall syntheses plan to select an optimal reaction network to access 
the target molecules. The library synthesis planning task was formulated as a network flow optimization problem, and we design an 
efficient decomposition scheme that reduces solution time by a factor 5 and scales to instance with 48 target molecules and nearly 
8,000 intermediate reactions within hours. In four case studies of pharmaceutical compounds, the approach reduces the number of 
starting materials and catalysts/solvents/ reagents needed by 32.2% and 66.0% on average, and up to 63.2% and 80.0% in the best 
cases. The code implementation can be found at https://github.com/Coughy1991/Molecule_library_synthesis.   

INTRODUCTION 
For each new successful pharmaceutical compound, hundreds 
to thousands of small molecules are typically designed, synthe-
sized, and tested. Synthesizing each molecule separately, is an 
expensive process, both in time and resources. To improve the 
efficiency of drug discovery, the concept of molecule libraries 
has been widely adopted in medicinal chemistry 1–3. A molecule 
library in the hit-to-lead or lead optimization stage is a collec-
tion of compounds that are intended for the same function but 
exhibit some diversity in structures and will optimize desired 
properties. Molecule libraries can be compiled in different 
ways. A library may be a collection of compounds with similar 
functionality manually extracted from the literature 4,5; a library 
may be designed by enumerating possible side groups as deco-
rations of a common core scaffold 6–8; or a library may be de-
signed using an in silico tool for the generation of drug-like 
compound libraries. 9–13 Accessing all the molecules in a library 
would enable rapid exploration of structure-activity relation-
ships during the hit-to-lead or lead optimization phases. 
While structure/property-based enumeration and generative 
models can design molecule libraries comprising of many mol-
ecules, these molecules might not be easy or even possible to 
synthesize 14. Even when they are, finding the most efficient 
way to synthetize them is not straightforward for at least two 
reasons. First, for each molecule, there can be multiple possible 
synthetic pathways, where each pathway involves multiple re-
action steps with many possible choices of reaction conditions 
(e.g. if we consider 3-step pathways with 10 different reactions 

for each step and 10 possible choices of reagents for each reac-
tion, the number of options is 104 for one molecule). Second, 
selecting the most efficient pathway for each molecule sepa-
rately does not leverage structural similarities between mole-
cules. For instance, it is desirable to share starting materials and 
to use reactions with similar conditions. Given the combinato-
rial nature of the problem and the increased number of mole-
cules and reactions to consider, the problem easily grows be-
yond the capability of manual enumeration. Computer-assisted 
synthesis planning has progressed quickly in recent years, in-
cluding retrosynthetic search 15–19, reaction condition recom-
mendation 20,21, and reaction outcome prediction 22,23. These de-
velopments have enabled fast construction of chemical reaction 
networks connecting molecular targets to commercially availa-
ble starting materials in numerous possible ways. However, for 
synthesis planning of an entire molecule library, this network 
comprises of hundreds of thousands of reactions, rendering it 
difficult to fully explore all the possibilities and optimize syn-
thesis plans.  
The few studies that have tackled synthesis planning for multi-
ple targets truncate the information and the search space in dif-
ferent ways. Molga et al. 24 developed a method to search for 
pathways for multiple targets on the same growing network. In 
order to promote the use of common intermediates and similar 
reactions, they modified the retrosynthetic search – penalizing 
the search when additional reaction types are encountered. 
While they demonstrated this approach on analog of com-
pounds with variation of some functional groups, the penaliza-
tion of additional reaction types potentially limits the scope of 
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the reactions that can be explored when constructing the reac-
tion network. In previous work from our group 25, we selected 
a limited number of pathways for each molecule and then 
solved an optimization problem to select a combination of path-
ways for the entire library, accounting for the number of unique 
chemicals and the perceived likelihood of success for the syn-
theses. This explicit, though incomplete, enumeration of the 
pathways for each molecule reduced the size of the subsequent 
optimization problem 25. However, the approach did not take 
full advantage of the entire reaction network, and could not con-
sider multiple different reaction conditions (for the same reac-
tion) due to the increased combinatorial complexity.  
Herein, we present an alternative approach to solve the problem 
directly by formulating and solving a mixed-integer linear pro-
gramming (MILP) problem on the entire reaction network, in-
stead of enumerating the trees explicitly. This approach avoids 
information loss due to the incomplete enumeration of reaction 
pathways and increases the flexibility of exploring different sets 
of reaction conditions.  This additional flexibility, however, 
comes at the expense of increased combinatorial complexity 
that we address in two steps. First, we formulate the reaction 
pathway selection problem as a network flow problem that can 
be directly processed in computational solvers. Second, we de-
sign a decomposition strategy to accelerate the numerical con-
vergence of our algorithm and improve the solutions found, es-
pecially for large-size problems. We test the approach on four 
molecule libraries to demonstrate its effectiveness. 

METHODS  
Retrosynthesis 
As a first step, we performed retrosynthetic analysis for multi-
ple targets by using the ASKCOS platform as implemented in 
Coley et al.16 to search for possible retrosynthetic pathways. 
Specifically, reaction templates were recursively applied to a 

target molecule to break it down into starting materials. The pri-
ority of a template application was given by a classifier trained 
to predict the most relevant reaction templates for a given prod-
uct molecule. An upper confidence bound tree search balances 
exploitation and exploration. The terminal nodes in the tree 
search were defined as chemicals that are small enough (no 
more than 10 carbon, 3 nitrogen and 5 oxygen atoms). The 
search time was limited to 60 seconds for every target. The 
search for different targets happened on the same graph to fa-
cilitate the exploitation of previously explored reactions. While 
these settings are used in this work, there are other options 
which the users can tune when using the ASKCOS platform 
(e.g., different stop criteria, a longer search time) for improved 
performance, which can be case-dependent. Since the reaction 
evaluation model does not take stereochemistry into considera-
tion22, for consistency we did not account for chirality in retro-
synthesis analysis.  
The result of the retrosynthetic analysis is a directed graph 
where two types of nodes, chemicals and reactions, are con-
nected alternatingly (Figure 1); the child nodes of a chemical 
are possible reactions for producing the chemical, and the child 
nodes of a reaction are the reactants of that reaction. A condition 
recommendation model predicted the 10 most suitable sets of 
reaction conditions for every reaction20, and then a reaction 
evaluation model estimated the likelihood of success of the de-
sired reaction under each set of reaction conditions22.  
Note that the reaction evaluation model was developed using 
the USPTO database, which is publicly available, while other 
models were developed using proprietary Reaxys data, which 
has a wider coverage of the chemical reaction space. While it 
would be desirable to unify the data sources and compare their 
effect on the solution of the retrosynthesis analysis, it is beyond 
the scope of this work.

 



 

Figure 1. a) Illustration of the two type of nodes – chemicals and reactions, and their connectivity in the reaction network (red 
molecule represents target molecules, and blue molecules represent starting materials); b) Each reaction has 10 sets of predicted 
conditions and reaction evaluation scores associated with each set of conditions as illustrated for Reaction 1. Note that Condition sets 
might be degenerate due to the same chemical predicted with different roles, (e.g. 1 and 8), and common solvents might be missing 
in the conditions (e.g. water for 1 and 2). These issues are considered in the Discussion section. 
Optimization 
After obtaining the chemical-reaction graph through retrosyn-
thetic analysis and reaction evaluation, the task was to select an 
optimal set of reactions to access all the targets in the molecule 
library from the set of starting materials.  A multi-objective 
MILP problem was formulated to minimize the resources 
needed for the syntheses of all the target molecules as well as 
the possibility of failure of the synthesis plan. A numerical strat-
egy based on the Benders decomposition method was devel-
oped to efficiently solve the MILP problem. The optimal syn-
thesis plan could be obtained and compared with planning syn-
thesis for each target molecule separately. 
 
Objective function 
We considered a combination of three concurrent objectives. 
The first objective was to minimize the number of starting ma-
terials used in all the syntheses, so as to simplify inventory and 
supply chain management. The second objective was to mini-
mize the chemicals used as reaction conditions (catalysts, sol-
vents, and reagents – referred to as “C/S/R” hereafter). This ob-
jective promotes similar type of reactions that are likely to hap-
pen under similar conditions. The third objective was to mini-
mize the probability the synthesis plan might fail. From the re-
action evaluation model, we associated each reaction with a 
penalty indicating whether the reaction had low probability of 
success. By minimizing the overall penalty, we encouraged the 
selection of fewer reactions and the selection of the more plau-
sible ones. The mathematical formulation of the objective func-
tion for multi-molecule synthesis planning is as follows: 

min
𝑠𝑠𝑖𝑖,𝑐𝑐𝑘𝑘,𝑜𝑜𝑚𝑚𝑚𝑚

𝜆𝜆1 ∑ 𝑠𝑠𝑖𝑖𝑖𝑖∈𝑆𝑆 + 𝜆𝜆2 ∑ 𝑐𝑐𝑘𝑘𝑘𝑘∈𝐾𝐾 +  

             𝜆𝜆3 ∑ ∑ 𝑄𝑄𝑚𝑚𝑚𝑚𝑜𝑜𝑚𝑚𝑚𝑚 ,𝑛𝑛∈{1,2,…,10}𝑚𝑚∈𝑅𝑅  (1) 
where 𝜆𝜆1, 𝜆𝜆2 and 𝜆𝜆3 are positive weights to trade-off the differ-
ent objectives: 1) The total number of starting materials ∑ 𝑠𝑠𝑖𝑖𝑖𝑖∈𝑆𝑆  
, where 𝑠𝑠𝑖𝑖 are binary variables indicating whether starting ma-
terial i is selected and S is the set of all possible starting materi-
als. 2) The total number of C/S/R chemicals ∑ 𝑐𝑐𝑘𝑘𝑘𝑘∈𝐾𝐾 , where  𝑐𝑐𝑘𝑘 
are binary variables indicating whether a chemical k  (catalyst, 
solvent or reagent) is used in any reaction of the plan and K 
denotes the set of all possible C/S/R. 3) The overall penalty 
∑ 𝑄𝑄𝑚𝑚𝑚𝑚𝑜𝑜𝑚𝑚𝑚𝑚𝑚𝑚∈𝑅𝑅,=1,…,10 , where 𝑜𝑜𝑚𝑚𝑚𝑚 are binary variables indicat-
ing whether reaction m chooses its nth option of reaction condi-
tions, R is the set of all reactions, and 𝑄𝑄𝑚𝑚𝑚𝑚 are pre-calculated 

parameters that represent the penalty associated with choosing 
option n for reaction m. Here, we defined them as 

𝑄𝑄𝑚𝑚𝑚𝑚 = min � 1
𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑚𝑚𝑚𝑚

, 20� ,  (2)  

where 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑚𝑚𝑚𝑚 is the reaction evaluation score between 0.0 and 
1.0 obtained from the reaction evaluation model. With this def-
inition, we apply a higher penalty to reactions with lower 
scores, which can be understood as a coarse estimate of the 
probability of experimental success for that reaction. The values 
of 𝜆𝜆1, 𝜆𝜆2 and 𝜆𝜆3 can be changed by users of the model based on 
their optimization goals. For example, if minimizing the risk of 
finding unsuccessful reactions, a user could increase 𝜆𝜆3. 
 
Constraints 
In order to find the optimal synthesis plan, we first needed to 
ensure that we searched among valid synthesis plans. We de-
fined a valid synthesis plan as a subset of reactions from the 
network that connected all the targets back to some commer-
cially-available starting materials, with one set of conditions 
chosen for each reaction. To mathematically describe a valid 
synthesis plan, we formulated the selection of reactions as a net-
work flow optimization problem. Intuitively, starting materials 
could be thought of as the source of the flow and target mole-
cules were the final sink for the flow. Reactions were treated as 
flow channels that could be switched on or off. A valid synthe-
sis plan thus required that there was flow reaching all target 
molecules from starting materials. Rigorously, we defined the 
flow through a reaction as the number of times this reaction was 
used in synthetizing all targets, and denoted it 𝑓𝑓𝑚𝑚. Figure 2a pre-
sents a stylized reaction network with 2 targets and 4 potential 
reactions. Figure 2b-c represent two different pathways to syn-
thesize the targets, with the corresponding flow variables. In 
Figure 2b, reaction R1 is used to synthesize target T1 and reac-
tions R4 and R3 are used to synthesize T2. R2 is not used. 
Therefore, the flow variables 𝑓𝑓𝑅𝑅1, 𝑓𝑓𝑅𝑅4 and 𝑓𝑓𝑅𝑅3 all take the value 
1 and 𝑓𝑓𝑅𝑅2 equals zero. In Figure 2c), reactions R4 and R2 are 
used to synthesize T1, and reactions R4 and R3 are used to syn-
thesize T2. In this case R4 is used twice, so 𝑓𝑓𝑅𝑅4 = 2, 𝑓𝑓𝑅𝑅2 =
𝑓𝑓𝑅𝑅3 = 1, and 𝑓𝑓𝑅𝑅1 = 0. We introduced a dummy head node so 
that starting materials could be modeled in the same way as in-
termediates (Figure 2d). 

 



 

 
Figure 2. Graphical interpretation of the flow variables on the reaction network. a) is an example reaction network, where there are 
6 chemicals, T1 and T2 are targets (red circles), S1, S2 and S3 are starting materials (green circles), I1 is an intermediate (orange 
circle). R1-R4 are reactions (blue squares). The f’s are the flow variables defined over these four reactions. b) and c) are two sets of 
possible pathways to access the two targets. In b) R1 is used to access T1. R4 and R3 are used to access T2. In c) R4 and R2 are used 
to access T1, and R4 and R3 are used to access T2. The directed edges (arrows) are highlighted in red. d) illustrates the introduction 
of a dummy head node (DH) and dummy reactions (D1-3). Note that by doing this the starting materials (S1-3) can be treated the 
same way as intermediates (orange circles), and the choice of starting materials is equivalent to the choice of dummy reactions. 
 
Below are a few sets of constraints that ensure that the decision 
variables impacting the objective, namely the set of starting ma-
terials 𝑠𝑠𝑖𝑖  , of C/S/R chemicals 𝑐𝑐𝑘𝑘, and reaction-condition 𝑜𝑜𝑚𝑚𝑚𝑚  
are not chosen arbitrarily but rather correspond to a valid syn-
thesis plan, where all the targets are produced in some way.  
 
Flow constraints 
Each chemical can either be synthetized or produced by a reac-
tion, we denote by CHi is the set of reactions that produce chem-
ical i (child nodes) and PRi is the set of reactions that consume 
it (parent nodes). An admissible set of reactions must produce 
all the targets, i.e., for all targets i, we must have ∑ 𝑓𝑓𝑚𝑚𝑚𝑚∈𝐶𝐶𝐶𝐶𝑖𝑖 =
1. Similarly, for all the intermediates, the inflow must equal the 
outflow. We treated starting materials in the same way as inter-
mediates, after the introduction of a dummy head node and 
dummy reactions (DH and D1-3 in Figure 2d). Consequently, 
the selection of starting materials was equivalent to the selec-
tion of the dummy reactions. These flow constraints can be con-
cisely written as follows: 
∑ 𝑓𝑓𝑚𝑚𝑚𝑚∈𝐶𝐶𝐶𝐶𝑖𝑖 − ∑ 𝑓𝑓𝑚𝑚′𝑚𝑚′∈𝑃𝑃𝑃𝑃𝑖𝑖 = 𝑏𝑏𝑖𝑖  , ∀𝑖𝑖 ∈ 𝑆𝑆 ∪ 𝐼𝐼 ∪ 𝑇𝑇,   (3)         

𝑤𝑤𝑤𝑤𝑤𝑤ℎ 𝑏𝑏𝑖𝑖 = �
 1,          𝑖𝑖𝑖𝑖 𝑖𝑖 ∈ 𝑇𝑇,
0, 𝑖𝑖𝑖𝑖 𝑖𝑖 ∈ 𝑆𝑆 ∪ 𝐼𝐼.   

where S, I and T denote the set of starting material, intermedi-
ates and targets respectively. We also specified that flow varia-
bles are non-negative continuous variables. Yet, since net in-
flows 𝑏𝑏𝑖𝑖 are binary, the flow amount can only take integer val-
ues. 
 
Reaction selection constraints 
As stated above, the flow variables indicate how many times a 
reaction is used by different targets, but in the final objective 
function we only want to know whether the reaction is used by 
any target.  
We modeled this logic through the constraint 
𝐶𝐶 𝜙𝜙𝑚𝑚 ≥ 𝑓𝑓𝑚𝑚,∀𝑚𝑚 ∈ 𝑅𝑅⋃𝐷𝐷,  (4) 

where R is the set of reactions, D is the set of dummy reactions. 
This set has a one-to-one mapping to the set of starting materials 
S.  𝜙𝜙𝑚𝑚 is a new binary variable encoding whether or not to se-
lect reaction m. C is a sufficiently large constant. In this case, 
𝑓𝑓𝑚𝑚 cannot be greater than the total number of targets so C can 
be set equal to the total number of targets. Note that the binary 
variables for selecting dummy reactions 𝜙𝜙𝑖𝑖 , 𝑖𝑖 ∈ 𝐷𝐷 are equiva-
lent to the variables for selecting starting materials, 𝑠𝑠𝑖𝑖 , 𝑖𝑖 ∈ 𝑆𝑆 .  
 
Condition set selection constraints (sum-to-one constraints) 
For every reaction, we predicted ten sets of conditions, but in 
the end only one set of conditions could be chosen, which was 
imposed through the following constraints: 
∑ 𝑜𝑜𝑖𝑖𝑖𝑖𝑛𝑛∈{1,2,…,10} =  𝜙𝜙𝑚𝑚,   ∀𝑚𝑚 ∈ 𝑅𝑅. (5) 
 
Chemical selection constraints for reaction conditions 
Based on the sets of the conditions we chose, the individual 
chemicals (catalysts, solvents and reagents) involved can be de-
termined, as captured through the constraints: 
∀𝑚𝑚 ∈ 𝑅𝑅,𝑛𝑛 ∈ {1,2, … ,10},  
    ∀ 𝑘𝑘 ∈ 𝐾𝐾, 𝑖𝑖𝑖𝑖 𝑘𝑘 𝑖𝑖𝑖𝑖 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒 𝑛𝑛𝑛𝑛ℎ 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑜𝑜𝑜𝑜 
    𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐 𝑓𝑓𝑓𝑓𝑓𝑓 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 𝑚𝑚 
𝑐𝑐𝑘𝑘 ≥ 𝑜𝑜𝑚𝑚𝑚𝑚.   (6)  
 
Final formulation  
All in all, the final mixed-integer optimization problem is stated 
as follows: 

min
𝜙𝜙𝑚𝑚,𝑐𝑐𝑘𝑘,𝑜𝑜𝑚𝑚𝑚𝑚,𝑓𝑓𝑚𝑚

𝜆𝜆1 ∑ 𝜙𝜙𝑖𝑖𝑖𝑖∈𝐷𝐷 + 𝜆𝜆2 ∑ 𝑐𝑐𝑘𝑘𝑘𝑘∈𝐾𝐾 +  

                      𝜆𝜆3 ∑ ∑ 𝑄𝑄𝑚𝑚𝑚𝑚𝑜𝑜𝑚𝑚𝑚𝑚 .𝑛𝑛∈{1,2,…,10}𝑚𝑚∈𝑅𝑅   (7)  
s.t. 𝑓𝑓𝑚𝑚  ≥ 0, 
 𝜙𝜙𝑚𝑚, 𝑐𝑐𝑘𝑘, 𝑜𝑜𝑚𝑚𝑚𝑚 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏,   
 ∑ 𝑓𝑓𝑚𝑚𝑚𝑚∈𝐶𝐶𝐶𝐶𝑘𝑘 − ∑ 𝑓𝑓𝑚𝑚′𝑚𝑚′∈𝑃𝑃𝑃𝑃𝑘𝑘 = 𝑏𝑏𝑖𝑖 ,∀𝑖𝑖 ∈ 𝑆𝑆 ∪ 𝐼𝐼 ∪ 𝑇𝑇, 



 

 𝐶𝐶𝜙𝜙𝑚𝑚 ≥ 𝑓𝑓𝑚𝑚,∀𝑚𝑚 ∈ 𝑅𝑅 ∪ 𝐷𝐷, 
 ∑ 𝑜𝑜𝑚𝑚𝑚𝑚𝑛𝑛∈{1,2,…,10} =  𝜙𝜙𝑚𝑚,   ∀𝑚𝑚 ∈ 𝑅𝑅,  
 𝑐𝑐𝑘𝑘 ≥ 𝑜𝑜𝑚𝑚𝑚𝑚, ∀𝑚𝑚,𝑛𝑛, 𝑘𝑘 𝑠𝑠𝑠𝑠𝑠𝑠ℎ 𝑡𝑡ℎ𝑎𝑎𝑎𝑎 𝑘𝑘 𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖 𝑡𝑡ℎ𝑒𝑒  

𝑛𝑛𝑛𝑛ℎ 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑓𝑓𝑓𝑓𝑓𝑓 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟  
 
Solution method 
The optimization problem formulated above is an MILP that 
can be recognized as a variant of the network design problem – 
a notoriously hard family of MILP problems 26. It can be di-
rectly fed to an optimization solver. We chose Gurobi 27 in this 
work, which has been demonstrated to perform the best on a 
majority of test problems 28. and be solved quickly (within 100 
seconds) for small-size molecule libraries (2-7 targets) and re-
action networks (less than 1,000 reactions). However, as the 
size of the molecule library and the size of the reaction network 
increase, solving the problem to optimality becomes computa-
tionally prohibitive. Even obtaining a reasonable optimality 
gap, which measures the difference between the current best so-
lution and a lower bound of the optimal solution (which is typ-
ically obtained from solving the linear relaxation of an integer 
optimization problem), can be challenging. In the worst case, 
the optimization solver will explore all potential solutions 
which grows exponentially in the number of targets and the 
number of steps per pathway.  
Hence, for the large-scale scenarios, we designed a decomposi-
tion strategy to accelerate the convergence of the solver and ob-
tain better quality solutions. The structure of the problem makes 
it suitable to use a Benders decomposition strategy 29, as it can 
be divided into two stages that can be solved iteratively. We 
refer to Rei et al. 30 for a comprehensive review of Benders de-
composition.  
 
Benders decomposition 
The synthesis planning problem can be decomposed into two 
stages: In the first stage, the reactions of the synthesis plans are 
selected, while the second stage focuses on finding the best set 
of conditions for these reactions. Given a set of reactions 
𝑓𝑓𝑚𝑚,𝑚𝑚 ∈ 𝐷𝐷 ∪ 𝑅𝑅, the best set of conditions can be found by solv-
ing the second-stage problem (or sub-problem) 
𝐹𝐹(𝑓𝑓𝑚𝑚,𝜙𝜙𝑚𝑚) =   min

𝑐𝑐𝑘𝑘,𝑜𝑜𝑚𝑚𝑚𝑚
𝜆𝜆2 ∑ 𝑐𝑐𝑘𝑘𝑘𝑘∈𝐾𝐾 +                                

                                       𝜆𝜆3 ∑ ∑ 𝑄𝑄𝑚𝑚𝑚𝑚𝑜𝑜𝑚𝑚𝑚𝑚,𝑛𝑛∈{1,2,…,10}𝑚𝑚∈𝑅𝑅   (8) 
 s.t.  𝑐𝑐𝑘𝑘, 𝑜𝑜𝑚𝑚𝑚𝑚 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏,   
  ∑ 𝑜𝑜𝑚𝑚𝑚𝑚𝑛𝑛∈{1,2,…,10} =  𝜙𝜙𝑚𝑚,   ∀𝑚𝑚 ∈ 𝑅𝑅, 
 𝑐𝑐𝑘𝑘 ≥ 𝑜𝑜𝑚𝑚𝑚𝑚, ∀𝑚𝑚,𝑛𝑛, 𝑘𝑘 𝑠𝑠𝑠𝑠𝑠𝑠ℎ 𝑡𝑡ℎ𝑎𝑎𝑎𝑎 𝑘𝑘 𝑖𝑖𝑖𝑖 𝑖𝑖𝑖𝑖  

 𝑡𝑡ℎ𝑒𝑒 𝑛𝑛𝑛𝑛ℎ 𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜𝑜 𝑓𝑓𝑓𝑓𝑓𝑓 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 
With this notation, the overall problem (or master problem) can 
be summarized as follows: 
min
𝜙𝜙𝑚𝑚,𝑓𝑓𝑚𝑚

𝜆𝜆1 ∑ 𝜙𝜙𝑖𝑖𝑖𝑖∈𝐷𝐷 + 𝐹𝐹(𝑓𝑓𝑚𝑚) (9)  

s.t. 𝑓𝑓𝑚𝑚  ≥ 0, 
 𝜙𝜙𝑚𝑚 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏,   
 ∑ 𝑓𝑓𝑚𝑚𝑚𝑚∈𝐶𝐶𝐶𝐶𝑘𝑘 − ∑ 𝑓𝑓𝑚𝑚′𝑚𝑚′∈𝑃𝑃𝑃𝑃𝑘𝑘 = 𝑏𝑏𝑖𝑖 ,∀𝑖𝑖 ∈ 𝑆𝑆 ∪ 𝐼𝐼 ∪ 𝑇𝑇, 
 𝐶𝐶𝜙𝜙𝑚𝑚 ≥ 𝑓𝑓𝑚𝑚,∀𝑚𝑚 ∈ 𝑅𝑅 ∪ 𝐷𝐷, 
We implemented Benders decomposition in the following way: 
In the subproblem, we relaxed the constraint that 𝑐𝑐𝑘𝑘, 𝑜𝑜𝑚𝑚𝑚𝑚 are bi-
nary and considered them as continuous variable between 0 and 

1 instead. As a result, one can show that the function 𝐹𝐹(𝑓𝑓𝑚𝑚,𝜙𝜙𝑚𝑚) 
is convex. In particular, strong duality applies and 𝐹𝐹(𝑓𝑓𝑚𝑚,𝜙𝜙𝑚𝑚) 
can be formulated as a maximization problem, i.e.,  
𝐹𝐹(𝑓𝑓𝑚𝑚,𝜙𝜙𝑚𝑚) = max

𝑢𝑢𝑚𝑚,𝑥𝑥𝑘𝑘,𝑦𝑦𝑚𝑚𝑚𝑚,𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚 
−∑ 𝜙𝜙�𝑚𝑚𝑢𝑢𝑚𝑚 − ∑ 𝑥𝑥𝑘𝑘 −  𝑘𝑘∈𝐾𝐾  𝑚𝑚∈𝑅𝑅   

                       ∑ ∑ 𝑦𝑦𝑚𝑚𝑚𝑚𝑛𝑛∈{1,2,…,10}𝑚𝑚∈𝑅𝑅   (10) 
s.t.  𝑥𝑥𝑘𝑘 + 𝜆𝜆2 − ∑ ∑ 𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑛𝑛𝑚𝑚 ≥ 0 ∀𝑘𝑘 ∈ 𝐾𝐾 
 𝑦𝑦𝑚𝑚𝑚𝑚 + 𝜆𝜆3 𝑄𝑄𝑚𝑚𝑚𝑚 + 𝑢𝑢𝑚𝑚 + ∑ 𝑣𝑣𝑚𝑚𝑚𝑚𝑚𝑚𝑘𝑘  ≥ 0,   
 ∀𝑚𝑚 ∈ 𝑅𝑅,𝑛𝑛 ∈ {1,2, … ,10} 
In Benders decomposition, the master problem is solved by re-
placing 𝐹𝐹(𝑓𝑓𝑚𝑚,𝜙𝜙𝑚𝑚) by a piece-wise linear lower approximation, 
namely we solve  
min
𝜙𝜙𝑚𝑚,𝑓𝑓𝑚𝑚

𝜆𝜆1 ∑ 𝜙𝜙𝑖𝑖𝑖𝑖∈𝐷𝐷 + 𝑧𝑧 (11) 

s.t. 𝑓𝑓𝑚𝑚  ≥ 0, 
 𝜙𝜙𝑚𝑚 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏,   
 ∑ 𝑓𝑓𝑚𝑚𝑚𝑚∈𝐶𝐶𝐶𝐶𝑘𝑘 − ∑ 𝑓𝑓𝑚𝑚′𝑚𝑚′∈𝑃𝑃𝑃𝑃𝑘𝑘 = 𝑏𝑏𝑖𝑖 ,∀𝑖𝑖 ∈ 𝑆𝑆 ∪ 𝐼𝐼 ∪ 𝑇𝑇, 
 𝐶𝐶𝜙𝜙𝑚𝑚 ≥ 𝑓𝑓𝑚𝑚,∀𝑚𝑚 ∈ 𝑅𝑅 ∪ 𝐷𝐷, 
 𝑧𝑧 ≥ [𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 − 𝑤𝑤𝑤𝑤𝑤𝑤𝑤𝑤 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 𝑜𝑜𝑜𝑜 𝐹𝐹] 
Once we have solved the master problem, we use the subprob-
lem to provide feedback to the master problem. Indeed, for the 
returned solution, we solve 𝐹𝐹(𝑓𝑓𝑚𝑚,𝜙𝜙𝑚𝑚) as a maximization prob-
lem and obtain a new linear outer-approximation of 𝐹𝐹,  
𝑧𝑧 ≥ −∑ 𝑢𝑢�𝑚𝑚𝜙𝜙𝑚𝑚𝑚𝑚∈𝑅𝑅 − ∑ 𝑥𝑥�𝑘𝑘 − ∑ ∑ 𝑦𝑦�𝑚𝑚𝑚𝑚𝑛𝑛∈{1,2,…,10}𝑚𝑚∈𝑅𝑅𝑘𝑘∈𝐾𝐾   (12) 
These two problems, the master and the sub problem, are both 
much easier to solve than the original problem. For continuous 
linear optimization, this decomposition strategy is guaranteed 
to converge to the same optimal solution as the original solu-
tion, and usually demonstrates to be much faster. In this prob-
lem, since there are binary variables in the original subproblem 
and relaxed this constraint, the decomposition is not guaranteed 
to fully close the optimality gap, but we found that it indeed 
converged to improved solutions for large scale problems.  
 
Overall numerical strategy 
In practice, we found that an off-the-shelf solver was able to 
find reasonable heuristic solutions quickly, and then slowly re-
duced the optimality gap (by improving the solution or the 
lower bound). On the other hand, the decomposition method 
was much faster at improving the lower bound, but needed a 
good initial feasible solution for the master problem to be effec-
tive. Therefore, we implemented this decomposition method in 
the following procedure, with the Gurobi solver: 

1) Solve the original problem directly using Gurobi; 
2) Terminate the solution process after 100 seconds 

without improvement in the optimal solution (if not 
solved to optimality). Record the current best solution; 

3) Initiate the decomposition method with the current 
best solution, generating optimality cuts at any feasi-
ble solution found; 

4) Terminate the solution if a) optimality gap is less than 
1%, or b) solution time is over an hour and optimality 
gap is less than 20%, or c) solution time is greater than 
24 hours. 

The logic behind the termination criteria is that if the problem 
proves to be difficult (i.e., it has been solved for an hour without 



 

converging), we loosen the termination condition to 20% opti-
mality gap. Also note that in this implementation, the decom-
position method would be automatically triggered if there were 
signs that the original problem could be difficult to solve (una-
ble to solve within 100 seconds). Therefore, the model user does 
not have to decide whether or not to use the decomposition 
method.  
The code implementation can be found at 
https://github.com/Coughy1991/Molecule_library_synthesis. 
All computations are performed on a dual Intel® Xeon(R) CPU 
E6-2690@2.9GHz processors, and the computational times re-
ported are the real time elapsed (wall time). 
 

RESULTS 
This approach was applied to drug-like chemical libraries to op-
timize the synthesis plans for all molecules in the libraries. We 
demonstrated the method on four molecule libraries: 1) ta-
matinib and fostamatinib; 2) a library of indole analogs; 3) a 

library of molecules that are similar to dacomitinib; and 4) a 
library of derivatives of k-opioid agonist ICI-199441. The four 
case studies included 2, 7, 7, and 48 targets, respectively. The 
resulting reaction networks for all case studies are summarized 
in Table 1. The number of reactions ranges from around 500 to 
more than 7,000.  
We evaluated a synthesis plan based on a weighted combination 
three concurrent objectives: minimizing the number of unique 
starting materials, the number of C/S/R needed, and the proba-
bility the synthesis might fail. For each library, we compared 
the solution obtained by choosing the “best” pathway for each 
target individually, i.e., the separate planning solution, with 
combined synthesis plans obtained by solving the optimization 
formulation, and for different weights on the three objectives 
(1:1:1, 10:1:0.1, 0.1:1:10, representing the number of starting 
materials: number of C/S/R: total reaction penalty. See defini-
tion of the objectives in the Methods section).  

 
 
Table 1. Summary of the retrosynthesis analysis results for the four case studies 

Molecule library Num. of Tar-
gets 

Num. of Starting materi-
als 

Num. of Intermedi-
ates 

Num. of Reac-
tions 

Num. of 
C/S/Ra 

Tamatinib 2 195 224 568 368 
Trytophans and in-

doles 
7 381 418 1,029 628 

Dacomitinib 7 534 1,099 2,397 522 
ICI-199441 48 1,033 2,805 7,151 918 

a: the number of catalysts/solvents/reagents 
 
Table 2 summarizes results from each retrosynthesis analysis. 
On average, our optimized synthesis plan reduces the number 
of starting materials and C/S/R by 32.2% and 66.0% respec-
tively. In terms of computational burden, our optimization for-
mulation can be solved within seconds for the smallest libraries 
and within hours for the largest instances. In particular, the pro-
posed decomposition algorithm significantly improves scalabil-
ity to larger-size libraries and reduces computational time by a 
factor 5-10 compared to commercial solvers (Figure S1). This 
demonstrates that Benders decomposition drastically improves 
scalability of the optimization approach. The case studies are 
discussed in the following sections based on the results of com-
bined synthesis planning with 1:1:1 weighting. Results with 
other weighting factors (10:1:0.1 and 0.1:1:10) are shown in the 
Supporting Information (Figures S2-S5).  

Case 1. Syntheses of tamatinib and fostamatinib 
We investigated the combined synthesis planning for two mol-
ecules, tamatinib and fostamatinib (red molecules shown in Fig-
ure 3). These two molecules are very similar in structure (Tan-
imoto similarity of radius 2 Morgan fingerprint = 0.816), and 
tamatinib can be viewed as a substructure of fostamatinib. After 
running retrosynthesis for these two molecules, the reaction net-
work included 568 reactions, 195 starting materials, 224 inter-
mediates and 368 catalysts/solvents/reagents. In the separate 
synthesis planning, the pathway chosen for these two targets do 
not have much overlap. In the combined synthesis planning, 
however, the synthesis of fostamatinib takes advantage of the 
synthesis of tamatinib, and then further functionalizes tamatinib 
to obtain fostamatinib. Also, there are two SN2 reactions that 
share the same solvents and reagents (Figure 3). 
 

 
Table 2. Summary of the optimization results for the four case studies 

Molecule li-
brary 

Number 
of targets 

Separate syn-
thesis plan-

ning 

  
Combined synthesis planning 

 

  / 1:1:1c 10:1:0.1 0.1:1:10 
  SMa C/S/Rb SM C/S/R Time/s SM C/S/R Time/s SM C/S/R Time/s 

Tamatinib 2 6 12 4  5 1 4 3 2 4 7 1 
Tryptophans 
and indoles 7 19 25 16  12 4 12 11 23 17 18 2 

Dacomitinib 7 18 30 15  6 18 14 9 354d 16 6 5 
ICI-199441 48 38 42 14  11 463d 13 9 12,361e 21 12 79 

a: the number of starting materials;  
b: the number of catalysts/solvents/reagents;  
c: the weighting factors for the three different objectives; 



 

d: decomposition used; 
e: decomposition used; solved to 20% optimality gap. 
 
  
 

 
Figure 3. Comparison of the synthetic routes found for the two targets in the separate and combined synthesis planning. Molecules 
highlighted in blue are starting materials; those in red are target molecules. Text next to the arrows takes the format “reaction index: 
reaction conditions”. Chemistry steps possibly needing further investigation: SNAr reactions potentially have selectivity issues 
(R1,R2); R7: reaction is possible but similar literature precedence used a strong base 31. R9: there might be side reactivities of other 
amines with the phosphate ester; R10 and R11 represent two deprotection steps of the same group so they might be combined in one 
step.  
 
Case 2. Synthesis of a library of indole analogs  
In this case, we tested the model on a library of indoleamine 
2,3-dioxygenase 1 inhibitors adapted from Figure 3 of Ref. 4. 
One of the eight compounds presented in the original reference 
was so small that it qualified as a starting material, so we ex-
cluded that and performed the analysis on the remaining seven 
molecules (Figure 4a). Stereochemistry was not included in the 
retrosynthesis analysis as described in the Methods section. 
There was a larger structural variability across molecules, but 
they did show some overlapping substructures. For this library, 
we constructed a reaction network of 1,029 reactions, 381 start-
ing materials, 418 intermediates and 628 catalysts/solvents/rea-
gents.  

The pathways resulting from separate and combined synthesis 
planning for all seven targets are shown in Figure S3 in the Sup-
porting Information. Here for better visualization, we presented 
three molecules that had significant overlap when running com-
bined synthesis planning in Figure 4b. These three syntheses 
shared the same intermediate (the product of R5), which can 
facilitate the development of these syntheses. This intermediate 
being shared by multiple targets also indicates its potential to be 
diversified to other molecules. The reaction conditions are also 
greatly simplified compared to the separate synthesis planning. 
Moreover, most reactions use common solvents and reagents. 

 



 

 
Figure 4. a) structures of tryptophan and indole analogs used in this case study. b) examples of three molecules that share common 
intermediates in the combined synthesis planning. Molecules highlighted in blue are starting materials; those in red are target mole-
cules. Only key intermediates are shown. Text next to the arrows takes the format “reaction index: reaction conditions”. Full pathways 
are shown in Figure S3. Chemistry steps possibly needing further investigation: Comparing R6+R7 and R11, they are methylating 
the same amine while one uses protection and the other do not, so it is likely that R10 and R11 would need to be swapped in this 
sequence. R15 and R17 might have site selectivity issues, since there are multiple sites where the same reaction can happen.  
Case 3. A library of molecules that are similar to 
dacomitinib 
Dacomitinib is a drug that was approved in 2018. We performed 
a similarity search in the Drugbank database 
(https://www.drugbank.ca/) to identify other molecules with a 
similarity score of 0.7 or higher and obtained a library of seven 
molecules (red molecules in Figure 5). While it has the same 
number of target molecules as the previous case study, the ret-
rosynthesis analysis resulted in a reaction network of 2,397 re-
actions, 534 starting materials, 1,099 intermediates and 533 cat-
alysts/solvents/reagents, which was significantly larger than the 

previous case study. In this case, when the weighting factors are 
10:1:0.1, the problem becomes challenging to solve directly. It 
took 2,011 seconds to reach 1% optimality gap. With the de-
composition strategy applied, computational time to reach the 
same accuracy reduces by a factor 5, down to 354 seconds.  
Figure 5 shows the pathways for these seven targets from com-
bined synthesis planning. It can be seen that the pathways are 
highly inter-connected, with many starting materials being 
shared by two or more targets. In this case, the reaction condi-
tions were simplified to only six distinct chemicals compared to 
30 in the separate synthesis planning.  

 



 

 
Figure 5. The optimal reaction network selected in the combined synthesis planning for the seven targets in Case 3. Molecules 
highlighted in blue are starting materials; those in red are target molecules. Only key intermediates are shown. Text next to the arrows 
takes the format “reaction index: reaction conditions”. Full pathways are shown in Figure S4 in the Supporting Information. Chemistry 
steps possibly needing further investigation: in R17 there might be selectivity issues since ethyl iodide might also react with the free 
aniline.  
 
Case 4. A library of derivatives of k-opioid agonist ICI-
199441 
In this case, we explored a molecule library with a larger size. 
It was a case study also investigated by Molga et al. 24 All mol-
ecules are enumerated derivatives of compound ICI-199441, al-
lowing variations on four different sites (Figure 6a). A total of 
48 targets were present in this library. In Molga et al. 24, their 
algorithm were able to identify the pathways for the top-five 
most accessible targets, which is likely the result of biasing the 
search towards common reactions. Here we attempted to iden-
tify the maximum overlap for all the targets. In our work, the 
reaction network constructed for this library included 7,151 re-
actions, 1,033 starting materials, 2,805 intermediates and 918 
catalysts/solvents/reagents. For this problem size, the MILP 
was much more challenging to solve. For weighting factors of 
1:1:1, the solver took 793s to reach 1% optimality gap. For 
weighting factors of 10:1:0.1, the optimality gaps reached after 
24 hours using the raw commercial solver Gurobi were 22.3%. 

The decomposition strategy, however, solves the problem with 
weights 1:1:1 to 1% optimality gap in 463 seconds and the in-
stance with weighting factors 10:1:0.1 to 20% optimality gap in 
12,361 seconds (nearly 3.5 hours). These results together with 
what was observed in Case 3 demonstrated the effectiveness of 
the decomposition method in improving the computational per-
formance of the optimization algorithm on large-scale in-
stances. 
Figure 6b shows examples of molecules whose synthetic routes 
identified by the combined synthesis planning significantly 
overlap. They are the four molecules with the four different var-
iations in R2 group and the same R1, R3 and R4 groups. The re-
action transformations in the synthetic routes for the four targets 
are very similar, except for two steps in the first synthesis (re-
actions R2 and R3 are different from R7, R11 and R15). For the 
same type of reactions, usually the same condition is shared 
among them (e.g. reactions R4, R8, R12 and R16). 

 



 

 
Figure 6. a) analogs of ICI-199441 used in Case 4. b) examples of targets that have significant overlap in the combined synthesis 
planning. Molecules highlighted in blue are starting materials; those in red are target molecules. Text next to the arrows takes the 
format “reaction index: reaction conditions”. Full pathways are shown in Figure S5 in the Supporting Information.  
 

DISCUSSIONS 
Scalability 
There are three major components of the computational cost. 
For retrosynthesis the computational time scales linearly with 
the number of targets in the library. If we use the 60s expansion 
time for each target, it would be possible to analyze hundreds 
of targets within hours. 
For condition prediction and reaction evaluation, while it is rel-
atively slow per reaction (10 seconds on an NVIDIA GeForce 
GTX 1080 GPU), this step has the potential of being parallel-
ized, which could reduce the computational cost given suffi-
cient computing resources. 
For optimization, as demonstrated in Case 4, it would be chal-
lenging to solve large problems to optimality, but within a rea-
sonable period of time a good heuristic solution can usually be 
found. Afterwards the majority of time is spent on improving 

the lower bound. Therefore, the user can specify the allowed 
computation time based on the time-sensitivity of the task and 
obtain good solutions to libraries with a few hundred molecules. 
In all, the proposed method should be able to solve molecule 
library synthesis planning tasks with a few hundred molecules 
within one or two days. 
 
Limitations 
We are aware that a subset of suggestions given by the retro-
synthesis model might not chemically feasible due to different 
aspects of model limitations. In some reactions, necessary reac-
tion conditions are missing (typically solvent, e.g., Figure 3, R7; 
Figure 6b, R6). This omission can be relatively easily spotted 
and corrected by chemists. In addition, missing solvents are 
likely to be frequently used chemicals, which are often omitted 
in data records. Therefore, adding these solvents does not con-
tribute much to the overall number of chemicals. Nevertheless, 
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it is ultimately desirable to improve on this aspect by the com-
munity creating better datasets for training the reaction condi-
tion recommendation model. 
The current reaction prediction model treats molecules as a 2-D 
graphs which neglect chirality information, so the chiral trans-
formations proposed by the retrosynthesis analysis cannot be 
adequately evaluated. Therefore, we do not account for stereo-
chemistry in this work. With the advances in reaction prediction 
capabilities, it would be desirable to take stereochemistry into 
account, through both better data curation and method develop-
ment. First it is important to create high quality datasets that 
include mainly chiral reactions along with their achiral counter-
parts (presumably under different reaction conditions) to be 
able to train and compare models on predicting stereochemistry. 
For the methods, chiral molecular fingerprints and text-based 
methods that are directly train on SMILES strings of the mole-
cules could potentially capture chiral information implicitly, but 
the effectiveness has not been validated on a large scale due to 
the lack of data availability. Graph-based representations can 
also be extended to include chiral information through asym-
metric message passing for atoms with different chirality, or us-
ing calculated atom descriptors based 3-D structures of the mol-
ecules. 
As a general trend, as more weight is put on minimizing the 
number of starting materials, more low-score reactions are in-
cluded in the final pathway. We provide notes in the SI for these 
low-score reactions on whether it reflects some limitations of 
the retrosynthesis model, or it might be a valid reaction based 
on similar literature precedence. Meanwhile, it is observed that 
many of such low-score reaction exist across combined synthe-
sis planning and separate synthesis planning, indicating that 
these low-score reactions are not a consequence of optimizing 
pathway selection. Therefore, with the improvement of retro-
synthesis analysis, the optimization framework developed here 
will likely provide similar level of benefit in resource minimi-
zation to realize a library of molecules.  
 

CONCLUSION 
We combined retrosynthesis analysis and a mixed-integer opti-
mization algorithm to plan syntheses of multiple molecules in a 
molecule library. We considered multiple objectives, including 
the number of starting materials, the number of catalysts/sol-
vents/reagents and the likelihood of success of the overall syn-
theses plan to select an optimal reaction network to access the 
target molecules. Instead of pre-enumerating a fixed number of 
pathways, we directly formulated the optimization problem on 
the reaction network which avoided information loss through 
incomplete tree enumeration. For each reaction, we allowed for 
selection among 10 different sets of reaction conditions, greatly 
enhancing the flexibility of selecting reactions with similar con-
ditions. The framework was demonstrated on four case studies, 
with the size of the library ranging from 2 to 48 targets. Solving 
the optimization problem effectively reduced the number of 
starting materials and catalysts/solvents/reagents by promoting 
the sharing of chemicals between the syntheses of different tar-
gets. Benders decomposition was used to accelerate the optimi-
zation and improved computational performance on large-size 
problems. Overall, this framework can serve as a general tool 
for planning efficient syntheses for molecular libraries, which 

can simplify chemical inventory and supply chain management, 
facilitate reaction development and thus reduce cost of discov-
ery and development. 
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