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Abstract 

Making predictions with an associated confidence is highly desirable as it facilitates decision 

making and resource prioritization. Conformal regression is a machine learning framework that 

allows the user to define the required confidence and delivers predictions that are guaranteed to be 

correct to the selected extent. In this study, we apply conformal regression to model molecular 

properties and bioactivity values and investigate different ways to scale the outputted prediction 

intervals to create as efficient (i.e. narrow) regressors as possible. Different algorithms to estimate 

the prediction uncertainty were used to normalize the prediction ranges and the different 

approaches were evaluated on 29 publicly available datasets. Our results show that the most 

efficient conformal regressors are obtained when using the natural exponential of the ensemble 

standard deviation from the underlying random forest to scale the prediction intervals, but other 

approaches were almost as efficient. This approach afforded an average prediction range of 1.65 

pIC50 units at the 80 % confidence level when applied to bioactivity modeling. The choice of 

nonconformity function has a pronounced impact on the average prediction range with a difference 

of close to one log unit in bioactivity between the tightest and widest prediction range. Overall, 

conformal regression is a robust approach to generate bioactivity predictions with associated 

confidence. 
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Introduction 

Quantitative Structure-Activity Relationship (QSAR) studies explore the relationship between 

molecular structure and bioactivity or molecular structure and properties (QSPR).1,2 QSAR 

methods form the backbone of early stage predictions in drug discovery, and are routinely applied 

throughout the pharmaceutical industry.3 However, the confidence or reliability in the predictions 

generated by QSAR models are sometimes difficult to accurately assess and quantify, something 

that can hamper the usefulness of predictive modelling.4,5 Depending on the uncertainty in the data 

used to train the models, as well as the machine learning algorithms used, varying levels of 

uncertainty will be associated with the predictions generated by the model.6,7 Methods that can be 

used to estimate the confidence associated with a prediction have therefore received increasing 

attention. 

Model applicability domain has been a key concept for prediction reliability during many years 

and is still an active research field.8 Also other methods have been applied to estimate the errors 

or control the confidence in predictors,9 these methods include the use of experimental and 

predictive probability distributions,10 Bayesian methods11 including Gaussian processes,12 

reliability-density neighborhoods,13 and ensemble model variance,14 as well as the use of 

confidence predictors.15 

Clearly, knowing the uncertainties associated with a prediction can be very helpful. Different 

propensity for error exists in any context where predictions are made, quantifying the uncertainty 

associated with a prediction allow for informed decisions based on the outcome. In a QSAR 

setting, it can allow prioritizing between different compounds based on the uncertainty associated 

with their predicted values of interest or to help guide the number of compounds that should be 

selected for experimental determination. For example, the user can choose to trust in predictions 
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with a low uncertainty while experimentally determine the values for instances with higher 

uncertainty. 

In a regression context, a conformal predictor is a type of confidence predictor that outputs 

prediction ranges with a guaranteed maximum error rate corresponding to a user-defined 

confidence level.15 For a conformal regression model at the 80 % confidence level, at least 80 % 

of all generated prediction ranges will include the correct value. This is achieved by comparing 

new instances to previous examples of known outcome through a nonconformity function. 

Conformal predictors can be applied both to classification and regression tasks and can be used 

with any underlying machine learning algorithm, thus making conformal prediction a flexible 

framework. 

It is possible to define many different nonconformity measures, each defining a different 

conformal predictor. Conformal predictors can be evaluated using the concepts of validity and 

efficiency. A prediction from a conformal predictor is considered to be correct if the corresponding 

prediction range includes the correct value. The predictor is said to be valid if the overall frequency 

of errors does not exceed that of the chosen significance level (defined as 1 – the confidence level). 

The efficiency of a predictor measures the size of the prediction ranges. A predictor with smaller 

prediction ranges is said to be more efficient. Since a conformal predictor by design is always 

valid, the variability between different conformal predictors is mainly how efficient the predictor 

is. 

An inductive conformal predictor utilizes a calibration set with known labels to infer new 

predictions, and this study will only consider this type of conformal predictor. In the simplest case, 

the prediction range from such a conformal regressor can be derived by evaluating the size of the 

residuals (|𝑦𝑖 − 𝑦̂𝑖|) on the calibration set. The prediction range that includes the correct value for 
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a proportion of the calibration set corresponding to the set confidence level is then applied to all 

new predictions. The simplicity of this approach allows it to be combined with any regression 

algorithm. However, the problem with this approach is that different instances are generally 

associated with different levels of uncertainty. Rather than generating the same prediction ranges 

for every instance, it is desirable to scale the ranges to reflect the uncertainty of the individual 

prediction. 

Since a conformal regressor relies on the known prediction errors from previous examples, a 

larger library of known instances will help making the prediction ranges more accurate and more 

efficient. A conformal predictor requires these calibration examples in addition to the instances 

used to train the underlying predictor, thus a larger number of instances are ideally required 

compared to using only the underlying predictor. In some cases, where data is scarce, this might 

limit the usefulness of the approach.  

Earlier studies have investigated different methods for improving the tightness of the prediction 

regions and to normalize these to the individual uncertainties of new instances.16–18 Papadopoulos, 

Vovk, and Gammerman16 explored nonconformity functions based on k nearest neighbors, using 

either the distance from an example to the neighbors, the standard deviation of the neighbor labels 

or a combination of both. Johansson et al.17 described an application of random forest based 

conformal regression where the out of bag examples are used to derive the prediction ranges either 

though a separate error prediction model or by using the out of bag error for the nearest neighbors, 

eliminating the need of a separate calibration set. However, none of these studies applied the 

methods to bioactivity prediction. 

Conformal prediction has attracted increasing attention in recent years and several studies have 

investigated both theoretical aspects and applications.19–32 These studies have highlighted several 
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strengths associated with conformal prediction, such as its excellent handling of imbalanced 

data,26,27,33 and built-in definition of the applicability domain.20,34 Previous studies have also 

applied conformal prediction to QSAR modelling.24,29 Although these studies have shown the 

usefulness of conformal prediction as a basis for QSAR, a more systematic approach evaluating 

different conformal prediction methods in the context of QSAR is still missing in the literature, 

and further understanding on how different nonconformity functions can impact the prediction 

ranges afforded in bioactivity and property modelling is still required. 

In this study, we investigated the performance of different conformal regression approaches for 

QSAR. We applied six distinct nonconformity measures based on different ways to estimate the 

uncertainty of predictions for individual instances. The performance of the different measures is 

evaluated on 29 datasets with bioactivity or molecular properties as output values. Special 

emphasis was put on investigating the effects of the different nonconformity measures on model 

efficiency, i.e. the size of the prediction ranges. 

 

Methods 

Data Sets 

Table 1 describes the 29 datasets used in this study. The datasets were extracted from 

ChEMBL35,36 (version 19) as described by Cortes-Ciriano and Bender37. Some of these datasets 

have also been used in previous studies.20,38–42 

The structures where standardized using the IMI eTOX project standardizer43 in combination 

with tautomer standardization using the MolVS standardizer44. All activity values where converted 

to pIC50 values (i.e. –log10 IC50). Chemical structures were encoded using 97 RDKit45 descriptors 
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(see Supporting Information for full list of descriptors). These descriptors have shown good 

performance in previous studies.26,46 

Table 1. Summary of the datasets used in this study. 

Dataset Number of 

compounds 

Outcome/Target Data 

Range 

ChEMBL 

ID/reference 

Properties     

AQUAX 1,277 Solubility in water (log S) -11.6 – 1.6 Huuskonen38 

AZ 

solubility 

1,763 Solubility in buffer pH 7.4 -4 – 0.2 CHEMBL330136

4 

AZ LogD 4,197 Octanol/water distribution at pH 7.4 -1.5 – 4.5 CHEMBL330136

3 

Biological 

activity 

 (pIC50)   

F7 353 Factor VII 4.0 – 8.2 Chen et al.39 

IL4 632 Interleukin 4 4.7 – 8.3 Chen et al.39 

MMP2 533 Matrix metalloproteinase-2 5.1 – 10.3 CHEMBL333 

hERG 4,325 hERG potassium ion channel 2.4 – 9.9 Czodrowski47 

JAK1 804 Tyrosine-protein kinase JAK1 6.3 – 9.9 Chen et al.39 

JAK2 608 Tyrosine-protein kinase JAK2 3.8 – 9.8 CHEMBL2971 

GCR 748 Glucocorticoid receptor 4.0 – 10.4 CHEMBL2034 

AR 688 Androgen Receptor 4.2 – 9.7 CHEMBL1871 

Estrogen β 593 Estrogen receptor β 4.0 – 9.5 CHEMBL242 

Estrogen α 649 Estrogen receptor α 4.1 – 9.7 CHEMBL206 

DAT 910 Dopamin transporter 4.1 – 10.2 CHEMBL238 

VEGF2 3,501 Vascular endothelial growth factor 

receptor 2 

4.0 – 9.8 CHEMBL279 

SERT  1,682 Serotonin transporter 4.0 – 10.6 CHEMBL228 

SRC 1,882 Tyrosine-protein kinase SRC 2.3 – 9.9 CHEMBL267 
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PKCα 323 Protein kinase C alpha 4.0 – 9.4 CHEMBL299 

PTK2 295 Focal adhesion kinase 1 4.0 – 9.3 CHEMBL2695 

PR 908 Progesterone receptor 4.1 – 10.2 CHEMBL208 

mTOR 1,014 Serine/threonine-protein kinase mTOR 4.0 – 10.1 CHEMBL2842 

MAP 

ERK2 

118 MAP kinase ERK2 4.1 – 9.7 CHEMBL4040 

CDK2 808 Cyclin-dependent kinase 2 3.5 – 10 CHEMBL301 

Aurora-A 745 Serine/threonine-protein kinase Aurora-

A 

4.0 – 9.8 CHEMBL4722 

Vanilloid 962 Vanilloid receptor 4.0 – 9.8 CHEMBL4794 

SELE 155 E-selectin 4.0 – 9.2 CHEMBL3890 

MGLL 1,112 Monoacylglycerol lipase 4.8 – 8.4 Chen et al.39 

PRSS2 315 Protease, serine, 2 4.0 – 7.8 Chen et al.39 

Toxicity     

Tox 

pyriformis  

1,083 toxicity against T. pyriformis 0.3 – 6.3 Sushko et al.48 

 

 

Conformal regression and nonconformity measures 

For an in-depth definition of the conformal prediction/regression methodology we refer the 

reader to Vovk, Gammerman, Shafer15 and for a practical explanation of the implementation to 

Norinder et al.20 

In conformal regression, we defined the nonconformity measure α as 

𝛼𝑖 =
|𝑦𝑖−𝑦̂𝑖|

𝜆𝑖
 (eq. 1) 

where yi is the observed value, ŷi the predicted value, and λi is a factor for scaling the prediction 

range for instance i.  
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In this study, we choose to apply scaling methods based on measures that in some aspect quantify 

the underlying uncertainty of the prediction for individual instances. The intention is to generate 

predictions where instances associated with a greater uncertainty have a wider prediction range. A 

number of different approaches to assess the uncertainty of a prediction were used to derive the 

denominator λ, these are discussed below and a summary of these methods are presented in Table 

2. 

Table 2. Descriptions of the different nonconformity functions used in this study. 

Method Description 

Ensemble Standard Deviation (ESD) The standard deviation of the predictions from 

the underlying ensemble of trees was used to 

assess uncertainty. 

Ensemble interpercentile range (EIR) The interpercentile range, 10th to 90th percentile 

to give the central 80 % range, from the 

ensemble predictions. 

Error model (EM) A separate model was used to predict the error 

of each instance. 

Distance to training center (DTC) The distance in two component PCA space to 

the center of all training data. 

IPCA NN Uncertainty was derived based on the average 

distance to the five NN in two dimensional 

IPCA. 

t-SNE NN Uncertainty was derived based on the average 

distance to the five NN in two dimensional t-

SNE.  

 

1. Ensemble based methods 

The first approach to estimate the uncertainty was to use the distribution of the predictions from 

the ensemble. The ensemble standard deviation has previously been reported in the literature as 

being an effective indicator of the relative confidence in the prediction.14,40,49–51 If there is a high 
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variance in the output from the underlying predictors, that indicates a greater uncertainty in the 

prediction. Two ways of integrating this information in the nonconformity score were applied, the 

standard deviation of the predictions from the individual predictors and the interpercentile range 

(the range of prediction values between two percentiles) of the ensemble predictions.  

2. Error prediction model 

Another way to measure the uncertainty that has been applied as a basis for nonconformity scores 

in previous studies is to apply a separate model to predict the size of the residual for each 

instance.20,32 We applied a random forest (RF) based error model using the predicted error 

associated with instance i as λi. 

3. Data distribution 

Uncertainty can also be estimated based on how a new instance relates to the instances in the 

training set. If there are many instances with similar features in the training data, the expectation 

would be that the predictor performs better than when there are fewer instances with similar 

features. We therefore applied methods to define λi by taking into account the distance to and 

density of training examples in relation to the instance being predicted.  

Our first approach was to create a two component PCA of the training data and project new 

instances in this space. The distance to the average object (PCA origin) was then calculated for the 

new instance and used as λi.  

Predictive uncertainty based on density was derived from t-student distributed stochastic 

neighborhood embedding (t-SNE) and IPCA. The scikit-learn implementations were used for this 

calculation, with default settings. t-SNE has been demonstrated to conserve the multidimensional 

structure of the data (in terms of relative vicinity of instances) during its projection into a low-

dimensional map.52 The dimensionality reductions were employed to the same descriptors used as 
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input for the modelling, and the average distance to the five nearest neighbors in a two component 

reduced space were used as λi. 

Weighting of the nonconformity score 

For the nonconformity measures based on λi derived from the ensemble standard deviation, we 

also implemented a weighted expression defined as 

𝜆𝑖 = 𝑒𝑤∙𝑆𝐷  (eq. 2) 

where w is a weighing factor. The exponent term of this non-conformity score was adapted from 

a non-conformity score reported by Papadopoulus et al.16  

Machine Learning 

All machine learning models were constructed using the scikit-learn53 Python package. Default 

values for the parameters were used unless otherwise specified. For ensemble based methods 500 

estimators were used. 

Initial regression models were developed using RF, Lasso, Gradient Boosting, Ridge 

Regression, Bayesian Ridge, Adaptive Boosting (AdaBoost), Automatic Relevance Determination 

(ARD), Elastic Net, and partial least squares (PLS). 

Inductive conformal predictors were based on the nonconformist54 Python package and the code 

was modified according to the different nonconformity functions. 

We applied the aggregated conformal predictor approach described by Carlsson et al.22 using 

200 iterations. In each iteration, the data was randomly split into 20 % test set, 20 % calibration 

set, and 60 % training set. This allows the split for test and calibration set to be carried out multiple 

times, thereby reducing the variability from different splits. 

Evaluation of the predictors 
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The individual regression techniques were evaluated using R2 and RMSD. Although these 

metrics are useful to summarize the performance of models in the form of single numbers, they 

might not be useful as measures of the predictive ability in all settings, as has been demonstrated 

before.55 Importantly, when evaluating models multiple parameters should always be considered.  

We chose to evaluate the validity of the predictors by comparing the expected error rate, ε, to 

the observed error rate for the confidence levels 70-100 % at every 1 % step expressed as the 2-

norm of the resulting error vector. This way, the validity over the most typical confidence levels 

are considered. A smaller value indicated that the error rates generated by the models more closely 

correspond to the set confidence level. 

The efficiency was calculated as the average prediction range at the 80 % confidence level. 

Prediction ranges were calculated as the full span on both sides of the point prediction (i.e. plus 

and minus the uncertainty). 

Visualization 

All plots were made using matplotlib.56 For all the boxplots, the box extends from the lower to 

upper quartile values of the data and the whiskers extends a further 1.5 times the interquartile range 

with all data points outside that range represented as individual dots. 

Results and Discussion 

We explored an array of different regression techniques on our datasets and the results indicate 

a higher performance (R2 and RMSD) of ensemble-based models compared with single models 

(Figure 1; see Supporting Information for detailed values).57,58  
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Figure 1. Distribution of R2 values for different regression methods across all the datasets when 

evaluated on test data. 

In the context of conformal prediction, ensemble models also offer the opportunity to use values 

generated from the underlying estimators to derive λ. Since RF had among the best overall 

performance in our study, and is a widely used algorithm with efficient implementations in most 

machine learning software, we chose to continue the analysis using RF as the underlying machine 

learning algorithm for our conformal predictors. 

We evaluated different nonconformity measures (Table 2) with respect to model validity and 

average prediction range at the 80 % confidence level. Table 3 shows the validity of the different 

algorithms across all datasets. Although some differences in validity can be seen across the 

different nonconformity functions, all models produced an error rate that was very close to the 

defined significance level. This is gratifying, as it shows that the conformal predictors produce 
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valid models regardless of the choice of nonconformity function, in agreement with the underlying 

theory. 

Table 3. Validity of the different conformal regression models (lower value indicates better 

correspondence between expected and observed error, see methods for details). All the tested 

nonconformity functions produced valid models with only small deviations from the expected 

error.  

Dataset ESD EIR EM DTC IPCA 

NN 

t-SNE 

NN 

Properties       

AQUAX 0.093 0.107 0.210 0.069 0.151 0.104 

AZ solubility 0.075 0.087 0.142 0.042 0.135 0.103 

AZ LogD 0.056 0.068 0.148 0.030 0.115 0.086  

Biological 

activity             

F7 0.155 0.146 0.168 0.097 0.177 0.144 

IL4 0.136 0.152 0.225 0.082 0.174 0.132 

MMP2 0.113 0.115 0.204 0.041 0.148 0.144 

hERG 0.056 0.054 0.046 0.030 0.124 0.084 

JAK1 0.120 0.115 0.101 0.056 0.151 0.112 

JAK2 0.093 0.100 0.210 0.049 0.123 0.122 

GCR 0.107 0.117 0.185 0.056 0.134 0.102 

AR 0.118 0.141 0.158 0.075 0.138 0.105 

Estrogen β 0.124 0.153 0.180 0.075 0.085 0.126 

Estrogen α 0.117 0.133 0.210 0.091 0.086 0.136 

DAT 0.086 0.120 0.074 0.062 0.140 0.136 

VEGF2 0.057 0.072 0.163 0.026 0.121 0.102 
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SERT 0.080 0.108 0.197 0.040 0.129 0.102 

SRC 0.071 0.083 0.073 0.039 0.103 0.143 

PKCα 0.129 0.157 0.147 0.105 0.119 0.101 

PTK2 0.125 0.134 0.115 0.122 0.121 0.094 

PR 0.093 0.108 0.093 0.068 0.113 0.124 

mTOR 0.115 0.123 0.209 0.042 0.154 0.133 

MAP ERK2 0.188 0.233 0.314 0.321 0.167 0.089 

CDK2 0.115 0.106 0.187 0.086 0.140 0.135 

Aurora-A 0.095 0.085 0.109 0.060 0.150 0.137 

Vanilloid 0.132 0.130 0.089 0.059 0.128 0.128 

SELE 0.221 0.282 0.318 0.183 0.274 0.234 

MGLL 0.088 0.124 0.123 0.060 0.167 0.139 

PRSS2 0.094 0.188 0.245 0.086 0.154 0.064 

Toxicity             

Tox 

pyriformis  0.092 0.127 0.151 0.077 0.160 0.111 

 

Figure 2 shows how the prediction ranges are affected by the confidence level. At high 

confidence levels the prediction range is wide in order to include the correct value in most cases, 

while for low confidence levels more errors are accepted and the prediction ranges can become 

narrower. We chose to evaluate the prediction ranges at the 80 % confidence level (i.e. expected 

error rate of 0.2) as in the authors’ experience this represents a reasonable balance between 

predictor efficiency and expected error rate that would translate into actionable models for QSAR 

applications. 
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Figure 2. Average prediction ranges for different expected errors (based on the confidence level) 

on the dataset ‘AQUAX’ using the ESD based nonconformity function. This illustrates how the 

prediction range increases as the expected error (1 – confidence level) decreases. 

Despite producing similar results in terms of validity, the efficiency of the applied 

nonconformity functions differed greatly with almost one log unit difference in average prediction 

range between the best performing nonconformity function and the worst (Figure 3, Figure 4, and 

Table 4). The performance of many of the individual models is somewhat poor; for many datasets 

even the best models produce an average prediction range at the 80 % confidence level spanning 

around 30 % of the full range of the dependent variable in the dataset. However, the much tighter 

prediction ranges achieved for some datasets, most notably AQUAX where the average prediction 

range spans about 10 % of the data range, indicate that the poor predictions associated with some 

datasets is not inherent to the method. However, it is important to stress the fact that the tightness 

of the prediction ranges is closely related to the quality of the underlying models and that many of 

the datasets that generate very wide prediction ranges also have poor RMSD (see Supporting 

Information). 
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Figure 3. The prediction ranges using the ESD for the best performing (most efficient in relation 

to data range) dataset ‘AQUAX’ (left) and the worst performing ‘CDK2’ (right). There is a clear 

difference in terms of the usefulness of the generated predictions. 

Based on the results in Table 4, clearly the nonconformity function has a pronounced impact on 

the prediction range. The difference between the tightest prediction range and the widest is often 

close to one log unit, enough to have substantial implications for the usability of the model. Overall 

the conformal predictors deriving the uncertainty from the underlying ensemble model had the 

highest efficiency with a slight preference for using the ensemble standard deviation (see 

Supporting Information for detailed comparison of the performance). Inspection of the datasets 

with data on biological activity reveals that most of the average prediction ranges fall between one 

and two pIC50 units at the 80 % confidence level. This can be put in context by comparing to the 

experimental uncertainty in ChEMBL IC50 data that has been estimated to have a SD of 0.68 and 

a mean unsigned error of 0.55 pIC50 units.59 The underlying experimental uncertainty is important 

to keep in mind as it limits the prediction accuracy that can be achieved.37,42,60  

Table 4. The mean prediction ranges at the 80 % confidence level. The most efficient method 

(generating the tightest prediction rages) was ESD. 
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Dataset ESD EIR EM DTC IPCA 

NN 

t-SNE 

NN 

Properties       

AQUAX 1.45 1.48 1.57 1.77 2.29 1.73 

AZ solubility 2.07 2.11 2.15 2.56 2.81 3.20 

AZ LogD 1.82 1.87 1.91 2.37 2.70 2.54 

Biological 

activity             

F7 1.38 1.38 1.44 1.64 1.88 1.47 

IL4 0.91 0.91 0.97 1.15 1.34 1.04 

MMP2 1.48 1.51 1.58 2.02 2.10 1.72 

hERG 1.44 1.45 1.50 1.92 2.25 3.26 

JAK1 1.46 1.48 1.44 1.74 1.86 1.62 

JAK2 2.03 2.11 2.09 2.51 2.46 2.20 

GCR 1.54 1.61 1.66 1.71 3.23 1.87 

AR 1.70 1.75 1.77 1.97 2.63 1.93 

Estrogen β 1.88 1.99 1.95 2.17 3.39 2.14 

Estrogen α 1.86 1.91 1.96 2.05 3.07 2.08 

DAT 1.89 1.95 1.93 2.46 3.28 2.20 

VEGF2 2.08 2.16 2.19 2.60 2.90 3.81 

SERT 1.83 1.91 1.97 2.40 2.77 2.36 

SRC 1.89 1.95 1.91 2.32 3.55 2.53 

PKCα 1.95 2.01 2.10 2.46 2.81 2.08 

PTK2 1.78 1.76 1.79 2.27 2.84 1.91 

PR 1.51 1.61 1.59 2.09 2.20 1.81 

mTOR 1.92 1.97 1.99 2.64 2.76 2.26 

MAP ERK2 1.94 2.01 2.09 2.72 2.36 1.91 
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CDK2 2.14 2.19 2.25 2.57 2.83 2.43 

Aurora-A 1.87 1.90 1.88 2.47 2.35 2.20 

Vanilloid 1.91 1.94 1.87 2.29 2.42 2.18 

SELE 2.10 2.16 2.09 2.56 7.18 2.17 

MGLL 1.98 2.01 1.94 2.50 2.88 2.23 

PRSS2 0.97 0.98 1.12 1.43 1.30 1.05 

Toxicity             

Tox 

pyriformis  1.01 1.04 1.07 1.26 1.45 1.21 

 

 

 

 

Figure 4. Boxplots reporting the average prediction ranges generated by the different 

nonconformity methods across all datasets considered (data in Table 4). (Outliers not shown) 
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To fine tune the resulting prediction ranges we also applied different scaling factors to the 

uncertainty measure (eq. 2). This approach has been shown to be beneficial in previous studies.16 

This was done using the standard deviation of the ensemble since this was the best performing 

nonconformity function. The results for applying different scaling factors is shown in Figure 5 and 

Table 5. 

Table 5. Prediction ranges using different scaling factors based on the ensemble standard deviation 

(eq. 2). Best average performance was obtained using w=1. 

Dataset w = 0.05 0.25 0.5 0.75 1 1.25 

Properties       

AQUAX 1.49 1.46 1.46 1.41 1.40 1.40 

AZ solubility 2.07 2.07 2.05 2.05 2.03 2.02 

AZ LogD 1.90 1.87 1.84 1.81 1.77 1.74 

Biological 

activity           

 

F7 1.40 1.39 1.37 1.34 1.32 1.34 

IL4 0.91 0.90 0.90 0.89 0.89 0.90 

MMP2 1.60 1.54 1.51 1.45 1.40 1.39 

hERG 1.50 1.46 1.44 1.41 1.39 1.38 

JAK1 1.43 1.43 1.42 1.42 1.41 1.43 

JAK2 2.03 2.00 1.97 1.96 1.92 1.93 

GCR 1.62 1.58 1.57 1.52 1.49 1.50 

AR 1.73 1.69 1.67 1.65 1.62 1.64 

Estrogen β 1.88 1.89 1.87 1.82 1.79 1.79 

Estrogen α 1.91 1.89 1.86 1.80 1.77 1.78 

DAT 1.92 1.90 1.86 1.84 1.83 1.84 

VEGF2 2.10 2.07 2.05 2.03 2.02 2.01 
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SERT 1.86 1.83 1.81 1.77 1.76 1.75 

SRC 1.92 1.91 1.89 1.84 1.83 1.82 

PKCα 2.04 2.02 1.94 1.90 1.85 1.91 

PTK2 1.78 1.72 1.70 1.66 1.66 1.67 

PR 1.58 1.55 1.52 1.49 1.47 1.47 

mTOR 1.87 1.85 1.82 1.78 1.80 1.80 

MAP ERK2 1.73 1.72 1.71 1.68 1.64 1.90 

CDK2 2.12 2.12 2.05 2.04 2.01 2.03 

Aurora-A 1.90 1.91 1.83 1.81 1.80 1.82 

Vanilloid 1.85 1.86 1.84 1.82 1.82 1.84 

SELE 1.90 1.93 1.89 1.91 1.86 2.06 

MGLL 1.91 1.91 1.90 1.89 1.89 1.92 

PRSS2 1.00 0.99 0.98 0.97 0.96 1.00 

Toxicity            

Tox pyriformis 1.08 1.05 1.04 1.03 1.00 0.99 
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Figure 5. Distribution of average prediction ranges for different weight factors across all the 

datasets (data in Table 5). (Outliers not shown) 

The results from the weighted functions showed a clear trend, where reducing the weighting 

factor, w, produced a larger spread of the mean prediction ranges. This means that, as w increases, 

some of the datasets become more efficiently predicted, which can be seen by the marked decrease 

of the lower limit of the distribution. This, in turn, may represent important improvements in the 

ability to produce useful predictions ranges in the context of experimental variability. The inverse 

relationship between w and efficiency might be explained by the fact that larger w values produce 

larger absolute differences across the scale of SD values (e.g. SD values of 0.1 and 0.9 show fold 

differences of 2.2 and 1.1 for w=1 and w=0.1, respectively). This means that increasing the value 

of w dilutes the differences in disagreement rate within any given regression ensemble. The best 

performance was obtained with w set to 1, this was also slightly better than using the standard 

deviation without the exponential scaling, producing average prediction ranges of 1.63 and 1.66, 

respectively, across all datasets (Table 4 and Table 5).  

Overall, our results show how different conformal regressors can be used to generate QSAR 

models with an associated level of confidence. The best results were obtained using conformal 

regressors based on ensemble models and scaling the nonconformity score using the standard 

deviation of the individual predictors in the ensemble, but using the ensemble interpercentile range 

or a separate error model also produced similar results. Aside from generating the tightest 

prediction ranges, the ensemble standard deviation is an effective metric to use in the sense that 

the data is intrinsically generated by the underlying model. However, since the performance of the 

conformal models is dependent on how well the uncertainty of an individual prediction can be 

estimated it is likely that the best performance can be obtained by specifically tailoring the 
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nonconformity function for the problem and dataset at hand, likewise can tailoring of the 

underlying predictive model likely lead to improvements in the efficiency. Still, the above-

mentioned approach delivered high performing and robust results across all the analyzed datasets. 

Conclusions 

Conformal regression offers a number of benefits when used for QSAR modeling, the most 

apparent being that the generated prediction regions come with a statistical guarantee that allows 

for confidence in the predictions.  

In this study, we applied conformal regression to model 29 different datasets and evaluated 

several ways to calculate nonconformity scores. All methods consistently generated valid 

predictions but varied greatly in terms of efficiency, illustrating the importance of choosing a 

suitable nonconformity score. The most efficient models (delivering the tightest prediction ranges) 

were obtained using the natural exponential of the random forest ensemble standard deviation in 

the nonconformity function but other approaches were almost as efficient. The most efficient 

predictions generated an average prediction range of 1.65 pIC50 units when predicting the 

bioactivity of ChEMBL datasets at the 80 % confidence level. 
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