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Table S1. Training details. Common to all models are: N hidden = 128, batch size = 
64, embedding size = 64, optimizer = Adam, attention bias = false, regularization = 
True, dropout = 0.2, clip = 0.3.

Dataset Nepoch LRa Loss Rowb Note

Solubility 30 0.0007 MSEc 10

88% training, 12% internal 

validation, separate test 

dataset 

Photovoltaics 100 0.001 MSE 15

88% training, 12% internal 

validation, separate test 

dataset



Stability 50 0.001 BCEd 10 Stratified 10-fold CV

Tox21 50 0.001 BCE 10~18 Stratified 5-fold CV

DUD-E 50 0.001 BCE 15 Stratified 5-fold CV

HIV 100 0.001 BCE 18 Stratified 10-fold CV

Drug efficacy 100 0.0007 MSE 15

88% training, 12% internal 

validation, separate test 

dataset
aLR: Learning rate.
bRow: Attention row (r)
cMSE: mean squared error
dBCE: Binary cross entropy


