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Abstract
The similarity of drug targets is typically measured using sequence or structural information. Here,
we consider chemo-centric approaches that measure target similarity on the basis of their ligands,
asking how chemoinformatics similarities differ from those derived bioinformatically, how stable
the ligand networks are to changes in chemoinformatics metrics, and which network is the most
reliable for prediction of pharmacology. We calculated the similarities between hundreds of drug
targets and their ligands and mapped the relationship between them in a formal network.
Bioinformatics networks were based on the BLAST similarity between sequences, while
chemoinformatics networks were based on the ligand-set similarities calculated with either the
Similarity Ensemble Approach (SEA) or a method derived from Bayesian statistics. By multiple
criteria, bioinformatics and chemoinformatics networks differed substantially, and only occasionally
did a high sequence similarity correspond to a high ligand-set similarity. In contrast, the
chemoinformatics networks were stable to the method used to calculate the ligand-set similarities
and to the chemical representation of the ligands. Also, the chemoinformatics networks were more
natural and more organized, by network theory, than their bioinformatics counterparts: ligand-based
networks were found to be small-world and broad-scale.

INTRODUCTION
There is much current interest in relating drug targets by the chemical similarities of their
ligands,1–4 using the chemical similarity among ligand sets as a proxy for the pharmacological
similarities of the protein targets. The idea exploits the internal similarity of most ligands for
a particular target5 and the observation that similar ligands will have similar protein binding
patterns.6,7 Chemical mapping of pharmacological relationships quantifies these notions,
relating targets in a formal network by the similarity of their ligands, where the similarities are
the network edges (Figure 1). These networks complement those more familiar from
bioinformatics and reveal relationships among targets that would be obscure on the basis of
sequence or structural similarities alone. For instance, some drugs acting on μ-opioid receptors
have been found to resemble those acting on M3 muscarinic receptors, despite the differences
between these receptors, leading to the prediction that the opioid methadone will antagonize
M3 muscarinic receptors. Similarly, a drug acting on protein biosynthesis has been predicted
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to bind to adrenergic receptors, even though the ribosome and adrenergic G-protein-coupled
receptors (GPCRs) are biologically unrelated. Nevertheless, both predictions have been
subsequently confirmed experimentally.4 Chemoinformatics networks of receptors have been
used to predict off-target effects of drugs3,8 and may be used to predict polypharmacology,
side effects, and drug repurposing.

Notwithstanding the precocious successes of this research program, it is sensible to wonder
why a chemical organization of targets should reflect biology. Most drugs are synthetic, and
even natural products are typically used in contexts unanticipated by their biosynthesis. Thus,
there is no historical relationship among drugs other than that conferred by human creativity
(or its lack). Conversely, bioinformatics metrics are based on historical divergences among
sequences and structures according to molecular evolution. When a particular protein shares
a high sequence identity with another, one can be quantifiably certain that the two are related,
not only on the basis of the statistics of expected similarity but also on the basis of a profound
understanding of the mechanisms of gene replication, sequence divergence, and evolutionary
relationship. No such mechanisms or relationships exist among drugs, each of which represents
a unique chemical instance that is unrelated to all others except by similarities perceived or
desired in the minds of their creators. Creationist relationships, so laughable a canard in
biology, hold among drugs and synthetic ligands. Why then should we expect to relate
biological targets on the basis of the similarity among the sets of drugs and reagents that bind
to them? Can we do so reliably, or are the similarities dependent on the peculiarities of the
chemical metrics? How quantifiably different are chemoinformatics networks from their
bioinformatics analogs, and which sort of network is the most useful and trustworthy for
pharmacology?

Here, we quantify the differences between chemoinformatics and bioinformatics similarities
for pharmacological targets. To explore the robustness of these differences, we investigate how
different chemical similarity metrics and the use of different ligand sets affect the calculated
similarities of hundreds of targets. Doing so necessarily involves technical aspects of
representing chemical information. We explore seven different ways of representing the
ligands and two different methods for comparing the ligand sets (a statistical approach based
on the individual similarity between ligands and a model-based approach using Bayesian
inference). The details of these approaches will interest specialists in this area. The interest of
the general reader will be repaid by the overall features that emerge from these quantitative
comparisons. We find there is little similarity between a network of drug targets based on
sequences and one based on ligand sets, irrespective of how we represent or compare the
ligands. Conversely, the ligand-set relationships are largely preserved for multiple ways of
representing chemical information and are robust even to the particular choice of ligands within
these sets. Despite the lack of any evolutionary basis for the chemoinformatics networks, they
are robust and, by network theory, more natural than are the bioinformatics networks. This
apparently baffling result derives from the origins of the targets we compare in pharmacology.

METHODS
Sets of Ligands

An annotated set is one where a function, such as “dihydrofolate reductase inhibitor” or
“anticancer agent”, is assigned to the ligands in it. The sets of ligands were created from two
databases: (1) the MDL Drug Data Report (MDDR) 2006.1 database9 and (2) the WOrld of
Molecular BioAcTiVity (WOMBAT) 2006.1 database.10 After removal of duplicates and
molecules that we could not process, a total of 163 963 compounds in 593 annotated sets and
136 068 compounds in 1167 annotated sets for the MDDR and WOMBAT databases,
respectively, were available for searching. The MDDR results reported hereafter consider a
subset of the MDDR database containing 65 367 compounds organized in 249 sets (with more

Hert et al. Page 2

J Chem Inf Model. Author manuscript; available in PMC 2009 August 7.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



than five ligands) that Schuffenhauer et al. could associate with a specific biological target in
their ontology.11

Similarity Measures
The performance of six different topological fingerprints and one 3D structural fingerprint was
evaluated: (1) 2048-bit Daylight,12 (2) 988-bit Unity,13 (3) 166-bit MDL Keys,14 (4) 1024-bit
ECFP_4,15 (5) 1024-bit FCFP_4,15 (6) 1200-bit CATS,16,17 and (7) FEPOPS.18 Daylight
fingerprints were generated from an in-house program based on the Daylight toolkit. MDL
Keys, ECFP_4, and FCFP_4 descriptors were generated using standard Pipeline Pilot
components; ECFP_4 and FCFP_4 representations were subsequently folded to 1024-bit-
strings.19 CATS descriptors were calculated using an in-house Pipeline Pilot protocol; the
histogram was not normalized by the number of heavy atoms as reported in the implementation
description;16 instead, the occurrence of each pharmacophore pair was binned into an 8-bit
string.19 The FEPOPS descriptors were generated using a Novartis in-house program. The
Tanimoto coefficient was used for all similarity calculations.20 If two molecules have a and
b bits set to “on” in their bit-strings with c bits in common, the Tanimoto similarity is defined
to be

(1)

Relating Ligand Sets through the Similarity Ensemble Approach4 (SEA)
SEA adapts statistical techniques that BLAST21–23 uses to calculate expectation values for
sequence similarity and applies them to calculate the similarity between sets of ligands. The
method has been previously described and so will only be summarized here. SEA calculates a
raw score between two sets by summing the Tanimoto similarities between all of the interset
pairs of ligands. In itself, this raw score has two shortcomings: a strong dependence on the
number of ligands in the two sets and a poor discrimination between relevant and random
similarities. To overcome these weaknesses, the mean and standard deviation of raw scores
obtained with random sets of ligands were modeled to functions of the product of the sets’
sizes, allowing us to calculate a z-score that is free of set size bias. Emphasis was also given
to ligands across the two sets that have a strong similarity score by applying a similarity
threshold below which pairwise similarities were no longer contributing to the raw score. The
distribution of the z scores obtained for a range of these thresholds is modeled by an extreme
value distribution. The threshold resulting in the best fit corresponds to the best signal/noise
discriminator and was subsequently employed in all set comparisons. The final score was
expressed as an expectation value (E-value), that is, a probability of observing a given z-score
using random data: the smaller the E-value, the stronger the relationship between two ligand
sets is expected to be.

Relating Ligand Sets through Bayesian Models
The global set similarity as calculated by SEA is built up from the contribution of individual
pairs of related molecules. No attempt to capture the common molecular components
responsible for the activity of the ligands is made. In an effort to capture information common
to a structure—activity relationship series, we directly compared Bayesian models. Such
models measure the contribution of a given bit in a fingerprint for a specific outcome, typically
activity or inactivity against a biological target, in a training set of known active and inactive
molecules. A candidate compound is scored by summing the probabilistic weights of the bits
in that compound’s fingerprint. A simple extension of this method enables the quantitative
comparison of sets. All of the sets were first combined in a single database; for each set, a
training subgroup was created by considering all of its molecules as “active” and the rest of
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the molecules as “inactive”. Bayesian weights were calculated for each bit by taking the
logarithm of the Avidon weights;24–26 the resulting weights formed a vector of the length of
the bit-string representing the entire set. A quantitative measure of the similarity between two
ligand sets was obtained by calculating the Pearson product-moment correlation27 between
their corresponding Bayesian vectors.

Sequence Comparison
A total of 193 sets of the MDDR database and 840 sets of the WOMBAT database could be
mapped to the sequence of their target; the sequence similarity among them, expressed as E-
values, was determined using PSI-BLAST.28

Correlation between Distance Matrices
Distance matrices were obtained by calculating the pairwise similarity between all possible
sets in a database. Every row in the matrix was combined into one global array of scores. The
correlation between these arrays was calculated using the Spearman rank-order correlation
coefficient, which uses the ranks and thus enables the comparisons of matrices with scores
lying in different ranges.29

Threshold Networks Comparisons
Distance matrices were converted into threshold networks by generating a vertex for each
ligand set and assigning an edge between two vertices if the corresponding set similarity was
below (better than) a threshold E-value for SEA; vertices that were not connected by any edge
were removed from the network. A given E-value is comparable across different fingerprints
because E-values are normalized; the Pearson scores, however, are not normalized and cannot
be quantitatively compared. The number of edges considered in threshold networks derived
from Bayesian distance matrices was set to match the number of edges of their SEA counterpart.
Only the edges corresponding to the highest Pearson scores were kept; all isolated vertices
were removed.

Small-World and Scale-Free Networks
On the basis of similar work in biology,30 we looked at how small-world and how scale-free
the threshold networks were. Small-world networks,31 commonly known as six degree of
separation networks, are characterized by their aVerage path length (L) and their clustering
coefficient (C). The former is defined as the length of the shortest path to connect two vertices,
averaged over all pairs of nodes (eq 2). The latter measures the average probability that two
vertices with a common parent will be connected, that is, the average connectedness of local
neighbohoods (eq 3):

(2)

where N is the number of vertices and λij is the number of edges in the shortest path between
vertex i and vertex j;

(3)
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where Ni is the number of neighbors connected to vertex i. The maximum possible number of
edges between these neighbors is thus Ni(Ni − 1)/2, while ni denotes the actual number of edges
that exist among these neighbors.

If k is the average number of edges per vertex, random networks have an average path length
Lrandom ~ ln(N)/ln(k) and a clustering coefficient Crandom ~ k/N, while for regular lattices (all
vertices have the same number of edges), Lregular=N(N+k−2)/[2k(k−1)] and Cregular = 3(k−2)/
[4(k − 1)].32 A network is said to be small-world if Lrandom ≤ L ≪ Lregular and Crandom ≪ C ≤
Cregular.

These properties hold true for networks in which everyvertex can reach any other vertex. In
our threshold networks, there were islands composed of few vertices that were separated from
the other components of the network (the number of islands increases as the E-value threshold
becomes more stringent). The average path length was hence not calculated by dividing the
sum of the shortest paths by N(N−1)/2 (eq 2) but by the actual number of vertex pairs that could
be connected.33 The resulting L may marginally underestimate the actual average path had our
databases sampled a larger number of targets.

Scale-free networks34 are characterized by the connectivity distribution, estimated by the
frequency P(k) of vertices of degree k. If a network is small-world and P(k) ~ k−γ, with γ values
typically between 2 and 4, then the network is considered scale-free.

RESULTS
A startling result from our initial work on pharmacological networks was the observation that
networks based on ligand similarities differed greatly from those based on the sequence
identities among their targets.4 We wanted to quantify this difference and investigate how
sensitive it was to the representation of chemical information. We began, therefore, by
calculating ligand-based pharmacological networks using seven representations of chemical
information, most of which are widely used in chemoinformatics. As initial questions, we asked
how similar the networks were on the basis of the different molecular fingerprints, how
sensitive they were to the exact identities of the ligands used to define the sets, and how similar
the chemoinformatics networks were to sequence-based bioinformatics networks of the same
targets.

The seven molecular representations that we chose were Daylight, Unity, MDL Keys, ECFP_4,
FCFP_4, CATS, and FEPOPS.14,18,19 The first five fingerprints are based on two-dimensional
molecular topology and represent molecules as bit-strings where the presence or absence of a
chemical substructure is denoted by the status of one or several particular bits (see Methods).
The CATS descriptor encodes the histogram of through-bond distances between pairs of
pharmacophoric atom types, and the FEPOPS descriptor represents molecules by the
physicochemical properties of the four feature points that result from the clustering of the three-
dimensional coordinates of the atoms. We calculated fingerprints for the 65 367 molecules in
the subset of the MDDR database that can be assigned to particular molecular targets. A
molecular target is a specific macromolecule such as dihydrofolate reductase (DHFR), for
which 216 ligands are annotated in the MDDR database; there are 249 molecular targets in the
Schuffenhauer subset of the MDDR database. We then calculated the relationships among each
of the molecular targets through the similarities of their ligand sets, using either SEA4 or the
method comparing Bayesian models. In SEA, the Tanimoto similarities were calculated for
every interset pair of ligand descriptors, and all similarities that were over a certain threshold
value were summed. This raw score was then corrected for the similarity we would expect at
random and expressed as an expectation value. In the Bayesian approach, a weight was assigned
to each bit of the fingerprint by comparing the number of times it was set in the ligands of a
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receptor versus the number of times it appeared in all of the molecules of the database. The
resulting vector of weights was used as a descriptor for this set of ligands. The similarity
between two ligand sets was quantified by measuring the Pearson correlation between their
two vectors (see Methods). This method requires the fingerprint to be binary and could not be
used with the FEPOPS descriptors.

Correlation between the Ligand-Based Similarity Matrices
The ligand sets were compared seven times—one for each fingerprint—and the similarities
among them were compared fingerprint to fingerprint. This meant calculating a 249-square
matrix, one for every ligand set (and hence target), for each descriptor. To compare any two
networks, we could simply compare the square matrices (Figure 2). For instance, when using
the Daylight fingerprints to represent ligand information, the most similar ligand set to the
DHFR ligands is that of glycinamide ribonucleotide formyltransferase (GART) with an
expectation value of 8.63 × 10−79 (Table 1). Correspondingly, the GART ligand set is most
similar to DHFR and then to the thymidylate synthase (TS) ligand set, with an E-value of 5.19
× 10−66; the TS ligands are the third most similar set to the DHFR ligands (E-value of 6.55 ×
10−48). All of these sets are highly related when the ligands are represented by Daylight
fingerprints. We compare these similarities for the same ligand sets when the ligands are
represented by ECFP_4 fingerprints (Table 1). With these fingerprints, the DHFR ligand set
has an E-value of 1.31 × 10−264 to the GART ligand set and remains its nearest neighbor; and
the second nearest neighbor of GART remains the TS set, with an E-value of 5.35 × 10−256.
The TS ligand set, represented by ECFP_4 fingerprints, is no longer the third most similar set
to the DHFR ligands but is now the second most similar set, with an E-value of 8.52 ×
10−142. Whereas the exact expectation values between these sets, represented by Daylight or
ECFP_4 fingerprints, differ, they are related by rank order, which is probably a more
informative criterion. We compared the full matrices of similarities to one another, using
Spearman rank-order correlation coefficients to quantify monotonic order similarities (Table
2). Each matrix, and hence each pharmacological network, was similar when using the five
topology-based fingerprints, with Spearman rank-order coefficients varying from a low 0.783
(Daylight-fingerprint network vs MDL Keys-fingerprint network) to a high 0.940 (Daylight-
fingerprint network vs Unity-fingerprint network), where a coefficient of +1 would have been
perfect correlation, 0 a complete lack of correlation, and −1 a perfect inverse correlation.
Topology-fingerprint-based networks were also correlated to the CATS and FEPOPS
networks. Here, the Spearman coefficients were lower, ranging from 0.530 (MDL Keys-
fingerprint network vs FEPOPS-descriptor network) to 0.622 (ECFP_4-fingerprint networks
vs CATS-fingerprint networks). The worst Spearman coefficient, 0.365, was obtained by
comparing the CATS and FEPOPS networks but is still significant (α ≪ 0.05), as illustrated
by the Spearman value, 0.002, obtained between randomized networks. Similar correlations
were observed between the matrices when the similarity between the ligand sets was quantified
with the Bayesian method rather than the SEA method (Supporting Information, Table S2A),
or when the WOMBAT database was considered instead of the MDDR database (Supporting
Information, Tables S2B and S2C). Lastly, taking these comparisons to a final step, we
investigated how the seven networks—one for each fingerprints—compared when calculated
by the SEA or the Bayesian approach. These two methods differ greatly—SEA represents the
entire molecule and corrects for a random background, whereas the Bayesian method looks
for common substructural features—and are related mostly by both considering ligand
information. As might be expected, the seven SEA-based and the seven Bayesian-based
networks were much less correlated than the seven networks were when compared within each
method. The Spearman coefficients varied from 0.300 to 0.428 and from 0.203 to 0.518 for
the MDDR and the WOMBAT databases, respectively. Still, despite the fact that the similarity
matrices are not, a priori, expected to correlate to each other, their rankings were related at a
statistically significant level.
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Correlation between Chemoinformatics and Bioinformatics Networks
Of the 249 ligand sets in the MDDR database, 193 were linked to the sequence of their
corresponding protein target. The 193-square bioinformatics matrix was obtained by
calculating the PSI-Blast28 similarity between each pair of protein sequences, and the bio- and
chemoinformatics matrices were compared by calculating the Spearman rank-order correlation
coefficient. None of the chemoinformatics matrices, irrespective of the choice of ligand-set
comparison method or molecular representation, were correlated to the sequence-based matrix;
Pearson values varied from −0.228 to −0.027 (Table 3). With the WOMBAT database, 840 of
the 1183 ligand sets were associated with a protein sequence, resulting in an 840-square
sequence-based matrix of PSI-Blast scores. Here too, chemo- and bioinformatics matrices were
very different, with Spearman coefficients between matrices ranging from 0.009 to 0.017
(Supporting Information, Table S3). This difference is, retrospectively, sensible. Many of the
targets in the MDDR are members of large superfamilies that are all related by sequence but
recognize unrelated ligands. Thus, more than 40% of the ligand sets in the MDDR are
associated with a GPCR, which all derive from a common ancestor and have long regions of
sequence identity, such as the transmembrane helices, that are not intimately linked to ligand
recognition. The heat map of the sequence-based similarity matrix is correspondingly densely
filled (Figure 2A), while the heat maps of the ligand-based similarity matrices are much sparser
(Figure 2B and C). On the other hand, the chemoinformatics methods recognize
pharmacologically relevant relationships that are often obscure to bioinformatics approaches,
owing to ligand-set similarity. For instance, the 5HT3 ionotropic and the metabotropic 5HT4
serotonergic receptors are related by ligand-based methods (Figure 1 and Figure 2), as are the
ionotropic glutamate receptors (AMPA, NMDA, and Kainate) and the glutamate metabotropic
receptors, for example, mGluR4 (Supporting Information, Table S1). By sequence and
structure, of course, there is little relationship between these ion channels and GPCRs.

Percentage of Overlapping Edges of the Threshold Networks
Another metric of similarity consists of asking how many relationships (graph edges) are shared
among the ligand sets (vertices) when the networks are calculated with the different fingerprints
(in the last section, we compared rank ordering of similar sets; here, we ask how many sets are
considered “related” over a given threshold of similarity). We made this comparison using
threshold networks which were calculated using the ligand-set similarity scores of the square
matrices. Every ligand set, and hence molecular target, was represented by a vertex, and two
vertices were connected by an edge if the two ligand sets were more similar than a given
threshold (Figure 1). The degree of agreement between the nearest neighbor lists of the ligand
sets was measured by the percentage of overlapping edges in the threshold networks.
Considering the MDDR ligand sets compared to one another using SEA, all of the topology-
fingerprint-based networks had between 69.9% and 90.4% overlapping edges (Table 4). The
percentage of common edges of these networks varied between 38.9% and 51.9%, with the
CATS-fingerprint network and between 27.4% and 35.9% with the FEPOPS-descriptor
network. Similar observations were obtained with the WOMBAT ligand sets (Supporting
Information, Table S4), with percentages of common edges varying between 69.5% and 85.8%
for networks where topology-based fingerprints were used, and an average of 42.8% and 30.7%
edge-overlap between the CATS-fingerprint and FEPOPS-descriptor networks, respectively.

The chemoinformatics threshold networks were also compared to the sequence-based
bioinformatics networks (Table 5). With the MDDR database, the percentage of common edges
averaged 23.5% and 28.4% between the sequence-based networks and the ligand-based
networks calculated by SEA and the Bayesian method, respectively (Table 5). In contrast,
40.2% of the edges in the SEA-based threshold networks were also found in the Bayesian-
based threshold networks. This trend is more pronounced when comparing the WOMBAT
sequences and ligand sets; the average percentage of overlapping edges is 16.9% and 11.3%
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between the sequence-based threshold networks and the SEA- and Bayesian-based threshold
networks (Supporting Information, Table S5), but the average percentage of common edges
between SEA- and Bayesian-based networks was 36.2%. These trends were preserved when
the E-value threshold was decreased 10−10 → 10−20 → 10−50 or increased to 1.

Consistency of the Top Hits
It could be argued that the most important similarities are those at the very top of any list.
Minimum spanning trees derived from the ligand-based similarity matrices connect the most
similar neighbors together. Clusters of known pharmacological target families may be observed
consistently in these networks irrespectively of the set comparison method or fingerprints
considered (Figure 1). Hence, it seemed useful to quantify how the rankings of the most similar
sets to any given query set changed as we looked at different fingerprints. We measured the
consistency (or inconsistency) of the nearest neighbors of a query set by calculating the
percentage of time the nearest neighbor of a ligand set in one network was also in the list of
top-three and top-five nearest neighbors in another. When the MDDR ligand sets were
compared using SEA, the nearest neighbors in the topology-fingerprint-based networks are
mostly found in the top-three nearest neighbors of any other topology-fingerprint-based
network with values varying from a low 67.9% (Daylight-fingerprint networks vs MDL Keys-
fingerprint networks) to a high 89.6% (ECFP_4-fingerprint network vs FCFP_4-fingerprint
network) (Supporting Information, Table S6). The top hits of these five same networks are
found in the top-three nearest neighbors of the CATS- and FEPOPS-fingerprint networks in,
at worst, 57.1% and 49.0% of the cases, respectively. The percentage of top nearest neighbors
obtained with the CATS fingerprint also found in the top-three nearest neighbor list with the
FEPOPS descriptor was 47.8%. On average, more than two of the three (68.34%) closest
neighbors to a given target in one network were also found among the closest three neighbors
of another. Similar results were observed with the WOMBAT ligand sets, with an average of
68.0% of the nearest neighbors of one network also found in the closest three neighbors of
another (Supporting Information, Table S6). Meanwhile, the closest neighbors in the
bioinformatics networks were found in, at most, 24.7% and 23.2% of the closest three neighbors
among the chemoinformatics networks with the MDDR and the WOMBAT databases,
respectively (Supporting Information, Table S7). This overlap between the sequence-based
and chemoinformatic neighbors did not exceed 28% when the closest five nearest neighbors
were considered. In contrast, the closest neighbors of the SEA-based ligand networks were
also found in at least 60% of the closest neighbors of the Bayesian method.

Effectiveness of the Different Fingerprints
With the above analysis suggesting that the chemoinformatics networks are robust and thus in
some sense meaningful, we wondered if any one of these fingerprints was better than the others
for the purpose of network similarity. We looked at the effectiveness of the different
representations of the chemical information using a 10-fold cross-validation experiment. Each
ligand set with 50 compounds or more in the MDDR database was randomly divided into 10
subsets. A test database was built by grouping one subset for each ligand set, while the
remaining nine subsets formed the training database. The procedure was repeated 10 times so
that each subset was used once in the test database. Each compound in the test database was
scored against each ligand set in the training database, measuring the effectiveness of a
particular fingerprint by the extent to which true ligands received higher scores than decoys
using the area under the receiver operating characteristic curve (ROC-AUC) as a criterion. A
ROC-AUC of 1 indicates a perfect discrimination, while a value of 0.5 denotes an absence of
discrimination. A total of 1790 (179 sets × 10 subsets) ROC-AUC values were computed for
each fingerprint. The average ROC-AUC was calculated for every fingerprint, and a fingerprint
was declared more effective if it had a higher average ROC-AUC value. The most effective
descriptor was ECFP_4 (Table 6). In order of decreasing effectiveness, irrespective of whether
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the SEA or the Bayesian methods were used, the different molecular representations rank as
follow: ECFP_4 > FCFP_4 > Daylight > Unity > MDL Keys > CATS.

Effectiveness of the Different Methods
Using the exact same set of 10-fold validation experiments, we compared the effectiveness of
the SEA and the Bayesian approaches. SEA was found to be more effective than the Bayesian
method, irrespective of the fingerprints used to encode the molecules (Table 6). In two cases,
when the ECFP_4 and FCFP_4 fingerprints were used, the effectiveness of the two methods
was almost equivalent with average ROC-AUC values of 0.987 and 0.979 and of 0.984 and
0.978, respectively.

Properties of the Threshold Networks
In many disciplines, the structure of complex networks has sparked considerable debate.30,
35,36 Two classes of networks are particularly relevant: small-world networks31 and scale-free
networks.34 The properties of these two classes are important because they affect how the
structure of a network evolves with its size. Small-world networks have average path lengths
(L) that increase logarithmically with the number of vertices, while preserving a significant
local neighborhood (C). In practice, a network is said to be small-world if its average path
length and clustering coefficient lie between the estimated values calculated for random and
regular networks with similar properties (see Methods).32,35 All of the chemoinformatics
threshold networks were found to be small-world, as their average path lengths and clustering
coefficients were between those of their corresponding random and regular networks (Figure
3). In contrast, the sequence-based network was not small-world; its clustering coefficient was
higher than that of its corresponding regular networks. In small-world networks, it is possible
to connect any two vertices through just a few links, underlying the presence of large central
hubs that lead to smaller archipelagos.

Small-world networks fall into three more classes: scale-free networks, broad-scale networks,
and single-scale networks.37 Scale-free networks emerge in the context of a growing network,
where new vertices connect preferentially to the more highly connected vertices in the network.
A network can only have scale-free properties if it already has small-world properties.
Networks are labeled scale-free if the vertex connectivity, that is, the frequency of the number
of edges per vertex, follows a power law distribution (see Methods). This was the case,
irrespective of the fingerprint used, for the MDDR and WOMBAT threshold networks (E-
value ≤ 10−10) obtained from the SEA comparison of the ligand sets with coefficients of
determination (R2) varying from 0.70 to 0.88 and from 0.78 to 0.85, respectively (Figure 4 and
Supporting Information, Figures S1 and Figure S2). No such relationship between the number
of edges per vertex and its frequency could be observed with the bioinformatics networks. A
close inspection of the figures shows that the connectivity distribution of the chemoinformatics
networks starts with a power law regime followed by a sharp cutoff that is characteristic of
broad-scale networks, also known as “truncated” scale-free networks. Broad-scale networks
are scale-free networks where the addition of edges was limited for some reason. As before,
varying the thresholds used in the construction of these networks from 1 → 10−10 → 10−20 →
10−50 had little effect on the properties.

DISCUSSION
Biological targets may be related by their ligands, leading to connections unanticipated by
bioinformatics similarities. As intriguing as these chemoinformatics associations are, they are
unsupported by formal theory, unlike those based on bioinformatics networks. To investigate
the stability of chemoinformatics networks, we varied the fingerprints encoding ligand
information, varied the precise ligands used to represent targets, and varied the method by
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which ligands sets are related. Three key points emerge. First, the chemoinformatics and
bioinformatics networks differ substantially. Second, the chemoinformatics networks are
robust to perturbations in ligand representation and identity. Third, the chemoinformatics
networks are well-behaved for the pharmacological targets by network theory.

The sequence-based bioinformatics networks and the ligand-based chemoinformatics networks
differed substantially: no rank-order correlation between ligand-set-based and sequence-based
matrices was observed (Table 3), and heat maps that were densely filled by sequence similarity
were sparse by ligand similarity (Figure 2). Naturally, the two metrics do not always disagree;
there are cases where high sequence similarity implies high ligand-set similarity between
receptors. For instance, thrombin and trypsin, two serine proteases, are similar by sequence,
with an E-value of 3.0 × 10−94, and their inhibitor sets are also similar, with an E-value of 2.38
× 10−85 using SEA and the ECFP_4 fingerprints. What was surprising to us is that such
correspondences were the exception and not the rule. There were many more cases where
targets highly related by sequence were unrelated by ligands, and many cases where receptors
unrelated by sequence were highly related by ligands. For instance, the opioid receptors are
related to many serotonergic receptors; both are GPCRs with many structural similarities. Their
ligands bear little relationship, however. On the other side, the metabatropic and ionotropic
glutamate receptors bear no sequence similarity, the one being GPCRs, the other ion channels,
but their ligands are often highly related (Supporting Information, Table S1). Overall, only 20–
30% of the targets were highly related by both sequence and ligand similarity (Tables 3 and
Supporting Information, Table S7).

The differences between ligand-set similarity and sequence identity may be readily explained.
Sequence identity is measured across an entire protein, whereas ligand similarity is local. The
GPCRs, for example, are conserved in overall sequence and most share a common ancestry,
but many recognize unrelated ligands. High sequence identity among receptor superfamilies
leads to the dense heat map matrix for drug targets (Figure 2) and to the highly clustered
sequence-based networks of pharmacological targets (Figure 3 and Figure 4). These dense
relationships and non-natural networks are no reflection on the quality of the bioinformatics
metrics but simply the domain of proteins they have been asked to relate—those that are drug
targets. Indeed, previous studies have shown that bioinformatics networks based on the
sequence similarity of the binding sites alone are less densely clustered and more closely
resemble small-world and scale-free networks.38 Still, it does appear that linkages provided
by ligand information will often be more apposite to pharmacological interests than those
provided by protein sequence, however construed.

Differences between chemoinformatics and bioinformatics networks would be less interesting
if the chemoinformatics relationships were unstable to chemical representation; there is no
single consensus or “right” way to represent chemical information, and many different
chemical fingerprints have been proposed. One way to investigate this is to ask how networks
change when we vary molecular representation and how we compare it. There was generally
good agreement between the networks when the molecules were represented by five topology-
based fingerprints (Daylight, Unity, MDL Keys, ECFP_4, and FCFP_4). This agreement was
supported by multiple metrics, including rank correlation of the similarity matrices (Table 2),
percentage of overlapping edges in the threshold networks (Table 4 and Supporting
Information, Table S4), and consistency of the nearest neighbors (Supporting Information,
Table S6). Admittedly, agreement substantially decreased when comparing these topology-
based networks with networks based on CATS or FEPOPS descriptors, which represent
abstracted features of the molecules. This may simply highlight the different uses for which
the fingerprints were designed. The CATS and FEPOPS fingerprints are thought to be less
effective than other representations for virtual screening applications19,39 but, because they
are fuzzier, are better suited to finding new scaffolds.
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The chemoinformatics networks were surprisingly stable even to the method of comparing the
chemical information. The two methods used to compare the ligand sets, SEA and the Bayesian
method, differ substantially in their approach to quantify set similarity: SEA perceives local
instances of similarity between sets by considering every pair of interest ligands explicitly,
whereas the Bayesian method collapses all the set’s information and thus captures the global
commonalities between sets. There is no reason why the two networks should be related.
Nevertheless, 60% of the most related targets of one method were among the top three hits of
the other (Supporting Information, Table S7). The targets most related by SEA and Bayesian
analysis resembled each other much more closely than did either compared to targets related
by sequences. The similarity of these networks is perhaps clearest from a comparison of their
minimum spanning trees (Figure 1). Whereas the details of the wiring of these networks
between different methods or fingerprints differ, the known pharmacological families typically
clustered similarly in each of the chemoinformatics networks. This suggests that the ligand
information itself, despite our inability to fully capture it in any single fingerprint or compare
it any single “best” way, is the fundamental basis for the relationships found among the
receptors. Any good way of representing ligand information may likely afford similar
relationships among targets.

A final surprise was that the ligand-based networks appeared to be small-world and broad-
scale (Figure 3 and Figure 4). These are properties shared by networks relating many natural
phenomena and human activities, such as those mapping Internet connectivity,34,40,41 social
relationships,31,42 or commerce,43 all of which show a high degree of self-organization. The
topology of chemoinformatics networks thus obeys well-defined rules and appears natural.
This was unexpected because the drugs and reagents upon which the ligand-based networks
are based are themselves contrivances of human invention and have no history of development
in the natural world. Their status as well-behaved and apparently “natural” networks has
implications for their structure and future growth. Being small-world implies that any two
ligand sets can be connected by hopping through the chemistry of only a few other sets, which
is to say that new drug classes are likely to appear as neighbors of already established classes.
Also, the ligands for this putative new drug target are more likely to adhere to a set that already
has many connections. In some senses, the polypharmacology observed for many ligands is
reflected in the broad-scale aspect of these networks, where there is a high chance of having a
highly connected vertex compared to random networks.

It is appropriate, in closing, to return to the observation that is arguably most relevant to
medicinal chemistry: associations between targets are most naturally drawn on the basis of
ligand similarities, which will often be more informative, pharmacologically, than those drawn
on the basis of protein sequence or structure. These ligand-based networks also have
unexpected connections that suggest off-target effects; these may be directly tested. Whereas
not all of these predictions will hold up, a key result of this work is that they are soundly based
in the information content of the ligands themselves and are not peculiarities of how we
represent them.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Threshold network and minimum spanning trees of drug targets in the MDDR. Ligand sets are
linked by edges according to a minimum level of similarity (E-value ≤10−10) or by which sets
are most related (minimum spanning trees). The networks obtained using different ligand set
comparison methods and different descriptors are depicted; the ligand sets corresponding to
several protein families are highlighted to illustrate the clustering that emerges naturally from
all of these networks.
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Figure 2.
Similarity heat maps of 249 MDDR targets calculated using (A) PSI-Blast from the sequences,
(B) SEA with ECFP_4 fingerprints, and (C) Bayes with Unity fingerprints. Dark blue regions
indicate high similarity (E-value ≤ 10−50), whereas light yellow regions indicate low similarity
(E-value ≥ 105). The lower row shows blowups of the highlighted region in the overall maps.
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Figure 3.
The “small-world” nature of the chemoinformatic networks. Average path length (L) versus
clustering coefficient (C) for 249 MDDR targets using an E-value threshold of 10−10 and all
different descriptors. Black marks correspond to path lengths from the sequence similarity
network, blue to path lengths from the SEA network, and red marks to the path lengths from
the Bayesian networks. Triangles represent the values calculated for random graphs, circles
those calculated for regular graphs, and crosses the actual observed values for each method
and descriptor.
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Figure 4.
The chemoinformatics networks are “broad-scale”. Frequency of the number of edges per
vertex (P(k)) versus number of edges per vertex (k) calculated with the WOMBAT threshold
networks (E-value < 10−10) where the ligand sets were compared with the SEA method.
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Table 3
Correlations between Targets Related by Sequence and hose Related by Ligand-Set Similaritya

PSI_Blastb vs SEA PSI_Blastb vs BAY SEAc vs BAY

Daylight −0.168 −0.136 0.387

Unity −0.178 −0.153 0.379

MDL Keys −0.228 −0.156 0.313

ECFP_4 −0.155 −0.074 0.401

FCFP_4 −0.172 −0.050 0.428

CATS −0.027 −0.052 0.300

FEPOPS −0.030

average −0.137 −0.104 0.368

a
Spearman rank-order correlation coefficients were calculated etween sequence and ligand-set similarity matrices.

b
A total of 93 MDDR targets for which specific sequences could be assigned.

c
A total of 249 MDDR targets from the Schuffenhauer ontology.11

J Chem Inf Model. Author manuscript; available in PMC 2009 August 7.



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Hert et al. Page 21
Ta

bl
e 

4
Pe

rc
en

ta
ge

 o
f C

om
m

on
 E

dg
es

 b
et

w
ee

n 
Th

re
sh

ol
d 

N
et

w
or

ks
 (E

-v
al

ue
 ≤

 1
0−

10
) C

al
cu

la
te

d 
U

si
ng

 D
iff

er
en

t C
he

m
ic

al
 F

in
ge

rp
rin

ts
 (U

si
ng

SE
A

 a
nd

 th
e 

24
9 

M
D

D
R

 T
ar

ge
ts

)

U
ni

ty
M

D
L

 K
ey

s
E

C
FP

_4
FC

FP
_4

C
A

T
S

FE
PO

PS

D
ay

lig
ht

87
.1

72
.5

77
.9

77
.2

40
.1

27
.4

U
ni

ty
69

.9
77

.3
78

.1
38

.9
29

.4

M
D

L 
K

ey
s

75
.4

80
.4

51
.9

28
.6

EC
FP

_4
90

.4
41

.3
35

.9

FC
FP

_4
av

er
ag

e 
= 

56
.4

%
 ±

 2
2.

8
42

.0
35

.3

C
A

TS
ra

nd
om

iz
ed

 =
 5

.6
%

 ±
 1

.1
27

.4

J Chem Inf Model. Author manuscript; available in PMC 2009 August 7.



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Hert et al. Page 22

Table 5
Percentage of Common Edges between Threshold Networks (E-value ≤ 10−10) Calculated Using Different Fingerprints
and Methods of Calculating Sequence and Target Information: PSI-Blast, SEA, and the Bayesian Methoda

PSI_Blast vs SEA PSI_Blast vs BAY SEA vs BAY

Daylight 24.0 27.9 46.1

Unity 23.3 27.9 39.9

MDL Keys 28.2 33.0 30.4

ECFP_4 26.7 28.9 54.2

FCFP_4 28.4 24.3 44.0

CATS 17.5 28.3 26.4

FEPOPS 16.0

average 23.5% 28.4% 40.2%

a
The MDDR sets were again used.
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Table 6
Self-Recognition by Ligand Sets in a 10-Fold Validation Calculationa

SEA Bayesian Method

mean SD mean SD

Daylight 0.975 0.014 0.945 0.029

Unity 0.973 0.014 0.933 0.036

MDL Keys 0.965 0.018 0.904 0.049

ECFP_4 0.987 0.010 0.979 0.015

FCFP_4 0.984 0.011 0.978 0.015

CATS 0.926 0.035 0.862 0.064

a
Average ROC-AUC values using the different descriptors for the SEA and the Bayesian methods. Higher values indicated better ability of the test subsets

to recognize the same ligand family in the training sets.
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