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1. Introduction

Most of the research on the theory of learning from random examples is based on a paradigm
in which the learner is both trained and tested on examples drawn at random from the same
distribution. In this paradigm the learner is passive and has no control over the information
that it receives. In contrast, in tlirieryparadigm, the learner is given the power to ask
guestions. What does the learner gain from this additional power?

Study of the use of queries in learning (Valiant,1984, Angluin,1988), has mostly concen-
trated on algorithms foexact identificatiorof the target concept. This type of analysis
concentrates on the worst case behavior of the algorithm, and no probabilistic assumptions
are made. In contrast, we are interested in algorithms that achieve approximate identifica-
tion of the target, and our analysis is based on probabilistic assumptions. We assume that
both the examples and the target concept are chosen randomly. In particular, we show that
gueries can helpcceleratdearning of concept classes that are already learnable from just
unlabeled data.

This question was previously studied by (Eisenberg & Rivest,1990) in the PAC learning
framework. They give a negative result, and show that, for a natural set of concept classes,
which they call “dense inthemselves”, queries are essentially useless. They show that giving
the learner the ability to ask membership queries (questions of the type “what is the label
of the pointz?”) in this context does not enable the learner to significantly reduce the total
number of labeled examples it needs to observe. The reason is that if the learner observes
only a small number of examplesither passively or activelythen it can not be sensitive
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to slight changes in the target concept and in the underlying distribution. An adversary can
alter the distribution and the target in a way that will not cause the learner to change its
hypothesis, but will increase the error of this hypothesis in a significant way. In this paper
we show how some concept classes that are dense in themselves can be learned efficiently if
we allow the learner access to randamabeledexamples. This added capability enables

the learner to maintain its sensitivity to the input distribution, while reducing the number

of labels that it needs to know.

Baum(Baum,1991), proposed a learning algorithm that uses membership queries to avoid
the intractability of learning neural networks with hidden units. His algorithm is proved
to work for networks with at most four hidden units, and there is experimental evidence
(Baum & Lang,1992) that it works for larger networks. However, when Baum and Lang
tried to use this algorithm to train a network for classifying handwritten characters, they
encountered an unexpected problem(Baum & Lang,1992). The problem was that many of
the images generated by the algorithm as queries did not contain any recognizable character,
they were artificial combinations of character images that had no natural meaning. The
learning algorithm that is analyzed in this paper uses random unlabeled instances as queries
and in this way may avoid the problem encountered by Baum'’s algorithm.

In the lines of work described above, queries are explicitly constructed. In contrast,
our work is derived within thejuery filteringparadigm. In this paradigm, proposed by
(Cohn, Atlas & Ladner,1990), the learner is given access to a stream of inputs drawn at
random from the input distribution. The learner sees every input, but chooses whether or
not to query the teacher for the label. Giving the learner easy access to unlabeled random
examples is a very reasonable assumption in many real-life contexts. In applications such as
speech recognition, it is often the case that collecting unlabeled data is a highly automatic
process, while finding the correct labeling of the data requires expensive human work.
Our algorithm uses all of the unlabeled examples and in this way overcomes the problems
pointed out by Rivest and Eisenberg. Learning becomes an interactive process: rather than
requesting the human to label all the examples in advance, we let the computer choose the
exampleswhose labels are mostinformative. Initially, mostexamples will be informative for
the learner, but as the process continues, the prediction capabilities of the learner improve,
and it discards most of the examples as non-informative, thus saving the human teacher a
large amount of work.

In (Cohn, Atlas & Ladner,1990) there are several suggestions for query filters together
with some empirical tests of their performance on simple problems. In (Seung, Opper &
Sompolinsky, 1992) the authors suggested a filter called “query by commit@BC)
and analytically calculated its performance for some perceptron-type learning problems.
For these problems, they found that the prediction error decreases exponentially fast in the
number of queries. In this work we present a more complete and general analysis of query
by committee, and show that such an exponential decrease is guaranteed for a general class
of learning problems.

The problem of selecting the optimal examples for learning is closely related to the
problem of experimental design in statistics (see e.g. (Fedorov,1972, Atkinson,1992)).
Experimental design is the analysis of methods for selecting sets of experiments, which
correspond to membership queries in the context of learning theory. The goal of a good



SELECTIVE SAMPLING USING QUERY BY COMMITTEE 135

design is to select experiments in a way that their outcomes, which correspond to labels,
give sufficient information for constructing a hypothesis that maximizes some criterion of
accuracy. One natural criterion is the accuracy with which the parameters that define the
hypothesis can be estimated (Lindley,1956). In the context of Bayesian estimation a very
general measure of the quality of a query is the reduction in the entropy of the posterior
distribution that is induced by the answer to the query. Similar suggestions have been
made in the perceptron learning literature(Kinzel & &uj990). A different experimental
design criterion is the accuracy with which the outcome of future experiments, chosen from
some constrained domain, can be predicted using the hypothesis. This criterion is very
similar to criteria used in learning theory. Both criteria are important for us in this paper.
We show that while in the general case the two are not necessarily related, they are related
in the case of the query by committee algorithm. Using this relation we prove the efficiency
of the algorithm for some specific concept classes.

The results presented in this paper are restricted to arather limited set of learning problems.
The main restriction is that the concepts are assumed to be deterministic and noiseless. In
the summary we list what we think are the natural extensions of our analysis.

The paper is organized as follows. In Section 2 we present the Bayesian framework
of learning within which we analyze our algorithm. In Section 3 we present some simple
learning problems and demonstrate a case in which the information gain of a query is not the
relevant criterion when we are interested in prediction quality. In Section 4 we describe the
guery by committee algorithm. In Section 5 we prove that there is a close relation between
information gain and prediction error f@BC. Using this relation we show in Section 6
that the prediction error decreases exponentially fast with the number of queries for some
natural learning problems. In Section 7 we give a broader view on using unlabeled examples
for accelerating learning, and in Section 8 we summarize and point to some potential future
directions.

2. Preliminaries

We work in a Bayesian model of concept learning (Haussler, Kearns & Schapire,1994). As
in the PAC model, we denote h¥ an arbitrary sample space over which a distribution
D is defined. In this paper we concentrate on the case wkiegea Euclidean spaci?.
Each concept is a mappirg X — {0,1} and a concept clas3 is a set of concepts. The
Bayesian model differs from the PAC model in that we assume that the target concept is
chosen according togarior distribution P overC and that this distribution is known to the
learner. We shall use the notation,Ps(-) to denote the probability of an event wheiis
chosen at random frolW according taD.

We assume that the learning algorithm has access to two or&despleandLabel. A
call to Samplereturns an unlabeled examptec X, chosen according to the (unknown)
distributionD. A call to Label with input z, returnsc(z), the label ofz according to
the target concept. After making some calls to the two oracles, the learning algorithm is
required to output a hypothests: X — {0,1}. We define the expected error of the
learning algorithm as the probability thiatz) # c(z), where the probability is taken with
respect to the distributio® over the choice of:, the distribution” over the choice of
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¢ and any random choices made as part of the learning algorithm or of the calculation of
the hypothesig. We shall usually denote the number of calls that the algorithm makes to
Sampleby m and the number of calls toabel by n. Our goal is to give algorithms that
achieve accuracyafter makingO(1/¢) calls toSampleandO(log 1/¢) calls toLabel.

In our analysis we find it most convenient to view the finite number of instances that are
observed by the learning algorithm as an initial segment of an infinite sequence of examples,
alldrawn independently at random accordin@toWe shall denote such a sequence of unla-
beled examples b = {x1,z5 ...}, and usg X, ¢(X)) = {(z1, c(z1)), (w2, c(z2)) .. .}
to denote the sequence of Iabeled examples that is generated by aplyeach: € X.

We useX; .m to denote the sequence of the finstelements inX. We use the terminol-

ogy of (Mitchell,1982), and define theersion spacgenerated by the sequence of labeled
examples{)?ln_m, c(X’l__,m)> to be the set of concepts € C that are consistent withon

X, i.e.that/(z;) = c(x;) forall 1 < i < m. We denote the version space that corresponds
to the firsti labeled examples by; = V((X;._;,¢(X1.;))). The initial version space,

Vo = V (D), is equal taC. The version space is a representation of the information contained
in the set of labeled examples observed by the learning algorithm. A natural measure of the
progress of the learning process is the rate at which the size of the version space decreases.
Theinstantaneous information gafnom theith labeled example in a particular sequence

of examples is defined to belogPrp(V;)/Prp(V;—1). Summing the instantaneous in-
formation gains over a complete sequence of examples we getithelative information

gain, which is defined as

m

Prp(
Tl o) foms o)) = = 3 log Pﬁj’ 5= logPre(Vu) . ()

The natural measure of the information that we expect to gain from the label of an unlabeled
example is the expected instantaneous information gain taken with respect to the probability
that each one of the two labels occurs. pgte the probability that the label af,, is O,
given thatc € V,,,_; and letV,? be the version space that results from the labglbeing
0. Definep; andV,! in the corresponding way for the casgr,,) = 1. We define the
expected information gaiof x;, givenV;_1, to be:

Pre (V) ) Prp (V')

il Vi— = —pgl —_— _—
G(xilVi-1) Po log Pro (Vi 1) p1 log B (Vi)

= —pologpo — (1 —po)log(1 — po) = H(po) ,

()

whereH (p) denotes the Shannon information content of a binary random variable whose
probability of being 1 isp. We shall use log base 2 in our definition and measure the
expected information gain ibits.! The maximal information gain from a single label is
one bit. The information gain is thus a very attractive measure of the gain that can be
expected from askingabel for the label of an example. However, as we show in Section 3,
this measure, by itself, is not sufficient for guaranteeing a large reduction in the expected
prediction error of the algorithm.

The “Gibbs” prediction rule is to predict the label of a new examplby picking a
hypothesis: at random from the version space and labeliraccording to it. The random
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choice ofh is made according to the prior distributidhrestricted to the version space. Itis

a simple observation (see (Haussler, Kearns & Schapire,1994)), that the expected error of
this prediction error is at most twice larger than the expected error of the optimal prediction
rule which is the Bayes rule. We shall assume that our learning algorithm has access to an
oracle, denote@ibbs, which can compute the Gibbs prediction for a given exampteX

and version spacé C C. Each timeGibbs(V, z) is called, a hypothesis € C is chosen

at random according to the distributiéhrestricted toV/, and the labeh(z) is returned.

Note that two calls ta@Gibbs with the samel” andx can result in different predictions.

The main result of the paper is that a simple algorithm for learning using queries, that uses
the Gibbs prediction rule, can learn some important concept classes with accuracy that is
exponentially small in the number of callsitabel.

3. Two simple learning problems

In this section we discuss two very simple learning problems. Our goal here is to give
examples of the concepts defined in the previous section and to show that constructing
queries solely according to their expected instantaneous information gain is not a good
method in general.

Consider the following concept class. LEt= [0, 1], and let the associated probability
distributionD be the uniform distribution. Let the concept cl&ssconsist of all functions
of the form

cw(x){l’ wse @3)

0, w>=x

wherew € [0,1]. We define the prior distribution of concepf,to be the one generated
by choosingw uniformly from [0, 1].

The version space defined by the examples, c¢(x1)), . . ., (Tm, ¢(xpn)) } is (isomorphic
to) the segmeny; = [max(z;|c(x;) = 0), min(x;|e(x;) = 1)]. Let us denote by; the
ratio of the probabilities of the version space before and after observinghtiexample,
i.e.& = PrpV;/PrpV;_;. The instantaneous information gain of the examplgc(z;))
is — log &;. Given arunlabeledexample, the expected instantaneous information gain from
x; is H(&;). Examples that fall outside the segment have zero expected information gain,
while the example that divides the segment into two equal parts obtains the highest possible
expected information gain of one bit. This agrees with our intuition because the labels
of examples that fall outside the segment are already completely determined by previous
labeled examples, while the label of the example that falls in the middle of the version space
interval is least predictable. It is easy to show that the probability of a prediction error for
the Gibbs prediction rule is equal to the length of the segment divided by three. Thus,
if the learner asks for the label of the example located in the middle of the segment, it is
guaranteed to halve the error of the Gibbs prediction rule. In this case we see that asking the
oracleLabel to label the example that maximizes the expected information gain guarantees
an exponentially fast decrease in the error of the Gibbs prediction rule. In contrast, the
expected prediction error after asking for the labels:afandomly chosen examples is
O(1/n).
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Figure 1. A figure of the version space and the examples that achieve maximal information gain for the two
threshold learning problem defined below.

The question is whether constructing queries according to their expected information
gain is a good method in general, i.e. whether it always guarantees that the prediction error
decreases exponentially fast to zero.

The answer to this question is negative, to see why this is the case consider the following,
slightly more complex, learning problem. Let the sample space be the set of pairs in which
the first element;, is either 1 or 2, and the second elements a real number in the range
[0,1],i.e.z € X = {1,2} x [0,1]. LetD be the distribution defined by picking botland
z independently and uniformly at random. Let the concept class be the set of functions of
the form

. 1, w; <z
cali) ={ wS% @

wherew € [0, 1]2. The prior distribution over the concepts is the one generated by choosing
@ uniformly at random fron0, 1]2. In this case each example corresponds to either a
horizontal or a vertical half plane, and the version space, at each stage of learning, is a
rectangle (see Figure 3). There are always two examples that achieve maximal information
gain, one horizontal and the other vertical. Labeling each one of those examples reduces
the volume of the version space by a factor of two. However, the probability that the Gibbs
rule makes an incorrect prediction is proportional to the perimeter of the rectangular version
space, and not to its volume. Thus, if the learner always constructs queries of the same type,
only one of the dimensions of the rectangle is reduced, and the perimeter length stays larger
than a constant. This implies that the prediction error also stays larger than a constant.

We conclude that the expected information gain of an unlabeled exanmaitgisufficient
criterion for constructing good queries. The essential problem is that the distribution over
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the examples is completely ignored by this criterion. While one can easily find a specific
solution for the given learning problem, we would like to have a general method that is
sensitive to the distribution of the examples, and is guaranteed to work for a wide variety
of problems. In the next section we present such a method.

4. The Query by Committee learning algorithm

In (Seung, Opper & Sompolinsky,1992) the authors devise an algorithm for learning with
gueries which they called “Query by Committee” and we shall refer to a&3@@algorithm.

The algorithm uses as queries examples whose expected information gain is high, however,
rather thanconstructingthe examples, ifilters the more informative examples from the
random unlabeled examples that it gets from the or8almple We discuss the simplest

case in which the committee is of size two.

The algorithm proceeds in iterations. In each iteration it calspleto get a random
instancer. It then callsGibbs twice, and compares the two predictions for the labet.of
If the two predictions are equal, it rejects the instance and proceeds to the next iteration. If
the two predictions differ, it callsabel with input z, and adds the labeled example to the
set of labeled examples that define the version space. It then proceeds to the next iteration.
In (Seung, Opper & Sompolinsky,1992) the authors treat the query by committee algorithm
as an on-line learning algorithm, and analyze the rate at which the error of the two Gibbs
learners reduces as a function of the number of queries made. In our work we prove general
bounds both on the number of queries and on the number of random examples that the
algorithm tests. In order to do that we considdsadchlearning scenario, in which the
learning algorithm is tested only after it has finished observing all of the training examples
and has fixed its prediction hypothesis.

To do that we define a termination condition on the iterative process described above.
When the algorithm reaches this a state that fulfills this condition it stops c&hngple
andLabel and uses th&ibbs oracle topredictthe labels of the instances that it receives
in the test phase. The termination condition is satisfies if a large number of consecutive
instances supplied Byampleare all rejected.

We measure the quality of the predictions made by the algorithm in a way similar to
that used in Valiant's PAC model. We define the expected error of the algorithm as the
probability that its prediction of the label of a random instance disagrees with that of the
true underlying concept. This probability is taken with respect to the random choice of
the instance as well as the underlying concept. We also allow the algorithm some small
probability of failure to account for the fact that the sequence of instances that it observes
during training is atypical.

We say that the learning algorithm is successful if its expected error is small, when trained
on a typical sequence of instances. More precisely, we define two parameters, an accuracy
parametedl > ¢ > 0 and a confidence parameter- 6 > 0. We use the term “training
history” to describe a specific sequence of random instances and random coin flips used
during learning a specific hidden concept. For each choice of the hidden concept, we allow
a set of training histories that has probabilitio be marked as “atypical” training histories.
Ourrequirement is that the expected error over the set of typical training histories is smaller
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Input: € > 0 - the maximal tolerable prediction error.
6 > 0 - the desired reliability.
Gibbs- an oracle that computes Gibbs predictions.
Sample an oracle that generates unlabeled examples.
Label- an oracle that generates the correct label of an example.

Initialize n - the counter of calls thabel — to 0, and set the initial version spaég, to be
the complete concept cla€s

Repeat until more thart,, consecutive examples are rejected. Where

1 2 2
t, = ~1In m(n+1)° ,
€ 36
andn is the number of examples that have been used as queries so far.

1. CallSampleto get an unlabeled examptec X drawn at random according 0.
2. CallGibbs(V,,, z) twice, to get two predictions for the label of

3. If the two predictions are equtiden reject the example and return to the beginning of
the loop. (step 1)

4. ElsecallLabel(z) to gete(z), increaser by 1, and sev, to be all concepts’ € V,,_;
such that/(z) = ¢(x).

Output as the prediction hypothed&bbs(V,,, x).

Figure 2. Query by a committee of two

thane. The parametersandé are provided to the learning algorithm as input and are used
to define the termination criterion. Figure 2 gives a formal description of the algorithm. It
is important to notice that the termination condition depends only andé, and not of

any properties of the concept class. While the performance of the algatitbsidepend

on such properties, the algorithm can be used without prior knowledge of these properties.

It is easy to show that IQBC ever stops, then the error of the resulting hypothesis is
small with high probability. That is because it is very unlikely that the algorithm stops if
the probability of error is larger than(proof is given in Lemma 2). The harder question
is whetherQBC ever stops, and if it does, how many callsSampleand toLabel does
it make before stopping? As we shall show in the following two sections, there is a large
class of learning problems for which the algorithm will stop, with high probability, after
O(1/e log1/é¢) calls toSample andO(log 1/¢) calls toLabel.

The committee filter tends to select examples that split the version space into two parts
of comparable size, because if one of the parts contains most of the version space, then



SELECTIVE SAMPLING USING QUERY BY COMMITTEE 141

the probability that the two hypotheses will disagree is very small. Let us normalize the
probability of the version space to one and assume that an exarppltitions the version
space into two parts with probabilitigds and1 — F' respectively. Then the probability of
accepting the exampleas a query i@ F' (1 — F') and the information gain from an example

is H(F). . Both of these functions are maximizedrat= 0.5 and decrease symmetrically

to zero whenF' is increased to one or decreased to zero. It is thus clear that the queries
of QBC have a higher expected information gain than random examples. However, it is
not true in general that the expected information gain of the queries will always be larger
than a constantmoreover, as we have seen in the Section 3, queries with high information
gain do not guarantee a fast decrease of the prediction error in general. Our proof of the
performance ofQBC consists of two parts. In the first part, given in Section 5, we show
that a lower bound on the information gain of the quedessguarantee a fast decrease

in the prediction error oQBC. In the second part, given in Section 6, we show that the
expected information gain of the querieS@BC is guaranteed to be higher than a constant

in some important cases.

5. Relating information gain and prediction error for Query by Committee

In this section we prove that if the expected information gain from the queries used by
QBC is high, then the prediction error of the algorithm is guaranteed to be exponentially
small in the number of queries asked. We shall first define exactly what we mean by high
information gain, and then give the theorem and its proof.

In our analysis we treat runs of the algorithm as initial segments of infinite runs that would
have been generated had there been no termination criterion on the execution of the main
loop in QBC. We denote bwf the infinite sequence of unlabeled examples that would
have been generated by callsSample We use an infinite sequence of integer numbers
I ={1 <14 <ig < ...} torefer to the sequence of indices of those examples that are
filtered byQBC from X and used as gueriesitabel. This set of examples is denotad.

We denote by the sequence of integers froito m, and useX ,; to denote the firstn
examples inX. We usel,, to denote the first elements off. Finally, )?In indicates the
first n examples that are used as queries, anqj\,f indicates the queries that are chosen
from the firstm unlabeled examples.

We now present the probabilistic structure underlying the query process. A point in the
sample spac8 is a triple{c, X ,I). The probability distribution over this space is defined
as follows. The target conceptis chosen according %, and each component in the
infinite sequencé( is chosen independently accordingZ®o Fixing ¢ and X, we define
the distribution of the first elements of according to the probability that algorithBC
calls the oracléabel on the iterations indexed bly,. It is easy to see that the distributions
defined for different values af are consistent with each other, thus we can define the
distribution onI as the limiting distribution forn — co. We denote the distribution we
have defined on the triplets, X, I) by A and use Px andE A to indicate the probability
and the expectation taken with respect to this distribution.
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We now define formally what we mean when we say that the queri@Baf are infor-
mative.

Definition. We say that the expected information gain of queries mad@Bg for the
learning problem of concept cla§3,concept distributior?, and input distributiorD, is
uniformly lower bounded by > 0 if the following holds.

For the distribution ovefc, )?, I) thatis generated %, D andQBC and for every: > 0,
the expected instantaneous information gain fromithel st query, given any sequence of
previous queries and their answers, is larger than our notation we can write this as the
requirement that the following conditional expectation is larger halmost everywhere:

Pis (B (91, V((Xs, e(X0))) | Kiye(X1,)) > g) =1

In somewhat more intuitive terms, a uniform lower bound on the information means that
for any version space that can be reache®@BC with non-zero probability, the expected
information gain from the next query @BC is larger thang. In Section 6 we shall
prove uniform lower bounds on the information gain@BC for some important learning
problems.

We now give the theorem that relates the bound on the information g&®Bafto its
expected prediction error.

THEOREM 1 If a concept clas®C has VC-dimensiold < d < oo and the expected
information gain of queries made IQBC is uniformly lower bounded by > 0 bits, then
the following holds with probability larger thah— ¢ over the random choice of the target
concept, the sequence of examples, and the choices m&RQy

e The number of calls t8amplethat QBC makes is smaller than

4d 1 1 1H)?
mo = max | 22 100@+ 1) (6 24D (5)
ed ge €b3g

e The number of calls thabel that QBC makes is smaller than

10(d + 1)

4m0
Nng = In

6 b

In other words, it is an exponentially small fraction of the number of calBample*

e The probability that th&ibbs prediction algorithm that uses the final version space of
QBC makes a mistake in its prediction is smaller than

Before we proceed to prove the theorem, let us give a brief intuitive sketch of the argument
(See Figure 3). The idea is that if a concept class is learnable then, after observing many
labeled examples, the conditional distribution of the labels of new examples is highly
biased to one of the two labels. This means that the information gained from knowing
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Figure 3. Each tag on the axis denotes a random example in a specific typical sequence. The s¥mbaler
a tag denotes the fact that the example was chosen as a query.

the label of a random example is small. This, in turn, means that the increase in the
cumulative information from a sequence of random examples becomes slower and slower
as the sequence gets longer. On the other hand, if the information gained from the queries
of QBC is lower bounded by a constant, then the cumulative information gain from the
sequence of queries increases linearly with the number of queries. It is clear that the
information from the labels of the queries alone is smaller than the information from the
labels of all the examples returned Bample The only way in which both rates of
increase can hold without violating this simple inequality is if the number of examples
that are rejected between consecutive queries increases with the number of queries. As a
result the termination criterion d®BC will hold, and the algorithm will output its final
prediction rule after a reasonably small number of queries. The prediction rule that is output
is the Gibbs prediction rule, using the final version space that is defined by all the labeled
examples seen so far. The probability of making a prediction error using this rule is, by
definition, equal to the probability of a disagreement between a hypothesis that is randomly
chosen according to the prior distribution restricted to the version space and a concept that
is independently chosen according to the same distribution. This probability is also equal
to the probability of accepting a random example as a query when using this version space.
The termination condition is fulfilled only if a large number of random examples are not
accepted as queries, which implies that the probability of accepting a query or making a
prediction mistake when using the final version space is small. We shall prove the theorem
using the following three lemmas.

LEMMA 1 If the expected instantaneous information gain of the query algorithm is uni-
formly lower bounded by > 0 bits, then

Pra(Z(X1, e(X1,)) < Sn) < e for (6)
Proof:  The definition of a uniform lower bound on the expected information gain means
that for anyn > 0, for all sequence of of queries(X;, , c¢(X7,)), excluding possibly a set
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of measure zero, the expected information gain fromrthe 1st query is lower bounded
by ¢g. Put in another way, this means that the random variables

Y= I(<XL>C(XL)>) - I(<X‘11717C(X1i71)>) -9

form a sequence of sub-martingale differences. As the instantaneous information gain is
bounded betweef and1, we get that-g < Y; < 1 — g. We can thus use Hoeffding’s
bound on the tails of bounded step sub-martingales (McDiarmid,1988m which we

know that for any > 0

n g . 1_g . n
Pr(ZYiS—en)S[(g+e)g+<1ge)l 9 } )
i—1

Settinge = A\g and taking logs we get
PY(EL Y; < —Agn) <

exp((—(1+/\)gln(1—|—)\) +(1- (1—|—/\)g)ln1_(11%)\)g) n) <
exp (A= (1 +A)In(l+ X)) gn) .
Choosing\ = 1/2 we get the bound. ]

LEMMA 2 The probability that the predictions made QBC are wrong (after its main
loop has terminated) is smaller tharwith probability larger thanl — 6 /2.

Proof: Assume that the probability of a wrong prediction is larger thaAs discussed
in the informal part of the proof, this implies that the probability of accepting a random
example as a query with the final version space, is also largeethethus remains to show
that the probability thaBC stops when the probability of accepting a query is larger than
e is smaller thard /2.

The termination condition oQBC is that all¢,, examples tested after theth query
are rejected. If the probability of accepting a random example is largeretttzen this
probability is smaller thaiil — €)*=. From the definition of,, we get that
2 (n41)? < -l n? (1) 30

(1 B 6)%ln

- Cor2(n+1)2°
Summing this probability over all possible valuesrofrom zero to infinity we get the
statement of the lemma. ]

In (Haussler, Kearns & Schapire,1994) itwas shown thatif the VC-dimension of a concept
class isd, then the expected information gain fram random examples is bounded by
(d + 1) log(m/d). Here we show that the probability that the information gain is much
larger than that is very small.

LEmMA 3 Assume aconcepts chosenatrandom from a concept class with VC dimension
d. Fix a sequence of examplds recall that X, denotes the first: examples. Then
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Preep (T, e(Xan)) > (d+ 1)(log T) < 2 ™)

Proof: From Sauer's Lemma (Sauer,1972) we know that the number of different label-
ings created byn examples is at moéZsz (™) < (em/d)?. The expected cumulative
information gain is equal to the entropy (base 2) of the distribution of the labels and is max-
imized when all the possible labelings have equal probability. This gives an upper bound
of dlog <7* on the expected cumulative information gain. Labelings that have cumulative
|nformat|on gain larger by than this expected value, must have probability that is smaller
by 2% than the labels in the equipartition case. As the number of possible labelings remains
the same, the total probability of all concepts that give rise to such labelings is & nfost
Choosinga = log 7+ we get the bound. ]

Proof of Theorem 1: We consider a randomly chosen element of the event s(pa&’é I).
Our analysis involves the first, random examples presented@BC, X M, and the first
ng queries thaQBC would filter if it never halts,XI . We denote the number of queries
that QBC makes during the first,, examples by, i. en = |I N My|. The claim of the
theorem is that, with probability at lealst- ¢, the algorithm halts before testing the+ 1st
example, the number of queries it makesis smaller tham, and the hypothesis it outputs
upon halting has error smaller thanWe shall enumerate a list of conditions that guarantee
that all of these events occur for a particular random choice of examples and of internal
randomization irQBC. By showing that the probability of each of those conditions to fail
is small we get the statement of the theorem.

The conditions are:

1. The cumulative information content of the firgt queries is at leagtn, /2.
From Lemma 1 we get that in order for this condition to hold with probability larger
thanl — §/4 it is sufficient to require that

1 4
n0>_01n5. @)
g

2. The cumulative information content from the firgy examples is at most
(d+1)(log “52).
From Lemma 3 we get that in order for this condition to hold with probability larger
thanl — §/4 it is sufficient to require that

3. The number of queries made during the firgt examplesp, is smaller tham.
The condition follows from conditions 1 and 2 if

T((X1,,, e(X1,,)) > T((Xasy. (X s, ))) (10)



146 Y. FREUND, H.S. SEUNG, E. SHAMIR AND N. TISHBY

This is because if. > ng then the information gained from the queries asked during
the firstmy examples is larger than the total information gained fronmthexamples,
which is impossible. In order for (10) to hold, it is sufficient to require that

2(d + 1)
g

(log =72). (11)

ng >

4. The number of consecutive rejected examples guarantees that the algorithm stops
before testing theny + 1st example.
Notice that the threshold increases with. Thus if at least,, consecutive exam-
ples from among the first,y examples are rejected, the algorithm is guaranteed to halt
before reaching theyg + 1st example. As there areg — n rejected examples, the
length of the shortest run of rejected examples is at leagt-n)/(n + 1). We require
that this expression is larger than, and use the fact that condition 3 holds, i.e. that
n < ng. Using these facts it is sufficient to require that

2(no +1)
€

>
mo = 35

7T.2
In [—(no + 1)2} . (12)
5. The Gibbs prediction hypothesis that is output by@®C has probability smaller
thane of making a mistaken prediction.
From Lemma 2 we get that the probability of this to happen is smaller&fian

We see that if Equations (8), (9), (11), and (12) hold, then the probability that any of the
four conditions fails is smaller thanlt thus remains to be shown that our choices@and
mg guarantee that these equations hold. Combining Equations (8) and (11), we get that it
is sufficient to require thahg > 2,d > 1, and

6

ng+1= In

(13)

Plugging this choice ofi, into Equation (12), we get the following requirementiag:

€g 6 bg 6

It is simple algebra to check that the following choicena§ and satisfies Equations (9)
and (14):

2
o — (4d 160@d+1) (6,ln80<d+1>) ) | (15)

ed’ ge ed2g

Equations (13) and (15) guarantee that the conditions 1-5 hold with probability aitte@st
[ |
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6. Concept classes that are efficiently learnable using QBC

According to Theorem (1) above, if query by committee yields high information gain, then

it yields a rapidly decreasing generalization error. Here we discuss some geometric concept
classes for which a uniform lower bound on the information gain exists, and hence to which
the theorem is applicable.

Our main analysis is for a learning problem in which concepts are intersections of half-
spaces with a compact and convex subsét@fln this case the concept class itself can be
represented as a compact and convex subsef ahd each example partitions the concept
class by al — 1 dimensional hyperplane. In Section 6.1, we sketch a proof of a uniform
lower bound on the information gain @BC that does not depend on the dimensipifor
the case in which bot® and’P are uniform. The proof, which is detailed in Appendix A.
is based on a variational analysis of the geometry of the version space. In Section 6.2 this
result is extended to the case of non-uniform input distribution and prior and applied to the
perceptron learning problem.

6.1. Uniformly distributed half-spaces

In this subsection we prove a lower bound on the information gain for a simple geometric
learning problem to which we shall refer as the “parallel planes” learning problem.

C (x,0)=1

Figure 4. A figure of the two dimensional concept class defined by Equation (16J fer2. The shaded area
corresponds to a typical convex version specehich is defined by a set of half spaces corresponding to several
examples. This version space is bisected by a hew unlabeled example defitiaddby

We define the domain¥, to be the set of all pairs of the for(w, ¢), whereZ is a vector
in R% whose length ig, which we refer to as the “direction” of the example, ansla real
number in the rangé-1, +1], to which we refer as the offset (see Figure 6.1). In other
words X = S¢ x [—1,+1], whereS? denotes the unit sphere around the origirRdf In
this section we assume that the distributron X is uniform® The concept class;, is
defined to be a set of binary functions ovérparameterized by vectois € R?, |[1]|2 < 1,
that are defined as follows
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. 1, @-F>¢,
cuﬂ,(x,t):{o Qiet (16)

We assume that the prior distribution is uniform BA—the unit ball of radius one around

the origin. This concept class is very similar to the class defined by the perceptron with
variable threshold” However, note that in this case the threshelds part of the input,

and not a parameter that defines the concept. This concept class is a bit strange, but as we
shall see, the results we can prove for it can be extended to more natural concept classes
such as the perceptron.

The information gain from random examples vanishesg®es to infinity. The reason for
this is that in high dimension, the volume of the sphere is concentrated near the equator. A
typical random example will cut the sphere some distance away from the equator, in which
case the sphere will fall into two pieces of very unequal volume. The piece containing
the equator will contain almost all of the volume. This geometric example illustrates why
guery algorithms are especially important in high dimensions. Query by committee solves
this problem by choosing two random points in the sphere. Since these two points are likely
to be near the equator, an example that separates them is likely to be near the equator. For
this reason, query by committee can attain an information gain that remains finite in high
dimensions.

In our proof of the uniform lower bound on the expected information gaiQBC we
use two properties of the version spaces for this concept class. The first property is that
each exampléz, ¢t) cuts the version space by a plane that is orthogonal to the direction
Z and has offset from the origin® As t is uniformly distributed, the planes that cut the
version space in any fixed direction have a uniformly distributed offset that spans the width
of the version space in that direction. The second property is that all version spaces that
can be generated when learning this concept class are bounded convex sets because they
are defined as the intersection of a ball with a number of half-spaces.

As discussed in Section 4, both the expected information gain of an example and the
probability that the example is accepted @BC are quantities that depend on the ratio
between the probabilities of the two parts of the version space that are created by the
example. Based on these observations we can reduce our problem to a one dimensional
problem. Fix a particular directiofi. Let Fz : [-1,+1] — [0, 1] be the fraction of the
version spacéy/, that is on one side of the plane definedibgnd, i.e.

Pr..cp (cg € Vieg(Z,t) = 0)
Fa(t) = —<@ . 17

We call ' thevolume functiorof the version space. The probability ti@BC accepts the
example(Z, t) is2Fz(t)(1— Fz(t)), and the expected information gain from the example is
H(Fz(t)). Astis uniformly distributed, the expected information gain from the examples
whose direction i’ is

[ Fe()(1 — Fa(t)H(Fa()) dt
T TRO0-E@)d

G(Fz) (18)
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Our result is a lower bound on the value @{Fz). The proof is based on finding the
convex version space that produces the smallest valG& Bf). This body is constructed

of two isomorphic cones connected at their bases, we call this body a “two-cone”. Barland
(Barland,1992, Theoremb), analyzes a similar problem. He finds the convex body that
achieves the minimal value of the functionj@f min(Fz(t), 1 — Fz(t)) dt. The analysis

of the minimum for this functional is much simpler, interestingly, Barland finds that the
body which achieves the minimum is the same as the one which achieves the minimum of
the functionalG.

THEOREM 2 The functionali (F;), defined for volume functions of convex bodieRin
assumes a unique minimum at the two-cones body defined above. The v@la¢ thie
minimum is at least /9 + 7/(181n2) > 0.672 bits, for any dimensiod.

This theorem gives us a lower bound on the expected information gain of a single query
of QBC for the “parallel planes” learning problem defined at the beginning of this section.
In Section 6.2 we shall use this theorem to prove @BC is an effective query algorithm
for learning perceptrons.

Proof: Here we give the main part of the proof. The more technical details are formulated
inLemmas 4,5, 6 and 7, whose proofs are given in appendix A.

The proof is based on a variational analysis of the functichalVe shall show that the
volume function that corresponds to “two-cones” minimizes this functional. We shall show
that any other volume function of a convex body can be slightly altered in a way which
decreases the value 6fand maintains the correspondence with some convex body.

We shall bound the value 6f( Fz) independently of the directioih Our bound depends
only on the fact that the version space is a bounded convex B&tamd that the distribution
in itis uniform. We thus drop the subscripfrom Fz(-). AsF(—1) =0, F(+1) =1, and
H(1) = H(0) = 0, we will, without loss of generality, extend the definition6{t) to all
of R by defining it to be zero for < —1 and one fott > 1. We then redefine the integrals
in the definition of G(F") in Equation (18) to be from-oo to co. It is easy to check that
G(F(t)) = G(F(at+1b)) foranya,b # 0. Thus, without loss of generality, the support of
the volume function i$—1, +1] and F'(0) = 1/2.

Consider the right half of the body, i.e. the set of points whioseordinate is at least
0. Take the union of this half with its symmetric reflection at the plare 0. Similarly,
generate a symmetric body from the left side of the original body. The two resulting bodies
are reflection symmetric but usually not convex. Their volume functions are:

[ F(@) t<0
F_(t)_{l—F(—t) £>0°

C[1-F(-t) t<0
F+(t){F(t) £>0

It is easy to see that eithé¥(F,) < G(F) or G(F-) < G(F). Thus, in order to prove
a lower bound orG(F) for all convex bodies, it is sufficient to prove a lower bound for
volume functions that correspond to reflection-symmetric bodies for which each half is
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convex. Our variational manipulations will apply to one half of the symmetric body (say
t > 0) and carry over by reflection to other half. As we shall show, the minimum for one
half is obtained for a cone with a basetat 0. Its symmetric reflection, the two-cone
body, happens to be a convex body. Thus the two cone body gives the minin (& 'pf
for all convex bodies.

Our goal is thus to find the a volume functiéh: [0, co) — [1/2, 1] of the right half of a
convex body, which minimizes the functional

Jo  F(2)(1 = F(2))H(F(z)) dz

G = T 1= r @) (1 = F(o)) do

(19)

We find it convenient to define the functionk(t) = F(t)(1 — F(t)), and
Q(z) = H(1/2 — /1 —4x/2). Itis easy to verify that{(F) = Q(K), and that Equa-
tion (19) can be written as

Jo™ KU ) dt-

S K(t)dt

G(K) = (20)

The changes it/(K) that are induced by small changes in the functidean be approxi-
mated by a linear functional, called thec€Het derivativé,as follows

+o00 +oo
GIK+0)=GK) + [ VGIK()u(t) dt + o (/ w(1)? dt) .
0 0
The FEchet derivativ&/ G K] is a function from[0, co) into R andVG[K](t) is the value
of this function at the point. The derivative is calculated by formally differentiating the
functional VG[ K] with respect taX (¢). Thus

VG(t) =
Jo = K(s) ds 572 (KOQE () — Jo ™ K(s)Q(K(s)) ds 5727 K (1)

( OJFOO K(s) d5)2

— e [QUE() 4 K (00 QD) - G|

f0+oo K(s)ds

We first consider the behavior of the sum of the first two terms in the square brackets.
DenoteK (t) by y. A direct calculation shows th&(y) + ya%Q(y) is a strictly increasing
function ofy in the ranged < y < 1/4, which is the range dK(t). Itis O fory = 0 and1
fory =1/4.

As0 < G(K) < 1the third termis in the range of the sum of the first two terms KA$)
is decreasing for positive it follows that there is some point > 0, which is a function of
K, suchthatforald < ¢ < w, 525 G(K(t)) > 0, and for allt > w, 525 G(K(t)) < 0.

The parametew is of critical importance in the rest of the paper, and) we shall refer to it
is the “pivot point”. In terms of the volume functioR, for ¢ > 0, F' increases whetx
decreases and vice versa. Thus if the variafigh) is non-negative for points below the

(21)
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pivot point, non-positive for points above the pivot point, ffﬁb"o V()2 dt is sufficiently
small thenG (K (t) + ¥ (t)) < 0 as desired.

We shall construct suitable variations in proving lemma 5. For now;Ibe the convex
body whose volume function i8'(¢). Consider the functiong(t) andr(¢) defined as
follows:

wherec; — 1 is the volume of thel — 1 dimensional unit ball. The functioR'(¢) is equal

to the total volume of the bod in the range(—oo, t], so f(¢) is thed — 1 dimensional

volume of theslice of B att. We callr(t) the radius functionbecause ifB is a body

of revolution obtained by rotating (the planar graph of) the functien r(¢) around the
axis(t) = 0, then the volume functions that correspondAcand to B are the same.
Moreover,the following Lemma characterizes radius functions of convex bodies

LEemMA 4 1. The radius function of any convex body is concave.

2. The body of revolution that is generated by a concave radius function is convex.

The proof of the lemma is given in Appendix A. Thus the search for the minimum of
G(K) over convex bodies (far > 0) can be restricted to bodies of revolution created by
rotating a concave radius functioft).

The proof of the theorem is concluded by proving the following lemmas, the details are
in Appendix A.

LEMmMA 5 If the convex body with volume functidh is not a cone with base at the
hyperplane = 0 then there exists an admissible variatirsuch thatG(F + ¥) < G(F).

LEMMA 6 The minimum off over convex bodies is achieved.

From Lemmas 5 and 6 it follows that the minimum@(F’) is achieved for the two-cone
body. Finally a simple calculation gives that

LeEMMA 7 The value of3(F) for a two-cone body iR? is at least1 /9 + 7/(18 n2) >
0.672 for any dimensiom.

This concludes the proof of Theorem 2. ]

6.2. Perceptrons

In this section we apply Theorem 2 to the problem of learning perceptrons. The perceptron
concept class is defined as the following set of binary functions over the unit ball

1, £-4W>0

ca(7) {O, otherwise’ (22)
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wherew, 7 € R%, |||l = 1 and||Z||2 < 1. The prior distributions are within some
constants from the uniform distributions over the respective sets. Asié&h point on

the surface of a dimensional sphere, the initial version space is isomorphic to the unit
sphere.

The section is organized as follows. We start by stating an extension of Theorem 2. We
then discuss a technical issue regarding an initial phase of the learning procedure that is
required in order to make the theorems apply. We then prove the main result of this section,
which shows that, under some mild assumptions, the prediction error@Bfealgorithm,
when learning decreases exponentially fast with the number of queries asked.

Theorem 2 can be generalized to cases where the prior and input distributions are not
exactly uniform. We use the following definition

Definition. We say that a densit’ is within A of D if for every measurable set, we
have that\ < Prp(A)/Prp/(A4) < 1/A.

Using this definition, we get the following extension of Theorem 2:

THEOREM 3 The value of the functiond@¥(F') for the parallel planes learning problem,
when the prior distribution is withit\p of uniform and the input distribution is withikp
of uniform, is at leasi’hAp(1/9 + 7/(181n2)) > 0.672A%\p bits, independent of the
dimensiond.

The proof is in Appendix B.

Using Theorem 3, we can prove tlABC is an efficient query algorithm for the perceptron
concept class when the prior distribution and the distribution of examples are both close
to uniform. We shall prove that there exists a lower bound on the information gain of the
gueries ofQBC. However, our proof technique requires that the initial version space is not
the complete unit sphere, but is restricted to be within a cone. In other words, there has to
exist a unit vectoid, such that for anys € 1} the dot products - w is larger than some
constantx > 0.

This condition is annoying. However, it is not hard to guarantee that this condition holds
by using an initial learning phase, prior to the us€®C, that does not use filtering but
rather queries on all the random instances suppliegdmiple Using the results of Blumer
et al. we can bound the number of training examples that are needed to guarantee that the
prediction error of an arbitrary consistent hypothesis is small (with high probability). As
the distribution of the instances is close to uniform, a small prediction error implies that
the hypothesis vector is within a small angle of the vector that corresponds to the target
concept. The details of this argument are given in the following lemma.

LEMMA 8 Assume that the distribution of the instan@ss within Ap from the uniform
distribution in the unit ball. Suppose: random instances are chosen accordingllo
labeled according t¢f, (-) and used to find a hypothesfs(-) that is consistent with all
the labeled instances.

If

4 2 8d 13
m > max (— log i log —) wheree = \p cos ™! (a)
€ € €
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then, with probabilityl — ¢ over the choice of thex random instancesy - Wy > a.

Proof: If @ - @ < « then the angle betweed and, is larger tharcos~!(«). The
examples on whiclfz(Z) is incorrect are those vectors in the unit ball for whiths > 0
andZ - Wy < 0,0orZ-wW < 0andZ - Wy > 0. This defines a subset of the unit ball,
constructed of two wedges, whose volume is at least ! («) of the volume of the ball. As
the distribution of the instances is withi, from the uniform distribution, the probability
of this set is at leastp cos ™! (a).
On the other hand, as the VC dimension of thdimensional perceptron i we can
use the classical uniform convergence bounds from (Blumer et al.,1989). Theorem 2.1
in (Blumer et al.,1989) guarantees that a hypothesis that is consistentmi@beled ex-
amples, chosen independently at random fronadaitrary distribution, has error smaller
thane with probability1 — § if
<4 2 8d 13)
m >max | —log -, —log— | .
€ 6 € €

Combining these two arguments, we get the statement of the theorem. [ |

Assuming that an initial phase of learning from unfiltered instances is used to guarantee
a bound on the maximal angle between vectors, we get the following theorem.

THEOREM 4 For anya > 0, let C, be thed dimensional perceptron concept class as
defined in Equation (22), restricted to those concepissuch thatdy - W > « for some
unit vectorwy. Let the prior distribution oveC,, be within A\p of uniform and the input
distribution be within\p from uniform. Then the expected information gain of the queries
of QBC is larger than0.672a°? A% Ap

Proof: The version space for the perceptron is a region onittignensional unit sphere
that is bounded by a set of great circles. We shall transform this problem into a special case
of the parallel planes learning problem defined in Section 6.1.

Because we assume the existence of the vegjore can define a one-to-one mapping
of the version space to a bounded convex subsétof'. We can assume, without loss
of generality, thatdy = {1,0,...,0}. We can also assume that||. = 1, because all
instance<t whose length is smaller than 1 can be mapped/ttr||, without changing the
label assigned to them by the concepts. The distribution over the surface of the unit sphere
that is created in this way is withikp of uniform.

In this case the mapping of the concepts is defined by transforming the vector
w = {wy,ws,...,wy} that lies on the unit sphere to the— 1 dimensional vector
W' = {wq /w1, ws /w1, ..., wq/wr}. The corresponding mapping of the instances maps the

instancer = {z1,...,z4}thatliesonthe unitspheretothe péir= {zs,..., x4}/ Z?;g x?

andt = —x/ Zf:2 x?. It is easy to see that the condition that defines the perceptron
w - Z > 0is equivalent tar’ - «w’ > ¢, which is the condition that defines the corresponding
parallel-plane concept.

The condition - Wy > « is, in this case, equivalent to, > «. It is easy to check that
the only examples in the transformed concept space that can be labele@ dudh by
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Projection of the
segment on the
plane

Projection of the region
to a larger sphere

Maximal angle Segement of
between Wand W the spherical
version space

Figure 5. The transformation that maps the spherical version space unto the hyperplane.

some concept i€, are those for whic Zf:2 z? > «. This implies that the increase

in the volume of an infinitesimal part of the instance space is by a factor of atandst
Thus as the distribution over the instances on the surface of the unit sphere is\itafn
uniform, the distribution over the transformed instance space is with\a, of uniform.

To bound the distance of the prior distribution from uniform, consider the mapping of
an infinitesimally small region of the version space from the sphere to the plane. Figure 5
illustrates this transformation for a two dimensional perceptron. This transformation maps
the hyperspherical region to a larger region in the hyperplane. The factor by which the
volume s increased is betweeanda—?. This can be seen by separating the transformation
into two steps. In the first step, the region on the unit hypersphere is mapped to a region on
alarger hypersphere. The radius of this larger hypersphere is atmbghus the increase
in the volume is by a factor of at most (?~1). In the second step, the region on the large
hypersphere is mapped to the hyperplane, as the region is infinitesimally small, it can be
approximated by a linear region. The increase in the volume of the region in this step is by
a factor ofo~!. Multiplying the two factors we get .

As the prior distribution over the sphere is withip of uniform, the distribution over the
hyperplane that is generated by the mapping is witin? of uniform.

We thus have a special case of the parallel plane learning problem with close to uniform
distributions. Using Theorem 3, we get the statement of the theorem. [ |

6.3. Using an incorrect prior distribution

Up to this point we have made the assumption that the learning algorithm is using the correct
prior distribution on the concept spage In this section we show how this assumption can
be weakened.

Definition. '° We say that a distributio® is \-dominated by a distributio® if, for any
eventd, Prp(A) < APrp/(A).
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Suppose tha®BC uses a distributio®’ that \-dominatesP for some0 < A < oo such
that there is a uniform lower bound on the expected information gapBsf with respect
to P’. The following theorem replaces Theorem 1 for this case.

THEOREM 5 If a concept clas®C has VC-dimensiofd < d < oo and the expected
information gain of queries made YBC when using the prioP’ is uniformly lower
bounded by > 0 bits, and ifP is A\.-dominated byP’ for some0 < \. < oo then the
following holds with probability larger than — 6 over the random choice of the target
concept (with respect tR), the sequence of examples, and the choices ma@sky

e The number of calls t&amplethat QBC makes is smaller than

4d 160(d + 1) 80(d+1)\°
mop = max (57 Tge max (67 In W . (23)

e The number of calls thabel that QBC makes is smaller than

1 1
ng = O(d+ ) In
g 1)

4m0

)

In other words, it is an exponentially small fraction of the number of calBample

e The probability that thé&ibbs prediction algorithm that uses the final version space of
QBC makes a mistake in its prediction is smaller than

Note that while the number of calls 8ampleincreases by about a factor ®f, the number
of queries increases only by an additive term of atddag A..

Sketch of proof: It is clear that the arguments given in the proofs of Lerarha 3 and
Theorem 1 hold ifP is replaced byP’ throughout. This implies that, with high probability,

the error of &ibbs prediction algorithm that uses the final version spad@B€ is smaller
thane’, or

Ep [Prenpr hop ce(z) # h(z)]] < €.
The assumption th&® is A.-dominated byP’ implies that
ED [Pr(;N’RhN’P [C(.IJ) 7é h(l‘)“ < )\36/ .

By increasingn, by a factor ofA? we get that\?¢’ = ¢, from which the statement of the
theorem follows. u
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7. Learning using unlabeled examples and membership queries

The QBC algorithm uses unlabeled examples in order to reduce the number of labeled

examples that it needs to know. Whi@EBC is a very simple algorithm it is not the only

way of using the information provided by random unlabeled examples. In this section we

make the observation that in the learning framework defined in this paper there is a general
scheme for query filtering. This scheme is potentially more computationally intensive than

QBC, however, it is applicable in more generality th@BC.

The main observation is that the oracsmpleandGibbs, defined in Section 2 allow
the learning algorithm to estimate the expected error of any prediction rule. In this way the
algorithm can calculate the expected improvement of making any particular query.

The prediction rule used b@BC is to select a random consistent hypothésissing
Gibbs, and then label the instance witt{z). In general, any prediction rule defines a
conditional distribution of the label given the instance. The error of a prediction rule for a
given instance: € X and concept € C'is the probability that the prediction assigns to the
incorrect labell — ¢(z). The expected error of the prediction rule is defined by seleating
atrandom according tb and ac at random according t8. The oracleSampleandGibbs
generate random selections frdmandP respectively. Thus, disregarding computational
complexity, we can approximate the expected error of any prediction rule using sufficiently
large samples of instances and hypotheses.

The dependence of the prediction rule generate@B{ on the labeled instances seen
in the past is defined via the version sp&teln general, any learning algorithm defines a
mapping from sets of labeled instances to prediction rules. The estimate of the error of a
prediction rule thus defines a measure of the quality of a set of labeled examples. If we are
given anunlabeledinstance, we can estimate the distribution of the label of the instance
by usingGibbs. In this way we can estimate the expected reduction in the prediction error
that will result from knowing the correct label of any instance. A reasonable heuristic for
filtering queries is to select those instances that cause the largest reduction in the prediction
error. If after observing any set of labeled instances the learning algorithm can find an
instance which reduces the expected prediction error by a constant multiplicative factor,
then the prediction error decreases exponentially fast in the number of queries asked. Of
course, instances that cause such a reduction might not always exist, and even if they exist,
the problem of finding them efficiently is potentially hard.

The algorithm analyzed in this pap€BC, is an efficient variant of this heuristic. The
general heuristic described above makes a large number of calls to the @acipkeand
Gibbs, algorithmQBC makes much fewer calls. More specifically, the dependence of the
number of calls tSampleon the desired errot,is'! O(1/e), which is the same dependence
achieved by the algorithm that makes a query on each instance that it getSdiropie
The algorithm makes twice as many callsGibbs as it makes tGample It is not clear
if this is close to optimal, however, it is certainly much smaller than the number of calls
that is suggested in the heuristic described above. The exponential decrease of the error
of QBC as a function of the number of queries has been established for a restricted family
of parameterized concept classes. Establishing the effectiven@&®for more general
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concept classes or proving that it will not be effective for general families of concept classes
is an interesting open problem.

While the general heuristic described in this section is not efficient, it is applicable in
much more general situations th@BC. For example, the outcomes do not have to be
binary or even discrete, and the relation between them and the inputs can be stochastic
rather than deterministic. Finding learning algorithms that learn efficiently in this more
general frameworks is another interesting open problem.

8. Summary

We have proved that the Query by Committee algorithm is an efficient query algorithm
for the perceptron concept class with distributions that are close to uniform. This gives
a rigorous proof to the results given in (Seung, Opper & Sompolinsky,1992) which were
obtained using the replica method of statistical mechanics. It also generalizes their results
by relaxing the requirements on the distribution of the examples and on the prior distribution.
In addition, we show that exact knowledge of the prior distribution is not required. It is
sufficient if the ratio between the assumed prior and actual prior is bounded by a constant
factor.

We have proved that, in general, if the queries that are filtered by the query by committee
algorithm have high expected information gain then the prediction error is guaranteed to
decrease rapidly with the number of queries. By proving that this is the case for the
perceptron learning problem, we have achieved our main result.

We hope that lower bounds on the expected information ga@pBRE can be proven for
other concept classes. It seems that it would be very useful, in this context, to generalize
Theorem 1 to allow cases in which the expected information gain is small to occur with
some small probability.

There are several issues that we do not discuss in this paper. First, one would like
to know whether the results can be extended to concept classes other than perceptrons.
Second, itis of great practical importance to analyze more general scenarios. In the “noisy”
case, the learner sometimes observes a corrupted label, which is different from the correct
label associated with the instance. A related case is the “probabilistic” case, in which the
relationship between the instance and the label is described by a conditional distribution.
An even more general case is the “agnostic” scenario, in which the only assumption is that
there is some joint distribution over instances and labels from which examples are drawn
independently at random. Extending our analysis to any of these more general cases is
an an open problem which is important for making the analysis more relevant to practical
applications.

Though theoretical results for such models are lacking, there is empirical evidence that
extensions of th@BCalgorithm can be used to learn noisy and probabilistic models, such
as hidden Markov models (Dagan & Engelson,1995). We believe that the more general
“agnostic” learning scenario and the noisy learning problem are related. It seems useful,
in this context, to extend the size of the committee and use more refined definitions for
“disagreement” among the committee members.
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In this work we have explored some of the power of algorithms for learning using queries
that have access to random unlabeled instances and can make membership queries. This
model of learning is natural in contexts where unlabeled instances are much cheaper than
labeled instances. An interesting theoretical open question is how much more powerful is
this model of learning from queries from the standard model for using membership queries
in statistical learning.
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Appendix A
Proofs of Lemmas 4-7

Proof of Lemma 4: Let us denote bys; the convex body il??~! that is defined by the
slice of the convex body att. Clearly, f(¢) is the volume ofS;.
We define the linear combination of two bodielsand B as:

AMA+ XoB = {)\1a—|— )\gbla €A, be B} ,

where\;, \s € R. An immediate result of the convexity @& is that for anyt,,t5 € R,
and any0 < A\, Ay < 1suchthat\; + \; =1

ASe + X2Si, C Saiti+asts -

Using the terminology of the theory of convex bodies, we can say that the set of Bpdies
parameterized by € R is a (one-parameter) concave family of bodiés.

The Brunn-Minkowski theorem states that, for bodie®ih “the n-th root of the volume
ofthe bodies of a linear or concave family is a concave function of the family of parameters”
((Bonnesen & Fenchel,1987),Subsection 48). In our case,d — 1 and the family is a
concave family of a single parameter. We thus get the statement of the lemma as a special
case of the Brunn Minkowski theorem. ]

Proof of Lemma 6: As the value of the functional(F') is always positive, there must
exist an infimum to the set of values it can achieve on the set of all convex bodies. We denote
this infimum byp and show that it is achieved as a minimum. In other words, that there
exists a volume functioti,, which corresponds to a convex body such &t ) = p.

Let B,, be a sequence of convex bodies dfythe the corresponding sequence of volume
functions such thdim,,_. ., G(F,) = p. By Lemma 4, we may assume that the bodies
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Table 1.Notation Table

159

symbol definition meaning section  equation
X sample space 2
D sample distribution 2
b'e {z1,22,...} unlabeled examples 2
drawn fromX according toD 2
m number of examples 2
n number of queries (labeled examples) 2
Xim {z1,...,Zm} first m examples 2
C concept class 2
c target concept 2
Vi {h € Clh(x;) = c(x;),i=1...n}  version space of first labeled examples 2
P Bayesian prior distribution ofC 2
h hypothesis ifC 2
A —log Prp (Vi) cumulative information gain 2 1
H(p) —plogp — (1 — p) log(1l — p) binary entropy function 2
G(z:|Vi_1) expected information gain from exampte 2 2
given version spac¥; _ |
F fractional reduction in version space 4
M {1,...,m} 5
X {Z1,...,@m} first m examples inX 5
I {i1,49,...} sequence of indices of examples used as queries 5
I, {i1,...,in} first n elements off 5
X {zi), iy, ..} sequence of query examples 5
)?1" {ziy, .., Ti, } first n examples used as queries 5
g lower bound on expected information gain 5
d VC dimension 5
G expected information gain functional 6.1 18
K F(1-F) 6.1
Q(x) H(1/2— /(1 - 42)/2) 6.1
4 variation in K 6.1
AP, AD uniformity parameters of 6.2
prior and input distributions
Ae divergence between correct and incorrect priors 6.3




160 Y. FREUND, H.S. SEUNG, E. SHAMIR AND N. TISHBY

are bodies of revolution, and that they correspond to concave radius functigns We
thus need to show that there exists a concave radius funetigt) which is the limit of
rn(t) forn — oo.

The functionalG(F) is defined in terms of integrals and the radius functiong) are
continuous and bounded by a constant which depends only on the dimehsiohus
if r,(t) converges to(t) pointwise then the value af on the sequence of bodies of
revolution corresponding to, (¢) converges to the value ¢ on the body corresponding
to 7o (1).

We prove the lemma by showing the existance of a subsequence of the radius functions
which have a pointwise limit. Using a diagonalization argument, we can pick a subsequence
of r,,, indexed bym, such that, (¢) converges pointwise for each rational value.oft is
easy to see that the limit function, (¢), defined on the rationals, is concave and continuous
there. We get a concave extension to all real valuedptaking the limit over the rationals:

Too(to) = lub(r(7)|T < to, T rational) .

Clearly ro(t) is also concave and continuous and is the pointwise limit,@f) for all
t. Thusr.(t) is the radius function of a concave bodwhich assumes the minimum
G(B) = p. [ |

Proof of Lemma 7: The radius function that corresponds to the two-cone body is
r*(t) = cgmax(0,1 — |¢|) (A1)

One can computé',(r*) for any fixedd by solving the integral in Equation (18) as follows.
In this case we find it more convenient to use the integral over the negative half of the
line as defined in Equation (19). The volume function in the rarde< ¢ < 0 is
Fit) = [*_(r*(s))%'ds = (1 +t)?/2 and it is0 for t < 0. Plugging this into
Equation (19) we get

fol (1+t2)d+1(1 . (1+t2)d+l)H((l+t)d+1)dt f01/2 F1/d(1 — FYH(F)dF

2

G(F}) = -
d [TOEDE (| OHdEy gy fol/Q FY/d(1 — F)dF

b

(A.2)

which can be shown by direct calculation to decreasé asoo. Which gives the general
lower bound of
WP - PyR(F)AF 1 7

G(F;) > =2 =—+ (A.3)

f01/2(1 — F)dF 9  18log2 "

This proves the statement of the lemma. ]

Proof of Lemma 5: We shall keep using the notation defined in the proof of Theorem 2.
For each volume functio” which does not come from a cone, we construct a variation
that decreaseS(F).
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We describe the variations in terms of adding a variation functig(n) to the radius
functionr(t). As we are restricting ourselves to volume functions, it is enough to define
P(t) for0 <t < oco.

Let us enumerate the requirements on the radius variation fung¢tion and on the
corresponding volume variation function

F(t) +W(t) = ca_1 [y (r(s) +(s))4 L ds.

1. We needF(|t|) + ¥(|t|) to be a volume function. For this to hold we require that
r(t) + ¢(t) is a positive concave function that is nonzero only on a bounded segment
[0,¢], ¢ < 0.

2. We need to guarantee thgt VG(t)¥(t) dt < 0. For that to hold we require that(t)
is non-positive for alD < ¢ < w and non-negative for all > w. Wherew is the pivot
point for the volume functiorF. See equation 20 and the discussion following it.

3. For any givene > 0 we should be able to find a radius variation functip(t)
such that the change in the corresponding volume function is as small as is desired
e> [[77Ww(t)2dt > 0.

We describe three families of variational functions. For any radius funettbat corre-
sponds to a volume function and is not equalte= max(0, 1 —|¢|), one of these variations
applies, showing that there existt) such thaiG4(r') < G4(r). The variations are con-
structed geometrically. Below is a list of the constructions that should be read alongside
Figure A.1. The basic idea in all three transformations is to “move” volume from place
to place along the projection direction, in such a way that for each pama particular
range, volume is moved only from one the right of the points to their left or vice versa. Itis
easy to check that each of the conditions 1-3 holds for each of those transformations. In the
descriptions below we shall refer to volume changes are caused by increasing or decreasing
the radius function, note that these are changes ia-tlenensional volume of the revo-
lution body whose volume function corresponds to the radius function, and not in the two
dimensional area described by the changes in the graph. The transformations thus depend
on the dimension of the actual body, however, the qualitative form of the transformation
remains the same for all dimensions. Each transformation takes a paraimetech is a
positive number that is set small enough so that condition 3 holds.

1. Ifrisnotlinearintherange < ¢ < wthentransformation 1is used (see Figure A.1(a)):

(A) Let A be the pointw, r(w)), select a poinfl’ on the curve defined byto the left
of A so that the volume decrease caused by changing the'éudve~ A’ to the
chordA — A’ is equal\/2.

(B) Let B be the point0,(0)), select a poinf3’ slightly aboveB and connect it to
the (unique) poinX on the curve so that the cuni&@— X —~ A’ — A is concave.
ChooseB’ so that the volume increase caused by changing the dgirve X to
the lineB — X is \/2.

Set)q small enough so that this construction is possible fob atl A < Ao.
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Transformation 1

r(t)

Chords

Transformation 2

Tangents \

r(t)

Transformation 3

Figure A.1.The variational transformations
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Note that for each poirt < ¢t < w, at least one of the two following conditions hold:
either volume is only removed from the right ofor volume is only added to the left
of ¢. This implies that the volume functiod,(¢), increases in this range. Because the
amount of volumes that are removed and added are ef(8ldoes not change far
outside the rangf, w]. This implies that condition 2 holds.

2. If r does not decrease linearly to zero for w then transformation 2 is used (see
Figure A.1(a)):

(A) SelectA” on the curve to the right ofl so the volume decrease that is caused by
changingd —~ A”to A — A" is \/2.

(B) LetC be the point at which the curve meets the horizontal axis. Séteslightly
to the right of C and connect it to the point” on the curve so that the curve
C'—Y ~ A” — Ais concave. Choos€’ so that the volume increase caused by
changingl’ —C —Y toC' — Y is \/2.

Set)\y small enough so that this construction is possible fod all A < .

An argument similar to the one used in transformation 1 holds in this cagefar.

3. If neither condition 1 nor 2 holds, and the slopes of the two linear segments are not
equal (i.er # r*), then transformation 3 is used (see Figure A.1(b)):
(A) A point A’ slightly below A is chosen.

(B) A point B’ slightly aboveB is chosen so that there is no net change in the volume
when changingd — Bto A’ — B'.

(C) A pointC” slightly to the right ofC' is chosen so that there is no net change in the
volume when changind — Cto A’ — C".

(D) The movement fromd to A’ is chosen do that the change in the volume caused
by each of the four changesin B— XtoB' - X, A—- Xt0A-X',A-Y to
A’ =Y andC —Y toC’ — Y is equal to\/4

In this case the volume function is changed on both sides of the pivot point. Arguments
similar to the one used in transformation 1 shows that condition 2 is met.

The only radius functions to which none of those transformations applytisus finishing
the proof of the lemma. ]

Appendix B
Proof of Theorem 3

We first prove the dependence on the uniformity of the input distribution, as measured by
Ap. In general, any distributio® that is within \p of the uniform distributiory, can be
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written as weighted sum of the fordap . + (1 — Ap)v wherev is some other distribu-
tion. Fix the version space araty prior distribution, let the distribution of examples be
D = App+ (1 — Ap)vandlety,, g, be the expected information gains when the examples
are generated according goor v respectively. Ag;, > 0 we get that the expected infor-
mation gain wherD is within Ap of uniform is at leasip times the expected information
gain whenD is uniform.

The analysis of the dependence Jon is more involved. We go back to the analysis of
an arbitrary projection of a convex body from the proof of Theorem 2. The main idea there
was to show transformations that increase or decrease the volume function in particular
ranges, in a way that decreased the expected information gain. There, the transformation
involved changing the shape of the body. Here we present a transformation that changes
the density of the prior distribution inside the version space.

We fix a convex body and a directiahalong which this body is projected. We denote
by p(t) the average density along the slice of body which is defined by the exdmple
The relation between the volume functiéh and the radius functionis now

t
Fit) = [ (o) pls)is.
We search for a density distribution of the points in the body, which is witinof
the uniform distribution, and minimizes the expected information gain from (uniformly
distributed) examples whose directiorrisNote that the symmetrization argument used in
the proof of Theorem 2 holds for this case too, and we can thus restrict ourselves to functions
r andp that are defined only over the positive reals. From the variational derivatié:pf
for ¢ > 0 that we computed in Equation (20), we know tliatZ') decreases i¥'(¢) is
increased for some < w or if F(¢) is decreased for some < ¢ < w. As we allow
deviations from the uniform prior distribution we can chadgeithout changing the form
of the convex body. We shall now give a variationthat changes(¢) in the range
0 <t < win away that decreas&s(F'). As this variation can be applied to apythat
does not have a specific step-like form in this range, we get that this step-like fgsm of
achieves the minimal value 6f( F') for this fixed body and that is withinAp of uniform.
A similar argument can be used to show th&t) must also have a stepwise form in the
rangew < t.

Assume that there exiét< t; < to < wande, 6 > 0suchthal) <t —e <ty +e<
to —e <ty +e < w,andsuchthatforall € [t; —¢€,t; + €], p(t) < 1/Ap — 6, and for
allt € [ta — €, ta + ¢, p(t) > Ap + 6. We add top(t) the following variation function:

—02, t2—e<t<tr+e,,

+617 t1_6§t§t1+61
-
0, otherwise

whereé, 6o are chosen so that> 61,6, > 0 and

s S (r(s)) s

_ t1—€

D 2 (5))d1ds

to—e
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This insures that the volume function does not change outside the [tange, to + €.

It is easy to check thai(t) + ¢(t) corresponds to a density distribution that is within
Ap of the uniform distribution. Changing the density distribution frp(h) to p(t) + ()
decrease$'(t) in the rangdt; — ¢, t2 + €] and does not chang€é(t) anywhere else. Thus
this change decreas€& F'). It is also easy to check that this variation cannot be applied to
pifandonly if there exist® < a < wsuchthap(t) = 1/Ap for0 <t < aandp(t) = A\p
for a < ¢ < w. From this argument and a similar argument for the rangew we get that
the density function that minimize&s(F') must be of the form
x 1/Ap, 0<t<aorb<t,

”(t){xp, a<i<b . (B.1)

where0 < a < w < b. We do not have a simple variational argument for determining the
exact value ofi andb, however, as we shall see, we can lower bound the information gain
without this explicit knowledge.

We have thus found the form of the density function that minimizes the information gain
for a specific body (and a specific projections). Suppose now that we fix the fupciimh
vary the shape of the body, i.e. the radius functioGoing through the construction of the
variational functions) in the proof of Theorem 2, we see that the same construction steps
hold verbatim, although special attention needs to meaning of the expression “the volume
decrease is equal i as the volume is now defined in terms of the non uniform distribution
specified byp.

The combination of these two arguments shows that the smallest vali{é9fs attained
for the radius functiom* specified in Equation (A.1), and the average density fungiion
It remains to compute a lower bound 6f{F') based on these two facts. This is done by
bounding the ratio between the values¥({F') for the uniform prior and the non uniform
prior cases.

We change the integration variable in Equation (19) froto F'(x):

1/2 -
o(F) = o F(1—F)H(F) %dF '

1/2 "
JW2 P~ F) d2qr

(B.2)

When written in this form, the dependence®{F’) on ther andp enters the equation
through the derivativéz /dF'. By bounding the ratio between the values that this derivative
attains in the uniform and the non-uniform cases, we can bound the ratio between the values
thatG(F') attains for the uniform and the non-uniform prior distributions.
The volume function that corresponds to the uniform prior distribution is; oK = < 0,
Fu(x) = (1+2)%/2. The volume function that corresponds to the prior distribution defined
by p* is
A5+ @), —1 <2< b,
Fronun(®) = 33 M+ z)4 +c, —b <2< —a, (B.3)
M+l +1-25" —a<z<0

Wherec > 0 is defined by matching the two definitions Bf{—b).
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Taking the derivatives of,; and F,,....; we get the following equation for their ratio:

)\'1p/d7 0<F<L F(—b),
( ) —1/d ( o 1TV
Z xnonunlf — )\P (2F7c) ) F(—b) < F < F(_a), (B4)
unif l/d oF 1*1/d
AP (W;l—l) , F(-a) < F<1/2

Using the facts that» < 1, ¢ > 0, andd > 2 we can bound the ratio of the derivatives
for each of the three cases. For the range< x < —b we get that

non-unif < 1 (Bs)

unif

dx
A <MY < (Z

i‘*\_/
\_/

For the range-b < = < —a we get, using the fact thdt is monotone non-decreasing, that

7—)1(1 _ b)d

2F(—a) 2F (x) 2F(—=b) A
1< < < D)

S 2F(—a)—c ~ 2F(x)—c¢ ~ 2F(=b)—c¢ <A,

which implies that in the rangeb < z < —a,

dF )non unif < )\_2+1/d < A— (BG)
(T)umf

Finally, for the range-a < x < 0, we get that

1§)\1/d (

2 Ap(l—a)d—I—c: 2F(—a)
PTot 1 —a)d  2F(—a) + A5l —

which implies that

a
&’11|
SN—

|z~z

AP <)\2 1/d <)\ 1/d ( N\ dF’/ non-unif < 1 (B?)

( )unlf

Combining the bounds from Equations (B.5), (B.6), and (B.7), and plugging them into
Equation (B.4), we get that

Using this bound and Equation (B.2) we get thdtFq,..) > A\HG(F..). This completes
the proof of the theorem.
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Notes

1. Here, and elsewhere inthe papeg(-), denotes the logarithm over base two, whilé ) denotes the logarithm
over base.

2. Our analysis can be extended to larger committees, but the improvement in the performance is minor.

For example, consider the case in which the version space contains two disconnecte®3gtshiich are
very far from each other, and assume that a random example is very likely to separate these two sets. Suppose
one of the sets has probabiliey while the other has probability — e. While most of the examples that
separate the two sets are rejected, the fraction that is accepted can still dominate all other examples. Thus the
expected information gain is closeté(¢). As e can be set arbitrarily small, the expected information gain
can be arbitrarily close to zero. It seems that this type of version space can occur only very rarely but we do
not know what are the necessary conditions.

4. Note that the number of calls 8ampleis Q(d/¢) ((Blumer et al.,1989)), even &l of the instances are used
as queries th.abel.

5. The bound as it appears in (McDiarmid,1989) is given for martingales. However, it is easily checked that it is
also true for super-martingales. Reversing the sign of{hee get an equivalent theorem for sub-martingales.

6. Actually, itis enough to assume that the distribution of the offsatniform for any directior¥. No assumption
needs to be made regarding the distributior of

7. The perceptron concept class is defined as the following set of binary functions over the unit sphere

i@ b EE
vt 0, otherwise "

8. In the following discussion we ignore the distinction between the conceffisand their parameterization,
and refer to the concepf; simply as the vectoi.

9. Details on how the Echet derivative is defined and calculated can be found in standard books on variational
analysis, such as (Smith,1985).

10. This definition is a one-sided version of the notion\afloseness defined in Definition 6.2.

1
12. For the definition of a convex family of bodies see ((Bonnesen & Fenchel,1987),Subsection 24).

13. We used — B to denote the line segment between the paihend B, andA —~ B to denote the segment of
a curve that connectd and B. We also use the shorthand— B —~ C' — D to denote a the concatenation
of a line segment, a curve segment, and another line segment.

[N

. Ignoring log factors.
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