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#### Abstract

We study on-line generalized linear regression with multidimensional outputs, i.e., neural networks with multiple output nodes but no hidden nodes. We allow at the final layer transfer functions such as the softmax function that need to consider the linear activations to all the output neurons. The weight vectors used to produce the linear activations are represented indirectly by maintaining separate parameter vectors. We get the weight vector by applying a particular parameterization function to the parameter vector. Updating the parameter vectors upon seeing new examples is done additively, as in the usual gradient descent update. However, by using a nonlinear parameterization function between the parameter vectors and the weight vectors, we can make the resulting update of the weight vector quite different from a true gradient descent update. To analyse such updates, we define a notion of a matching loss function and apply it both to the transfer function and to the parameterization function. The loss function that matches the transfer function is used to measure the goodness of the predictions of the algorithm. The loss function that matches the parameterization function can be used both as a measure of divergence between models in motivating the update rule of the algorithm and as a measure of progress in analyzing its relative performance compared to an arbitrary fixed model. As a result, we have a unified treatment that generalizes earlier results for the gradient descent and exponentiated gradient algorithms to multidimensional outputs, including multiclass logistic regression.
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## 1. Introduction

In a regression problem, we have a sequence of $n$-dimensional real valued inputs $\boldsymbol{x}_{t} \in \mathbf{R}^{n}$ and for each input $\boldsymbol{x}_{t}$ a $k$-dimensional real-valued desired output $\boldsymbol{y}_{t} \in \mathbf{R}^{k}$. Our goal is to find a mapping $f: \mathbf{R}^{n} \rightarrow \mathbf{R}^{k}$ that at least approximately models the dependency between $\boldsymbol{x}_{t}$ and $\boldsymbol{y}_{t}$. In other words, if we write $\hat{\boldsymbol{y}}_{t}=\boldsymbol{f}\left(\boldsymbol{x}_{t}\right)$ for the prediction our model $\boldsymbol{f}$ makes given the input $\boldsymbol{x}_{t}$, we want $\hat{\boldsymbol{y}}_{t} \approx \boldsymbol{y}_{t}$ for all $t$. The most basic class of functions $\boldsymbol{f}$ to consider is the
*A preliminary version appeared in Advances in Neural Information Processing Systems 10, pp. 287-293, MIT Press, Cambridge, MA, 1998.
${ }^{\dagger}$ Supported by University of Helsinki, the Academy of Finland, and the European Commission under Working Group NeuroCOLT2, No. EP27150.
**Supported by NSF grants CCR 9700201 and 9821087.
class of linear functions, which in the case of one-dimensional outputs $(k=1)$ means our problem is to find a suitable weight vector $\boldsymbol{\omega} \in \mathbf{R}^{n}$ and then predict with $\hat{y}_{t}=\boldsymbol{\omega} \cdot \boldsymbol{x}_{t}$. In the case of multidimensional outputs, we actually have a matrix $\Omega \in \mathbf{R}^{k \times n}$ of parameters and $\hat{\boldsymbol{y}}_{t}=\Omega \boldsymbol{x}_{t}$. The goodness of the prediction $\hat{\boldsymbol{y}}$ is quantitatively measured in terms of a loss function. The square loss, given by $\sum_{t, j}\left(y_{t, j}-\hat{y}_{t, j}\right)^{2} / 2$, is a popular choice that is suitable in many situations.

In generalized linear regression (McCullagh \& Nelder, 1989) we fix a transfer function $\phi$ and apply it on top of a linear model. Thus, with one-dimensional outputs we would have $\hat{y}_{t}=\phi\left(\boldsymbol{\omega} \cdot \boldsymbol{x}_{t}\right)$. Here $\phi$ is usually a continuous increasing function from $\mathbf{R}$ to $\mathbf{R}$, such as the logistic function that maps $z$ to $1 /\left(1+e^{-z}\right)$. What we call here transfer function is the inverse of what is usually called the link function (McCullagh \& Nelder, 1989; Warmuth \& Jagota, 1997). Considering transfer functions instead of link functions simplifies technicalities with multidimensional outputs, when we need to consider noninvertible transfer functions.

It is still possible to use the square loss, but this can lead to problems. In particular, when we apply the logistic transfer function and try to find a weight vector $\omega$ that minimizes the square loss over $\ell n$ examples ( $\boldsymbol{x}_{t}, y_{t}$ ), we may have up to $\ell^{n}$ local minima (Auer, Herbster, \& Warmuth, 1995; Budinich, 1993). Hence, some other choice of loss function might be more useful. With one-dimensional outputs and a strictly increasing continuous $\phi$, it is possible to define a matching loss function $L_{\phi}$ which has the property that the empirical loss

$$
\begin{equation*}
\sum_{t=1}^{\ell} L_{\phi}\left(y_{t}, \phi\left(\boldsymbol{\omega} \cdot \boldsymbol{x}_{t}\right)\right) \tag{1}
\end{equation*}
$$

is a convex function of the weight vector $\omega$ and thus, in particular, has one single minimum (Auer, Herbster, \& Warmuth, 1995; Helmbold, Kivinen, \& Warmuth, 1999). For example, the matching loss function for the logistic transfer function is the relative entropy (a generalization of the logarithmic loss for continuous-valued outcomes).

The main theme of this paper is the generalization of the notion of the matching loss function for multidimensional outputs. With $k$-dimensional outputs, the $n$-dimensional input vector $\boldsymbol{x}_{t}$ is first multiplied by a $k \times n$ weight matrix $\Omega$, which gives us the $k$-dimensional linear activation $\hat{\boldsymbol{a}}_{t}=\Omega \boldsymbol{x}_{t}$. We then pass the linear activation through a transfer function $\phi$, which now is a mapping from $\mathbf{R}^{k}$ to $\mathbf{R}^{k}$. This gives the prediction $\hat{\boldsymbol{y}}_{t}=\phi\left(\hat{\boldsymbol{a}}_{t}\right)$ (see figure 1 ).

We now wish to define the matching loss for the multidimensional transfer function $\phi: \mathbf{R}^{k} \rightarrow \mathbf{R}^{k}$. Recall that in the one-dimensional case, we assumed the transfer function to be differentiable and strictly increasing. In the multidimensional case, we assume that $\phi$ is continuously differentiable, has a potential function $P_{\phi}$ (i.e. we can write $\phi=\nabla P_{\phi}$ ), and this potential function $P_{\phi}$ is strictly convex. Notice that in the one-dimensional case, the potential function (i.e., integral function) of any strictly increasing function $\phi$ is strictly convex, so this naturally generalizes our assumptions from the one-dimensional case. We shall later consider the case in which $P_{\phi}$ is convex but not strictly convex, which requires some additional technicalities.

Since $\phi$ is the gradient of a strictly convex function, it is one-to-one. Hence, for any desired output $\boldsymbol{y}$, there is a unique desired linear activation $\boldsymbol{a}$ such that $\boldsymbol{y}=\boldsymbol{\phi}(\boldsymbol{a})$. Similarly,


Figure 1. Obtaining the prediction $\hat{\boldsymbol{y}}_{t}$ from the input $\boldsymbol{x}_{t}$ via the weights $\Omega$ and transfer function $\phi$.
given a prediction $\hat{\boldsymbol{y}}$, we can uniquely determine the linear activation $\hat{\boldsymbol{a}}$ such that $\hat{\boldsymbol{y}}=\phi(\hat{\boldsymbol{a}})$. We now define the matching loss $L_{\phi}$ for $\phi$ by

$$
\begin{equation*}
L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})=P_{\phi}(\hat{\boldsymbol{a}})-P_{\phi}(\boldsymbol{a})-(\hat{\boldsymbol{a}}-\boldsymbol{a}) \cdot \phi(\boldsymbol{a}) . \tag{2}
\end{equation*}
$$

These matching loss functions are also known as Bregman divergences (Bregman, 1967). From (2) we directly get the basic property

$$
\begin{equation*}
\nabla_{\hat{\boldsymbol{a}}} L_{\phi}(\phi(\boldsymbol{a}), \phi(\hat{\boldsymbol{a}}))=\phi(\hat{\boldsymbol{a}})-\phi(\boldsymbol{a}) . \tag{3}
\end{equation*}
$$

Our assumptions about $\phi$ imply that $L_{\phi}$ is a reasonable loss function in the sense that $L_{\phi}(\boldsymbol{y}, \boldsymbol{y})=0$ for $\boldsymbol{y}$ in the range of $\phi$, and $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})>0$ when $\hat{\boldsymbol{y}} \neq \boldsymbol{y}$. However, $L_{\phi}$ is in general not symmetrical, and does not satisfy the triangle inequality. Therefore, we prefer the term "Bregman divergence" over "Bregman distance" that is also commonly used in literature.

The simplest example is the matching loss for the identity transfer function. For the identity function $\phi(\boldsymbol{a})=\boldsymbol{a}$, the potential function is given by $P_{\phi}(\boldsymbol{a})=\|\boldsymbol{a}\|_{2}^{2} / 2$, and the matching loss is the squared Euclidean distance $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})=\|\boldsymbol{y}-\hat{\boldsymbol{y}}\|_{2}^{2} / 2$. In this case going to multiple output dimensions does not really add anything new to the problem, as the linear
regression problem with $k$-dimensional outputs decomposes into $k$ independent problems with one-dimensional output.

The softmax function $\sigma$, given by

$$
\begin{equation*}
\sigma_{i}(\boldsymbol{a})=\frac{\exp \left(a_{i}\right)}{\sum_{j=1}^{k} \exp \left(a_{j}\right)}, \tag{4}
\end{equation*}
$$

gives a more interesting example of a common transfer function with matching loss. Notice that the range of $\boldsymbol{\sigma}$ is $\left\{\boldsymbol{y} \in \mathbf{R}^{k} \mid \sum_{j=1}^{k} y_{j}=1\right.$ and $y_{j}>0$ for all $\left.j\right\}$. The softmax function generalizes the logistic function to the multidimensional case. Now each variable $a_{j}$ also affects outputs $\sigma_{i}(\boldsymbol{a})$ with $i \neq j$ through the normalization factor in the denominator. The softmax function has a convex potential function given by $P_{\boldsymbol{\sigma}}(\boldsymbol{a})=\ln \left(\sum_{j=1}^{k} \exp \left(a_{j}\right)\right)$. However, $P_{\sigma}$ is not strictly convex, and its gradient $\sigma$ is not one-to-one. However, with $\phi=\sigma$ it turns out that for given $\boldsymbol{y}$ and $\hat{\boldsymbol{y}}$ in the range of $\phi$, the right-had side of (2) has the same value for any choices of $\boldsymbol{a}$ and $\hat{\boldsymbol{a}}$ such that $\boldsymbol{\phi}(\boldsymbol{a})=\boldsymbol{y}$ and $\boldsymbol{\phi}(\hat{\boldsymbol{a}})=\hat{\boldsymbol{y}}$. Hence, (2) defines a unique matching loss also for the softmax function. This matching loss is the well-known relative entropy

$$
\begin{equation*}
L_{\boldsymbol{\sigma}}(\boldsymbol{y}, \hat{\boldsymbol{y}})=\sum_{j=1}^{k} y_{j} \ln \frac{y_{j}}{\hat{y}_{j}} . \tag{5}
\end{equation*}
$$

In general, the loss $L_{\phi}(\phi(\boldsymbol{a}), \phi(\hat{\boldsymbol{a}}))$ can be interpreted as the relative entropy between two distributions from the exponential family with cumulant function $P_{\phi}$ and natural parameters $\boldsymbol{a}$ and $\hat{\boldsymbol{a}}$, respectively (Amari, 1985). Similar loss functions have been also used in other work on generalized linear models (McCullagh \& Nelder, 1989; Fahrmeir \& Tutz, 1991). These statistical interpretations of the loss function and relative loss bounds are discussed by Azoury and Warmuth (1999); here we need only some very basic properties of the matching loss.

Generalizing the notion of matching loss from one-dimensional to multidimensional outputs allows us to similarly generalize loss bounds shown earlier for one-dimensional generalized linear regression (Helmbold, Kivinen, \& Warmuth, 1999). Even more interestingly, it turns out that matching loss functions can be applied not only as a measure of loss among predictions, but also as measures of divergence among parameter vectors of learning algorithms. This provides a unifying framework for earlier research in which the squared Euclidean distance (Cesa-Bianchi, Long, \& Warmuth, 1996) and relative entropy (Kivinen \& Warmuth, 1997) have been considered separately as divergence measures applicable to different algorithms. To see how matching loss functions are applied as divergence measures, we first need to understand the basic setting of on-line learning.

We start with the most basic case, linear regression with one-dimensional outputs. In the most typical learning setting, often called batch learning, the learning algorithm is given as input the whole set of examples $\left(\boldsymbol{x}_{t}, y_{t}\right), t=1, \ldots, \ell$, and then required to find a weight vector $\boldsymbol{\omega}$ such that the total squared loss $\sum_{t}\left(y_{t}-\boldsymbol{\omega} \cdot \boldsymbol{x}_{t}\right)^{2} / 2$ is minimized. This particular batch learning problem is of course well studied, but even in this simple case the situation immediately becomes more interesting when we move from batch to on-line learning. An
on-line learning algorithm starts with some fixed initial weight vector $\boldsymbol{\omega}_{1}$, say $\boldsymbol{\omega}_{1}=\mathbf{0}$. Then, at each time step $t=1, \ldots, \ell$, it gets as input the single example $\left(\boldsymbol{x}_{t}, y_{t}\right)$ and uses some simple update rule to produce a new weight vector $\boldsymbol{\omega}_{t+1}$ from its old weight vector $\boldsymbol{\omega}_{t}$ and the recent example $\left(\boldsymbol{x}_{t}, y_{t}\right)$. On-line learning algorithms are useful if the training examples only become available one at a time and the algorithm needs to be able to improve its weights to take more examples into account, or sometimes simply because considering all the examples at once causes computational problems.

The most familiar update rule for linear regression is the Least Mean Squares (LMS), or Widrow-Hoff, rule

$$
\begin{equation*}
\boldsymbol{\omega}_{t+1}=\boldsymbol{\omega}_{t}-\eta\left(\boldsymbol{\omega}_{t} \cdot \boldsymbol{x}_{t}-y_{t}\right) \boldsymbol{x}_{t} \tag{6}
\end{equation*}
$$

where $\eta>0$ is a learning rate parameter. Note that (6) can be interpreted as a gradient descent step for $\boldsymbol{\omega}$ in minimizing the loss $\left(y_{t}-\boldsymbol{\omega} \cdot \boldsymbol{x}_{t}\right)^{2} / 2$. This is easily generalized to a nonlinear transfer function $\phi$. We see from (3) that the gradient of the matching loss $L_{\phi}(y, \phi(\boldsymbol{\omega} \cdot \boldsymbol{x}))$ with respect to the weight vector $\boldsymbol{\omega}$ is given by $(\hat{y}-y) \boldsymbol{x}$ where $\hat{y}=\phi(\boldsymbol{\omega} \cdot \boldsymbol{x})$. Hence, the gradient descent update step is given by

$$
\begin{equation*}
\boldsymbol{\omega}_{t+1}=\boldsymbol{\omega}_{t}-\eta\left(\hat{y}_{t}-y_{t}\right) \boldsymbol{x}_{t} \tag{7}
\end{equation*}
$$

The update (7) implies a certain linearity: $\boldsymbol{\omega}_{t+1}=\boldsymbol{\omega}_{1}+\sum_{j=1}^{t} c_{j} \boldsymbol{x}_{j}$ for some scalar coefficients $c_{j}$. In other words, the total change $\omega_{t+1}-\omega_{1}$ in the weight vector is always in the span of the input vectors already seen. A simple corollary to this is that if we use the zero start vector $\boldsymbol{\omega}_{1}=\mathbf{0}$, then rotating the input vectors (i.e., replacing each $\boldsymbol{x}_{t}$ by $A \boldsymbol{x}_{t}$ where $A$ is a fixed orthonormal matrix) leaves the dot products $\boldsymbol{\omega}_{t} \cdot \boldsymbol{x}_{t}$, and hence the actual outputs $\phi\left(\boldsymbol{\omega}_{t} \cdot \boldsymbol{x}_{t}\right)$, unchanged. Note that the gradient descent algorithm has this property regardless of what loss function is used.

This observation has some interesting implications when the dimensionality $n$ of the input space is very large. Such situations arise for instance with support vector machines (Boser, Guyon, \& Vapnik, 1992), when one maps the inputs into a high-dimensional feature space via a nonlinear mapping, thus hoping to reduce a nonlinear problem into a linear one. It is well known that for learning linear functions in $n$ dimensions one needs, in general, at least $n$ examples. For large $n$ this may be impractical, so we need to make some additional restrictions to guarantee learning from a reasonable amount of data. In the context of support vector machines, it has been noted that the actual mappings used to transform the inputs into the high-dimensional feature space can cause the effective dimensionality of the resulting linear learning problem to be significantly lower than the actual dimensionality of the feature space (Guo et al., 1999). Another possible explanation for the fact that learning is possible in quite high-dimensional spaces could be that often a quite large proportion of the input variables are irrelevant, i.e., there is a weight vector $\omega$ with most components zero that achieves a small empirical loss. However, the property of having most components zero is obviously not maintained if the input vectors are rotated. Therefore, the preceding argument shows that gradient descent cannot take advantage of this situation. (See Kivinen, Warmuth, \& Auer, 1997 for more discussion.) This leads us to consider alternatives in which the weight vector $\boldsymbol{\omega}_{t}$ has a nonlinear dependence on the input vectors.

As an alternative to the gradient descent update (7), some recent work has considered the exponentiated gradient (EG) update (Kivinen \& Warmuth, 1997)

$$
\begin{equation*}
\omega_{t+1, i}=\omega_{t, i} \exp \left(-\eta\left(\hat{y}_{t}-y_{t}\right) x_{t, i}\right) / Z_{t} \tag{8}
\end{equation*}
$$

where $Z_{t}=\sum_{i=1}^{n} \omega_{t, i} \exp \left(-\eta\left(\hat{y}_{t}-y_{t}\right) x_{t, i}\right)$ is a normalization factor. (Standard reductions can be used to extend this to weights with arbitrary sign and to unnormalized weights (Kivinen \& Warmuth, 1997).) Theoretical analysis and experiments on artificial data (Kivinen \& Warmuth, 1997; Helmbold, Kivinen, \& Warmuth, 1999; Kivinen, Warmuth, \& Auer, 1997) suggest that the exponentiated gradient update indeed works well when there is a large number of irrelevant input variables.

In the present paper, we show how the gradient descent and exponentiated gradient algorithms can be seen as special cases of the general additive algorithm. To do this, we first introduce a new $n$-dimensional parameter vector $\boldsymbol{\theta}_{t}$ which we update according to the rule

$$
\begin{equation*}
\boldsymbol{\theta}_{t+1}=\boldsymbol{\theta}_{t}-\eta\left(\hat{y}_{t}-y_{t}\right) \boldsymbol{x}_{t} . \tag{9}
\end{equation*}
$$

Then, we use a parameterization function $\psi: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ to give the actual weight vector as $\boldsymbol{\omega}_{t}=\boldsymbol{\psi}\left(\boldsymbol{\theta}_{t}\right)$. We now see that the gradient descent update (7) results from (9) simply with the identity function as the parameterization function. The exponentiated gradient update (8) is obtained by using $\boldsymbol{\psi}=\boldsymbol{\sigma}$ where $\sigma$ is the softmax function given in (4).

The general additive algorithm, described above for one-dimensional outputs, generalizes naturally to the case of $k>1$ output dimensions. Thus, one of the results of this paper is to see how the results of Helmbold, Kivinen, and Warmuth (1999) for matching loss functions in the one-dimensional case generalize to the multidimensional case. With multidimensional outputs, we have $k$ separate parameter vectors $\boldsymbol{\theta}_{t, j}(j=1, \ldots, k)$ at time $t$, which constitute the rows of a parameter matrix $\Theta_{t} \in \mathbf{R}^{k \times n}$. The weight matrix $\Omega_{t} \in \mathbf{R}^{k \times n}$ is obtained by applying the parameterization function $\psi: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ to each row of $\Theta_{t}$ separately (see figure 2). We write this as $\Omega_{t}=\psi\left(\Theta_{t}\right)$. The prediction $\hat{\boldsymbol{y}}_{t} \in \mathbf{R}^{k}$ is given by $\hat{\boldsymbol{y}}_{t}=\phi\left(\Omega_{t} \boldsymbol{x}_{t}\right)$, where $\phi: \mathbf{R}^{k} \rightarrow \mathbf{R}^{k}$ is the transfer function (see figure 1). For $j=1, \ldots, k$, the $j$ th row


Figure 2. Obtaining the weights $\Omega$ from the parameters $\Theta$ via the parameterization function $\psi$.
$\boldsymbol{\theta}_{t, j}$ of the parameter matrix is updated according to the rule

$$
\begin{equation*}
\boldsymbol{\theta}_{t+1, j}=\boldsymbol{\theta}_{t, j}-\eta\left(\hat{y}_{t, j}-y_{t, j}\right) \boldsymbol{x}_{t} \tag{10}
\end{equation*}
$$

where $\hat{y}_{t, j}$ and $y_{t, j}$ are the $j$ th component of the prediction of the algorithm and the desired output.

We can now finally see how matching loss functions relate to the general additive update (9), or more generally (10). Thus, consider substituting $\phi=\psi$ in the formula (2) for the matching loss. Our preceding examples of parameterization functions $\psi$, the identity function and softmax, were such that the matching loss is well-defined, so in these cases this gives a function $L_{\psi}$ such that $L_{\psi}(\boldsymbol{\omega}, \boldsymbol{\omega})=0$ and $L_{\psi}\left(\boldsymbol{\omega}, \boldsymbol{\omega}^{\prime}\right)>0$ for $\boldsymbol{\omega} \neq \boldsymbol{\omega}^{\prime}$. We can therefore interpret $L_{\psi}$ as a measure of divergence between weight vectors. It turns out that this measure of divergence is particularly suitable for analysing the general additive update (9). In the analysis, the measure of divergence $L_{\psi}$ is used for two different purposes. First, it turns out that the update (9) can be motivated as an approximate solution to a minimization problem. In this minimization problem, the basic idea is to choose $\boldsymbol{\omega}_{t+1}$ so as to minimize the loss if the $t$ th example $\left(\boldsymbol{x}_{t}, \boldsymbol{y}_{t}\right)$ were to occur again at trial $t+1$. However, we add $L_{\psi}\left(\boldsymbol{\omega}_{t+1}, \boldsymbol{\omega}_{t}\right)$ to the minimization problem as a regularizer to avoid too drastic updates based on a single example. The second use for $L_{\psi}$ is as a measure of progress in proving relative loss bounds for the general additive algorithm in an on-line prediction framework. In these bounds, and their proofs, we use the matching loss to measure the progress of the weight vector in each update. The techniques used in the motivation and loss bound proofs are generalizations of the techniques used earlier (Kivinen \& Warmuth, 1997; Helmbold, Kivinen, \& Warmuth, 1999) in the special cases of the gradient descent algorithm (with the squared Euclidean distance as the divergence function) and the exponentiated gradient algorithm (with the relative entropy as the divergence function). However, the previous work treated only one-dimensional outputs.

In work parallel to this, the general additive update (9) in the context of linear classification, i.e., with a thresholded transfer function, has recently been developed and analyzed by Grove, Littlestone, and Schuurmans (1997) with methods and results very similar to ours; see also Gentile and Littlestone (1999). Gentile and Warmuth (1999) have shown how the notion of matching loss can be generalized to thresholded transfer functions. This relates the Perceptron algorithm to gradient descent and Winnow to the exponentiated gradient algorithm. Cesa-Bianchi (1999) has used somewhat different methods to obtain bounds also in cases in which the loss function does not match the transfer function. Warmuth and Jagota (1997) view (9) as an Euler discretization of a system of partial differential equations and investigate the behavior of the relative loss bounds as the discretization parameter approaches zero.

In Section 2 we review some basic properties of matching loss functions and give some examples. Section 3 discusses the general additive algorithm for on-line prediction in more detail and gives the motivation of the update (10) in terms of a minimization problem. The general nature of relative on-line loss bounds, and the particular results we have for the general additive algorithm, are explained in Section 4.

## 2. Matching loss functions

Our notion of matching loss is essentially what is known as a Bregman divergence (Bregman, 1967). In statistics, similar loss functions have been used by Amari (1985) and others (McCullagh \& Nelder, 1989; Fahrmeir \& Tutz, 1991). In this paper we do not make use of the probabilistic interpretations. For the sake of completeness, we derive directly the few basic properties we need. For a discussion of our line of research in the context of statistics see Azoury and Warmuth (1999).

Consider first the one-dimensional case, with a differentiable transfer function $\phi: \mathbf{R} \rightarrow \mathbf{R}$ such that $\phi^{\prime}(a)>0$ for all $a$. For this case, the matching loss (Auer, Herbster, \& Warmuth, 1995) is defined by

$$
\begin{equation*}
L_{\phi}(y, \hat{y})=\int_{\phi^{-1}(y)}^{\phi^{-1}(\hat{y})}(\phi(r)-y) d r \tag{11}
\end{equation*}
$$

where we have used the fact that $\phi$ is invertible. Figure 3 gives a graphical representation. Since $\phi$ is continuously differentiable with strictly positive derivative, it has an inverse $\phi^{-1}$ that also has a strictly positive derivative. We can then use (11) to define another loss function $L_{\phi^{-1}}$. It is instructive here to briefly consider the connection between $L_{\phi}$ and $L_{\phi^{-1}}$.


Figure 3. The matching loss given in (11) for one-dimensional output (with $a=\phi^{-1}(y)$ and $\hat{a}=\phi^{-1}(\hat{y})$ ).

Starting from the definition (11), we get

$$
\begin{align*}
L_{\phi}(y, \hat{y}) & =\int_{\phi^{-1}(y)}^{\phi^{-1}(\hat{y})}(\phi(r)-y) d r \\
& =\int_{y}^{\hat{y}}(z-y)\left(\phi^{-1}\right)^{\prime}(z) d z  \tag{12}\\
& =\int_{y}^{\hat{y}}(z-y) \phi^{-1}(z)-\int_{y}^{\hat{y}} \phi^{-1}(z) d z  \tag{13}\\
& =\int_{\hat{y}}^{y}\left(\phi^{-1}(z)-\phi^{-1}(\hat{y})\right) d z \tag{14}
\end{align*}
$$

where (12) follows from the variable substitution $r=\phi^{-1}(z)$ and (13) from integration by parts. Comparing this with (11), we notice that the right-hand side of (14) is actually the same as $L_{\phi^{-1}}\left(\phi^{-1}(\hat{y}), \phi^{-1}(y)\right)$. We have obtained the duality relation

$$
\begin{equation*}
L_{\phi}(y, \hat{y})=L_{\phi^{-1}}(\hat{a}, a) \tag{15}
\end{equation*}
$$

where $y=\phi(a)$ and $\hat{y}=\phi(\hat{a})$. Notice how the order of the arguments has changed. To visualize (15), compare figure 3 with figure 4 , which gives the graphical representation of $L_{\phi^{-1}}(\hat{a}, a)$. Figure 4 is obtained by reflecting figure 3 with respect to the line $z=r$ in the $r z$ plane.

The relation (15) is interesting for us, because it shows that we can measure loss either in terms of the desired and actual outputs $y$ and $\hat{y}$ or in terms of the desired and actual linear activations $a$ and $\hat{a}$, and in both cases we can use the matching loss function. In the multidimensional case it will turn out that we also want to allow noninvertible transfer functions. Therefore, we define

$$
\Delta_{\phi}(\hat{a}, a)=\int_{a}^{\hat{a}}(\phi(r)-\phi(a)) d r .
$$

The idea is that even if $\phi$ were not invertible, we could use $\Delta_{\phi}$ to measure the loss in terms of the linear activations. The notation has been chosen so that if $\phi^{-1}$ does exist, then $\Delta_{\phi}$ and $L_{\phi^{-1}}$ are the same function. This follows from (15).

To see the simplest way of generalizing (11) into multiple dimensions we write it as $L_{\phi}(\phi(a), \phi(\hat{a}))=P_{\phi}(\hat{a})-P_{\phi}(a)-(\hat{a}-a) \phi(a)$ where $P_{\phi}$ is an integral function of $\phi$. As $\phi^{\prime}(a)>0$ for all $a$, the integral function $P_{\phi}$ is strictly convex. Let now $\phi$ be a function from $\mathbf{R}^{k}$ to $\mathbf{R}^{k}$, and assume that it has a potential function $P_{\phi}$ (i.e., $\phi=\nabla P_{\phi}$ for some $P_{\phi}: \mathbf{R}^{k} \rightarrow \mathbf{R}$ ) and that this potential function $P_{\phi}$ is convex. Analogous with the one-dimensional case, $L_{\phi}$ is now said to be the matching loss function for $\phi$ if it satisfies

$$
\begin{equation*}
L_{\phi}(\phi(\boldsymbol{a}), \phi(\hat{\boldsymbol{a}}))=P_{\phi}(\hat{\boldsymbol{a}})-P_{\phi}(\boldsymbol{a})-(\hat{\boldsymbol{a}}-\boldsymbol{a}) \cdot \phi(\boldsymbol{a}) \tag{16}
\end{equation*}
$$

for all $\boldsymbol{a}, \hat{\boldsymbol{a}} \in \mathbf{R}^{k}$. Thus, the loss $L_{\phi}(\boldsymbol{\phi}(\boldsymbol{a}), \phi(\hat{\boldsymbol{a}}))$ is the error we make if we approximate $P_{\phi}(\hat{\boldsymbol{a}})$ by its first-order Taylor polynomial around $\boldsymbol{a}$. Matching loss functions have


Figure 4. The matching loss for the inverted transfer function.
earlier appeared in optimization literature (Bregman, 1967), where they are known as Bregman divergences. To obtain a formula more obviously analogous with (11) we can write

$$
L_{\phi}(\phi(\boldsymbol{a}), \phi(\hat{\boldsymbol{a}}))=\int_{a}^{\hat{\boldsymbol{a}}}(\phi(\boldsymbol{r})-\phi(\boldsymbol{a})) \cdot d \boldsymbol{r}
$$

where the integral is a path integral the value of which must be independent of the actual path chosen between $\boldsymbol{a}$ and $\hat{\boldsymbol{a}}$.

Before considering when a loss function $L_{\phi}$ that satisfies (16) exists, let us establish some basic notation and compute the derivatives of $L_{\phi}(\phi(\boldsymbol{a}), \phi(\hat{\boldsymbol{a}}))$. For a function $\boldsymbol{f}: \mathbf{R}^{k} \rightarrow \mathbf{R}^{k}$ we denote by $\mathrm{D} \boldsymbol{f}$ the Jacobian of $\boldsymbol{f}$. That is, $[\mathrm{D} \boldsymbol{f}(\boldsymbol{a})]_{i j}=\partial f_{i}(\boldsymbol{a}) / \partial a_{j}$. Similarly, for $G: \mathbf{R}^{k} \rightarrow \mathbf{R}$ we use $\mathrm{D}^{2} G$ for the Hessian of $G$, so $\left[\mathrm{D}^{2} G(\boldsymbol{a})\right]_{i j}=\partial^{2} G(\boldsymbol{a}) /\left(\partial a_{j} \partial a_{i}\right)$. Assuming that $P_{\phi}$ is twice differentiable, our convexity assumption means that the Hessian $\mathrm{D}^{2} P_{\phi}(\boldsymbol{a})$, i.e., the Jacobian $\mathrm{D} \phi(\boldsymbol{a})$, is positive semidefinite for all $\boldsymbol{a}$. (Remember also that any Hessian, and therefore the Jacobian of any function with a potential function, is symmetrical.)

By differentiating (16) with respect to $\hat{\boldsymbol{a}}$ we see directly that (3) holds for the matching loss function we just defined. Differentiating with respect to $\boldsymbol{a}$ gives us

$$
\begin{aligned}
\nabla_{a} L_{\phi}(\phi(\boldsymbol{a}), \phi(\hat{\boldsymbol{a}})) & =-\nabla_{\boldsymbol{a}} P_{\phi}(\boldsymbol{a})+(\boldsymbol{a}-\hat{\boldsymbol{a}})^{\mathrm{T}} \mathrm{D} \phi(\boldsymbol{a})+\phi(\boldsymbol{a}) \\
& =\mathrm{D} \phi(\boldsymbol{a})(\boldsymbol{a}-\hat{\boldsymbol{a}})
\end{aligned}
$$

since $\phi=\nabla P_{\phi}$ and $\mathrm{D} \phi$ is symmetrical. In the important special case that $\phi$ has a differentiable inverse $\phi^{-1}$, we can use the chain rule and the fact $\mathrm{D} \phi^{-1}(\boldsymbol{y})=(\mathrm{D} \phi(\boldsymbol{a}))^{-1}$ for $\boldsymbol{y}=\boldsymbol{\phi}(\boldsymbol{a})$ to further obtain

$$
\begin{equation*}
\nabla_{\boldsymbol{y}} L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})=\phi^{-1}(\boldsymbol{y})-\phi^{-1}(\hat{\boldsymbol{y}}) \tag{17}
\end{equation*}
$$

Comparing (17) with (3) gives a hint about an important relation between the matching losses for $\phi$ and $\phi^{-1}$. Similar to the one-dimensional case (15), we can prove a general duality (Amari, 1985; Azoury \& Warmuth, 1999)

$$
\begin{equation*}
L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})=L_{\phi^{-1}}(\hat{\boldsymbol{a}}, \boldsymbol{a}) \tag{18}
\end{equation*}
$$

for $\boldsymbol{y}=\phi(\boldsymbol{a})$ and $\hat{\boldsymbol{y}}=\phi(\hat{\boldsymbol{a}})$. Notice that since the Jacobians of $\phi$ and $\phi^{-1}$ are assumed to be positive definite, differentiating (3) now shows that $L_{\phi^{-1}}(\hat{\boldsymbol{a}}, \boldsymbol{a})$ is convex in $\hat{\boldsymbol{a}}$ and differentiating (17) shows that $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})$ is convex in $\boldsymbol{y}$. See Azoury and Warmuth (1999) and Warmuth and Jagota (1997) for how this is useful in analyzing on-line algorithms.

We now consider briefly whether (16) does define a unique loss function $L_{\phi}$. Let us define a notation for the right hand side of (16) by

$$
\begin{equation*}
\Delta_{\phi}(\hat{\boldsymbol{a}}, \boldsymbol{a})=P_{\phi}(\hat{\boldsymbol{a}})-P_{\phi}(\boldsymbol{a})-(\hat{\boldsymbol{a}}-\boldsymbol{a}) \cdot \phi(\boldsymbol{a}) \tag{19}
\end{equation*}
$$

Notice that the order of the arguments on the left hand side is changed from (16). This notation has the advantage that, by (18), for an invertible $\phi$ we now have $\Delta_{\phi}=L_{\phi^{-1}}$. We call $\Delta_{\phi}$ the matching divergence function for $\phi$. For the value $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})$ to be uniquely defined by (16) for all $\boldsymbol{y}$ and $\hat{\boldsymbol{y}}$ in the range of $\phi$, we must now have $\Delta_{\phi}(\hat{\boldsymbol{a}}, \boldsymbol{a})=\Delta_{\phi}\left(\hat{\boldsymbol{a}}^{\prime}, \boldsymbol{a}^{\prime}\right)$ when $\phi(\hat{\boldsymbol{a}})=\phi\left(\hat{\boldsymbol{a}}^{\prime}\right)$ and $\phi(\boldsymbol{a})=\phi\left(\boldsymbol{a}^{\prime}\right)$. We also need to check that the loss function satisfies $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})>0$ for $\boldsymbol{y} \neq \hat{\boldsymbol{y}}$. In practice, it is usually easy to check whether $L_{\phi}$ is well defined for whatever $\phi$ we wish to consider. This should become clear from the following examples. For completeness, we have included in Appendix A a discussion on some sufficient conditions under which $L_{\phi}$ is uniquely defined.

Example 1. Let $\phi$ be a linear function given by $\boldsymbol{\phi}(\boldsymbol{a})=A \boldsymbol{a}$ where the matrix $A \in \mathbf{R}^{k \times k}$ is symmetrical and positive semidefinite. Because $A$ is symmetrical, we have $\phi=\nabla P_{\phi}$ where $P_{\phi}(\boldsymbol{a})=\boldsymbol{a}^{\mathrm{T}} A \boldsymbol{a} / 2$, and because $A$ is positive semidefinite, $P_{\phi}$ is convex. Now (16) gives directly $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})=\frac{1}{2}(\boldsymbol{a}-\hat{\boldsymbol{a}})^{\mathrm{T}} A(\boldsymbol{a}-\hat{\boldsymbol{a}})$ when $\boldsymbol{y}=A \boldsymbol{a}$ and $\hat{\boldsymbol{y}}=A \hat{\boldsymbol{a}}$. If $A$ is invertible, we therefore get $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})=\frac{1}{2}(\boldsymbol{y}-\hat{\boldsymbol{y}})^{\mathrm{T}} A^{-1}(\boldsymbol{y}-\hat{\boldsymbol{y}})$ for all $\boldsymbol{y}, \hat{\boldsymbol{y}} \in \mathbf{R}^{k}$. Even if $A$ is not invertible, we know that it has a set of orthogonal eigenvectors $\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{k}$ and corresponding nonnegative eigenvalues $\lambda_{1}, \ldots, \lambda_{k}$. Now the range of $\phi$ is the space spanned by the eigenvectors
corresponding to the positive eigenvalues of $A$. For any $\boldsymbol{y}$ and $\hat{\boldsymbol{y}}$ in this range $V_{\phi}$ we can write $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})=\frac{1}{2}(\boldsymbol{y}-\hat{\boldsymbol{y}})^{\mathrm{T}} A^{*}(\boldsymbol{y}-\hat{\boldsymbol{y}})$ where $A^{*}$ is any matrix such that $A^{*} \boldsymbol{x}_{j}=\left(1 / \lambda_{j}\right) \boldsymbol{x}_{j}$ whenever $\lambda_{j}>0$.

In certain situations it is useful to extend $L_{\phi}$ to the domain $\overline{V_{\phi}} \times \overline{V_{\phi}}$ where $\overline{V_{\phi}}$ is the closure of $V_{\phi}$ under the standard topology of $\mathbf{R}^{k}$. The resulting extended $L_{\phi}$ should still be continuous. In the examples we consider such a continuous extension is easily seen to exists and to be unique.

Example 2. Let $\sigma: \mathbf{R}^{k} \rightarrow \mathbf{R}^{k}$ be the softmax function given by (4). It has a potential function given by $P_{\boldsymbol{\sigma}}(\boldsymbol{a})=\ln \sum_{j=1}^{k} \exp \left(a_{j}\right)$. We next see that $P_{\boldsymbol{\sigma}}$ is convex. Its Hessian $\mathrm{D}^{2} P_{\boldsymbol{\sigma}}$, i.e., the Jacobian $\mathrm{D} \boldsymbol{\sigma}$, is given by $\mathrm{D} \boldsymbol{\sigma}(\boldsymbol{a})_{i j}=\delta_{i j} \sigma_{i}(\boldsymbol{a})-\sigma_{i}(\boldsymbol{a}) \sigma_{j}(\boldsymbol{a})$ where $\delta_{i j}=$ 1 if $i=j$ and $\delta_{i j}=0$ otherwise. Given a vector $\boldsymbol{x} \in \mathbf{R}^{k}$, let $X$ be a random variable that has probability $\boldsymbol{\sigma}_{i}(\boldsymbol{a})$ of taking the value $x_{i}$. We have $\boldsymbol{x}^{\mathrm{T}} \mathrm{D} \boldsymbol{\sigma}(\boldsymbol{a}) \boldsymbol{x}=\sum_{i=1}^{k} \sigma_{i}(\boldsymbol{a}) x_{i}^{2}-$ $\sum_{i=1}^{k} \sum_{j=1}^{k} \sigma_{i}(\boldsymbol{a}) x_{i} \sigma_{j}(\boldsymbol{a}) x_{j}=\mathrm{E} X^{2}-(\mathrm{E} X)^{2}=\operatorname{Var} X \geq 0$. Therefore, $P_{\boldsymbol{\sigma}}$ is convex.

Substituting the potential $P_{\sigma}$ now into (19) gives

$$
\Delta_{\sigma}(\hat{\boldsymbol{a}}, \boldsymbol{a})=\ln \left(\sum_{i=1}^{k} e^{\hat{a}_{i}}\right)-\ln \left(\sum_{i=1}^{k} e^{a_{i}}\right)-\sum_{i=1}^{k}\left(\hat{a}_{i}-a_{i}\right) \frac{e^{a_{i}}}{\sum_{j=1}^{k} e^{a_{j}}} .
$$

From this, we get

$$
\begin{aligned}
\Delta_{\boldsymbol{\sigma}}(\hat{\boldsymbol{a}}, \boldsymbol{a}) & =\sum_{i=1}^{k} \frac{e^{a_{i}}}{\sum_{j=1}^{k} e^{a_{j}}} \ln \left(\frac{e^{a_{i}}}{\sum_{j=1}^{k} e^{a_{j}}} / \frac{e^{\hat{a}_{i}}}{\sum_{j=1}^{k} \hat{e}^{\hat{a}_{j}}}\right) \\
& =\sum_{j=1}^{k} \sigma_{j}(\boldsymbol{a}) \ln \left(\sigma_{j}(\boldsymbol{a}) / \sigma_{j}(\hat{\boldsymbol{a}})\right) .
\end{aligned}
$$

Notice that $\Delta_{\sigma}(\hat{\boldsymbol{a}}, \boldsymbol{a})=\Delta_{\sigma}\left(\hat{\boldsymbol{a}}^{\prime}, \boldsymbol{a}^{\prime}\right)$ whenever $\boldsymbol{\sigma}(\hat{\boldsymbol{a}})=\sigma\left(\hat{\boldsymbol{a}}^{\prime}\right)$ and $\boldsymbol{\sigma}(\boldsymbol{a})=\sigma\left(\boldsymbol{a}^{\prime}\right)$. Therefore, the matching loss is uniquely defined by (16), and we can write $L_{\sigma}(\boldsymbol{y}, \hat{\boldsymbol{y}})=$ $\sum_{j=1}^{k} y_{j} \ln \left(y_{j} / \hat{y}_{j}\right)$. The relative entropy is the matching loss function for the softmax function.
To allow $y_{j}=0$ or $\hat{y}_{j}=0$, we adopt the standard convention that $0 \ln 0=0 \ln (0 / 0)=0$, and $y \ln (y / 0)=\infty$ for $y>0$. It is well known that for $y_{j}, \hat{y}_{j}>0$ and $\sum_{j} y_{j}=\sum_{j} \hat{y}_{j}=1$, the relative entropy $L_{\sigma}(\boldsymbol{y}, \hat{\boldsymbol{y}})$ is nonnegative and zero only for $\boldsymbol{y}=\hat{\boldsymbol{y}}$.

Example 3. The softmax function $\boldsymbol{\sigma}$ maps $\mathbf{R}^{k}$ into the ( $k-1$ )-dimensional set $\{\boldsymbol{y} \in$ $\left.\mathbf{R}^{k} \mid \sum_{i} y_{i}=1\right\}$. This results in the softmax not being invertible. Since invertibility simplifies some technicalities, it might be desirable to use the function $\rho$ that maps the $(k-1)$-dimensional space $\mathbf{R}^{k-1}$ into the $(k-1)$ dimensional set $\left\{\boldsymbol{y} \in[0,1]^{k-1} \mid \sum_{i} y_{i} \leq 1\right\}$ according to

$$
\rho_{i}(\boldsymbol{a})=\frac{e^{a_{i}}}{1+\sum_{j=1}^{k-1} e^{a_{j}}} .
$$

This function has a strictly convex potential function $P_{\rho}$ given by $P_{\rho}(\boldsymbol{a})=\ln \left(1+\sum_{j=1}^{k-1} e^{a_{j}}\right)$ and an inverse given by $\boldsymbol{\rho}_{i}^{-1}(\boldsymbol{y})=\ln y_{i}-\ln \left(1-\sum_{j=1}^{k-1} y_{j}\right)$.

To explicitly see the connection to softmax, assume $\boldsymbol{y}=\boldsymbol{\sigma}(\boldsymbol{a})$. Then also $\boldsymbol{y}=\boldsymbol{\sigma}\left(\boldsymbol{a}^{\prime}\right)$ where $a_{i}^{\prime}=a_{i}-a_{k}$. On the other hand, if we write $\boldsymbol{y}^{\prime}=\boldsymbol{\rho}\left(a_{1}^{\prime}, \ldots, a_{k-1}^{\prime}\right)$, we have $y_{i}=y_{i}^{\prime}$ for $1 \leq i \leq k-1$, and $y_{k}=1-\sum_{j=1}^{k-1} y_{j}^{\prime}$. Thus, by adding some simple transformations we can replace $\sigma$ by $\rho$.

Example 4. Consider the mapping $\phi$ that normalizes its argument with respect to the Euclidean norm: $\boldsymbol{\phi}(\boldsymbol{a})=\boldsymbol{a} /\|\boldsymbol{a}\|_{2}$. The mapping is not well defined at the origin, but otherwise it can be written as a gradient $\phi(\boldsymbol{a})=\nabla P_{\phi}(\boldsymbol{a})$ where the potential function $P_{\phi}(\boldsymbol{a})=\|\boldsymbol{a}\|_{2}$ is convex. However, $P_{\phi}$ is not strictly convex. Moreover, we have

$$
\Delta_{\phi}(\hat{\boldsymbol{a}}, \boldsymbol{a})=\|\hat{\boldsymbol{a}}\|_{2}-\|\boldsymbol{a}\|_{2}+\frac{\boldsymbol{a}}{\|\boldsymbol{a}\|_{2}} \cdot(\boldsymbol{a}-\hat{\boldsymbol{a}})=\|\hat{\boldsymbol{a}}\|_{2}-\frac{\boldsymbol{a}}{\|\boldsymbol{a}\|_{2}} \cdot \hat{\boldsymbol{a}}
$$

so $\Delta_{\phi}(c \hat{\boldsymbol{a}}, \boldsymbol{a})=c \Delta_{\phi}(\hat{\boldsymbol{a}}, \boldsymbol{a}) \neq \Delta_{\phi}(\hat{\boldsymbol{a}}, \boldsymbol{a})$ for $c \neq 1$ although $\phi(\hat{\boldsymbol{a}})=\phi(c \hat{\boldsymbol{a}})$ for all $c>0$. Hence, $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})$ is not well defined by (16).

Consider now a situation in which the algorithm predicts with $\phi\left(\boldsymbol{a}_{1}\right)$, then sees the desired output $\phi\left(\boldsymbol{a}_{3}\right)$, and updates its hypothesis so that its prediction with the same input would now be $\phi\left(\boldsymbol{a}_{2}\right)$. We can think that the update causes the loss to decrease by the amount $\Delta_{\phi}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{3}\right)-\Delta_{\phi}\left(\boldsymbol{a}_{2}, \boldsymbol{a}_{3}\right)$. The following basic property (Warmuth \& Jagota, 1997), which follows directly from the formulation (19), relates the decrease of loss to the amount $\Delta_{\phi}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right)$ moved by the prediction. This property of matching divergence is essential in our proofs.

Proposition 1. For any $\phi$ with $\Delta_{\phi}$ as its matching divergence function we have

$$
\Delta_{\phi}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{3}\right)=\Delta_{\phi}\left(\boldsymbol{a}_{1}, \boldsymbol{a}_{2}\right)+\Delta_{\phi}\left(\boldsymbol{a}_{2}, \boldsymbol{a}_{3}\right)+\left(\boldsymbol{a}_{1}-\boldsymbol{a}_{2}\right) \cdot\left(\phi\left(\boldsymbol{a}_{2}\right)-\phi\left(\boldsymbol{a}_{3}\right)\right)
$$

for all $\boldsymbol{a}_{1}, \boldsymbol{a}_{2}$, and $\boldsymbol{a}_{3}$.
Proposition 1 can be seen as a kind of generalized triangle inequality, but there is a correction term $\left(\boldsymbol{a}_{1}-\boldsymbol{a}_{2}\right) \cdot\left(\phi\left(\boldsymbol{a}_{2}\right)-\phi\left(\boldsymbol{a}_{3}\right)\right)$, which can be positive or negative. Hence, matching divergence functions do not in general satisfy the triangle inequality.

In our proofs we also need to estimate the amount moved by the parameter vectors in one update step. The following results shows one way of doing this in terms of the matching divergence function $\Delta_{\phi}$.

Proposition 2. For arbitrary $\boldsymbol{\theta} \in \mathbf{R}^{k}$ and $\boldsymbol{x} \in \mathbf{R}^{k}$ there is a value $0 \leq s \leq 1$ such that for $\boldsymbol{\theta}^{\prime}=\boldsymbol{\theta}+s \boldsymbol{x}$ we have

$$
\Delta_{\phi}(\boldsymbol{\theta}+\boldsymbol{x}, \boldsymbol{\theta})=\frac{1}{2} \boldsymbol{x}^{\mathrm{T}} \mathrm{D} \phi\left(\boldsymbol{\theta}^{\prime}\right) \boldsymbol{x}
$$

Proof: Recall that $\Delta_{\phi}(\boldsymbol{\theta}+\boldsymbol{x}, \boldsymbol{\theta})=P_{\phi}(\boldsymbol{\theta}+\boldsymbol{x})-P_{\phi}(\boldsymbol{\theta})-\nabla P_{\phi}(\boldsymbol{\theta}) \cdot \boldsymbol{x}$ is the error in the first-order Taylor approximation for $P_{\phi}(\boldsymbol{\theta}+\boldsymbol{x})$ around $\boldsymbol{x}=0$. Hence, by Taylor's Theorem we can write $\Delta_{\phi}(\boldsymbol{\theta}+\boldsymbol{x}, \boldsymbol{\theta})=\boldsymbol{x}^{\mathrm{T}} \mathrm{D}^{2} P_{\phi}\left(\boldsymbol{\theta}^{\prime}\right) \boldsymbol{x} / 2$ for some $\boldsymbol{\theta}^{\prime}=\boldsymbol{\theta}+s \boldsymbol{x}$ with $0 \leq s \leq 1$. Since the Hessian $\mathrm{D}^{2} P_{\phi}$ is the same as the Jacobian $\mathrm{D} \phi$, the claim follows.

Note that Proposition 2 always gives the bound $\Delta_{\phi}(\boldsymbol{\theta}+\boldsymbol{x}, \boldsymbol{\theta}) \leq \lambda_{\max }\|\boldsymbol{x}\|_{2}^{2} / 2$ where $\lambda_{\max }$ is the largest eigenvalue of $\mathrm{D} \phi(\boldsymbol{r})$ for any $\boldsymbol{r}$, but in special cases it may be possible to obtain significantly sharper bounds.

## 3. The general additive algorithm

We now introduce and motivate the general additive algorithm in an on-line prediction framework. We assume that at each trial $t$, for $t=1, \ldots, \ell$, the learning algorithm is given an input $\boldsymbol{x}_{t} \in \mathbf{R}^{n}$, then makes its prediction $\hat{\boldsymbol{y}}_{t} \in \mathbf{R}^{k}$, and finally receives as feedback the desired output $\boldsymbol{y}_{t} \in \mathbf{R}^{k}$. We call the sequence $S=\left(\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1}\right), \ldots,\left(\boldsymbol{x}_{\ell}, \boldsymbol{y}_{\ell}\right)\right)$ a trial sequence. The goal of the algorithm is to minimize its total loss for a loss function $L_{\phi}$ which we assume to be the matching loss function for some $\phi: \mathbf{R}^{k} \rightarrow \mathbf{R}^{k}$. The total loss of an algorithm $A$ on the trial sequence $S$ is then $\operatorname{Loss}_{\phi}(A, S)=\sum_{t=1}^{\ell} L_{\phi}\left(\boldsymbol{y}_{t}, \hat{\boldsymbol{y}}_{t}\right)$.

Assume now we are given a parameterization function $\psi: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ and a transfer function $\phi: \mathbf{R}^{k} \rightarrow \mathbf{R}^{k}$ that have matching loss functions $L_{\psi}$ and $L_{\phi}$, respectively. Our general additive (GA) algorithm maintains $k n$ real-valued parameters. We denote by $\Theta_{t}$ the $k \times n$ matrix of the values of these parameters immediately before trial $t$. Further, we denote by $\boldsymbol{\theta}_{t, j}$ the $j$ th row of $\Theta_{t}$, and by $\boldsymbol{\psi}\left(\Theta_{t}\right)$ the matrix with $\boldsymbol{\psi}\left(\boldsymbol{\theta}_{t, j}\right)$ as its $j$ th row. The algorithm is given the initial parameter values $\Theta \in \mathbf{R}^{k \times n}$, and also a learning rate $\eta>0$. Figure 5 now gives the general additive algorithm which we denote by $\mathrm{GA}(\psi, \phi, \Theta, \eta)$.

As we noticed in the introduction, in the special case that $\psi$ is the identity function, i.e., $\Theta_{t}=\Omega_{t}$, the update of the GA algorithm is just the usual gradient descent update: Consider for simplicity the case $k=1$, so the parameter and weight matrices $\Theta_{t}$ and $\Omega_{t}$ become simply vectors $\boldsymbol{\theta}_{t}$ and $\boldsymbol{\omega}_{t}$, respectively. Since (3) implies $\nabla_{\boldsymbol{\theta}} L_{\phi}\left(y_{t}, \phi\left(\boldsymbol{\theta} \cdot \boldsymbol{x}_{t}\right)\right)=\left(\phi\left(\boldsymbol{\theta} \cdot \boldsymbol{x}_{t}\right)-y_{t}\right) \boldsymbol{x}_{t}$,

$$
\begin{align*}
& \text { Initialize the parameter matrix as } \Theta_{1}=\Theta \text {. } \\
& \text { Repeat for } t=1, \ldots, \ell \text { : } \\
& \text { - Get the input } \boldsymbol{x}_{t} \text {. } \\
& \text { - Compute the weight matrix } \Omega_{t}=\psi\left(\Theta_{t}\right) \text {, i.e., } \boldsymbol{\omega}_{t, j}=\boldsymbol{\psi}\left(\boldsymbol{\theta}_{t, j}\right) \\
& \text { where } \omega_{t, j} \text { and } \boldsymbol{\theta}_{t, j} \text { are the } j \text { th row of } \Omega_{t} \text { and } \Theta_{t} \text {, respectively. } \\
& \text { - Compute the linear activation } \hat{\boldsymbol{a}}_{t}=\Omega_{t} \boldsymbol{x}_{t} . \\
& \text { - Output the prediction } \hat{\boldsymbol{y}}_{t}=\boldsymbol{\phi}\left(\hat{\boldsymbol{a}}_{t}\right) \text {. } \\
& \text { - For } j=1, \ldots, k \text {, update the } k \text { th row of the parameter matrix by } \\
& \qquad \boldsymbol{\theta}_{t+1, j}=\boldsymbol{\theta}_{t, j}-\eta\left(\hat{y}_{t, j}-y_{t, j}\right) \boldsymbol{x}_{t} . \tag{20}
\end{align*}
$$

Figure 5. The general additive algorithm $\operatorname{GA}(\psi, \phi, \Theta, \eta)$.
we can in this special case write the update (20) as

$$
\begin{aligned}
\boldsymbol{\theta}_{t+1} & =\boldsymbol{\theta}_{t}-\eta\left(\phi\left(\boldsymbol{\theta}_{t} \cdot \boldsymbol{x}_{t}\right)-y_{t}\right) \boldsymbol{x}_{t} \\
& =\boldsymbol{\theta}_{t}-\eta\left(\nabla_{\boldsymbol{\theta}} L_{\phi}\left(y_{t}, \phi\left(\boldsymbol{\theta} \cdot \boldsymbol{x}_{t}\right)\right)\right)_{\boldsymbol{\theta}=\boldsymbol{\theta}_{t}}
\end{aligned}
$$

For other parameterization functions $\psi$, we need to replace $\boldsymbol{\theta}_{t} \cdot \boldsymbol{x}_{t}$ in the prediction by $\boldsymbol{\omega}_{t} \cdot \boldsymbol{x}_{t}$, where $\boldsymbol{\omega}_{t}=\boldsymbol{\psi}\left(\boldsymbol{\theta}_{t}\right)$. Like before, can apply (3) to rewrite the update (20) as

$$
\boldsymbol{\theta}_{t+1}=\boldsymbol{\theta}_{t}-\eta\left(\nabla_{\omega} L_{\phi}\left(y_{t}, \phi\left(\boldsymbol{\omega} \cdot \boldsymbol{x}_{t}\right)\right)\right)_{\omega=\omega_{t}}
$$

Notice that we now take the gradient with respect to the weights $\omega$, but use it to update the parameters $\boldsymbol{\theta}$. Hence, this is not a usual gradient descent update any more. However, if $\psi$ has a matching loss function, the update can be motivated by an optimization problem given in terms of this loss function. In the rest of this section, we explain this motivation.

Consider a situation in which the algorithm has seen an input $\boldsymbol{x}$, made its prediction $\hat{\boldsymbol{y}}=$ $\phi(\boldsymbol{\psi}(\Theta) \boldsymbol{x})$ based on a parameter matrix $\Theta$, and upon receiving the desired outcome $\boldsymbol{y}$ wishes to use this new information to update its parameter matrix into $\tilde{\Theta}$. Thus, $\tilde{\Theta}$ corresponds to $\Theta_{t+1}$ in the notation of figure 5, but we do not yet wish to fix $\tilde{\Theta}$ to that particular choice of $\Theta_{t+1}$. A natural goal in this situation would be to minimize the loss $L_{\phi}(\boldsymbol{y}, \phi(\psi(\tilde{\Theta}) \boldsymbol{x}))$ that would result if the same example were encountered again after the update. However, there are other considerations as well. The example may have been noisy, and in any case the algorithm must somehow avoid losing too much of the information it has gained during the previous trials and stored in form of the old parameter matrix $\Theta$. Hence, the algorithm should not move its parameters too much based on a single example. Here we choose to measure this movement by the divergence function that matches the parameterization function. This way of motivating on-line learning algorithms was introduced by Kivinen and Warmuth (1997).

To first see the idea in its simplest form, assume that both the parameterization function $\psi$ and transfer function $\phi$ are invertible. Write $\Omega=\psi(\Theta)$ and $\tilde{\Omega}=\psi(\tilde{\Theta})$. To generalize the divergence function $\Delta_{\psi}$ originally defined for vectors in $\mathbf{R}^{n}$ to matrices in $\mathbf{R}_{\tilde{\Theta}}{ }^{k \times n}$ we define $\Delta_{\psi}(\Theta, \tilde{\Theta})=\sum_{j=1}^{k} \Delta_{\psi}\left(\boldsymbol{\theta}_{j}, \tilde{\boldsymbol{\theta}}_{j}\right)$ where $\boldsymbol{\theta}_{j}$ and $\tilde{\boldsymbol{\theta}}_{j}$ are the $j$ th row of $\Theta$ and $\tilde{\Theta}$, respectively. We measure the amount moved by the weight matrix by $L_{\psi}(\tilde{\Omega}, \Omega)$, and the loss of using weights $\tilde{\Omega}$ on the example $(\boldsymbol{x}, \boldsymbol{y})$ by $L_{\phi}(\boldsymbol{y}, \phi(\tilde{\Omega} \boldsymbol{x}))$. Recall that for invertible $\phi$ we can write $L_{\phi}=\Delta_{\phi^{-1}}$, and similarly for $\psi$. We thus set as the algorithm's goal to minimize the sum

$$
\begin{equation*}
U(\tilde{\Omega})=\Delta_{\psi^{-1}}(\tilde{\Omega}, \Omega)+\eta \Delta_{\phi^{-1}}(\boldsymbol{y}, \phi(\tilde{\Omega} \boldsymbol{x})) \tag{21}
\end{equation*}
$$

where $\eta>0$ is a learning rate parameter that regulates how fast the algorithm will move its weight vector.

By (18), we have $\Delta_{\phi^{-1}}(\boldsymbol{y}, \phi(\tilde{\Omega} \boldsymbol{x}))=\Delta_{\phi}\left(\tilde{\Omega} \boldsymbol{x}, \phi^{-1}(\boldsymbol{y})\right)$. Hence,

$$
U(\tilde{\Omega})=\Delta_{\psi^{-1}}(\tilde{\Omega}, \Omega)+\eta \Delta_{\phi}\left(\tilde{\Omega} x, \phi^{-1}(\boldsymbol{y})\right)
$$

Notice that since the matching divergence $\Delta_{\phi}$ for any $\phi$ is convex in its first argument, $U$ is convex and we can minimize it by setting its derivatives to zero. We have

$$
\begin{aligned}
\nabla_{\tilde{\boldsymbol{\omega}}_{\mathrm{j}}} U(\tilde{\Omega}) & =\nabla_{\tilde{\boldsymbol{\omega}}_{\mathrm{j}}} \Delta_{\psi^{-1}}\left(\tilde{\boldsymbol{\omega}}_{j}, \boldsymbol{\omega}_{j}\right)+\eta\left(\frac{\partial \Delta_{\phi}\left(\tilde{\boldsymbol{a}}, \phi^{-1}(\boldsymbol{y})\right)}{\partial \tilde{\boldsymbol{a}}_{j}}\right)_{\tilde{\tilde{a}}=\tilde{\Omega} \boldsymbol{x}} \boldsymbol{x} \\
& =\boldsymbol{\psi}^{-1}\left(\tilde{\boldsymbol{\omega}}_{j}\right)-\boldsymbol{\psi}^{-1}\left(\boldsymbol{\omega}_{j}\right)+\eta\left(\phi_{j}(\tilde{\Omega} \boldsymbol{x})-y_{j}\right) \boldsymbol{x}
\end{aligned}
$$

Hence, the derivatives of $U(\tilde{\Omega})$ are zero when

$$
\begin{equation*}
\tilde{\boldsymbol{\theta}}_{j}=\boldsymbol{\theta}_{j}-\eta\left(\phi_{j}(\tilde{\Omega} \boldsymbol{x})-y_{j}\right) \boldsymbol{x} \tag{22}
\end{equation*}
$$

Unfortunately, this does not quite give us a closed form for $\tilde{\Theta}$, since $\tilde{\Theta}$ appears on the right-hand side through $\tilde{\Omega}=\psi(\tilde{\Theta})$. However, it is reasonable to expect that a single update does not move the weights too much and hence $\tilde{\Omega} \approx \Omega$. Thus, as an approximate solution to the minimization problem we get

$$
\begin{equation*}
\tilde{\boldsymbol{\theta}}_{j}=\boldsymbol{\theta}_{j}-\eta\left(\hat{y}_{j}-y_{j}\right) \boldsymbol{x} \tag{23}
\end{equation*}
$$

This is the update used by the general additive algorithm. For our present purposes, considering the justification of the approximation made in going from (22) to (23) is not central, as we can directly justify the update rule (23) by the relative loss bounds of Section 4. However, analyzing the update (22) remains an interesting subject for further study. Another related subject is updates obtained by taking into the function $U$ to be minimized not only the loss $L_{\phi}\left(\boldsymbol{y}_{t}, \boldsymbol{\psi}(\tilde{\Theta}) \boldsymbol{x}_{t}\right)$ at the present example but the total loss $\sum_{j=1}^{t} L_{\phi}\left(\boldsymbol{y}_{j}, \boldsymbol{\psi}(\tilde{\Theta}) \boldsymbol{x}_{j}\right)$ over all previous examples. In the basic case of linear regression, this results in the on-line linear least squares method. Relative loss bounds for such updates have been obtained by Foster (1991), Vovk (1998), Azoury and Warmuth (1999), and Forster (1999).

Consider now the more general case in which the transfer and parameterization function need not be invertible. The most interesting example of this situation is the softmax function. Often a simple reduction gets one back to the invertible case. For example, consider using the softmax function as the parameterization function. As we noticed in Example 3, the softmax function is closely related to an invertible function in a lower dimensional space. If we were to replace the inputs $\boldsymbol{x} \in \mathbf{R}^{n}$ by lower dimensional inputs $\boldsymbol{x}^{\prime}=\left(x_{1}-x_{n}, \ldots, x_{n-1}-x_{n}\right)$ and use the invertible function $\rho$ of Example 3 as the parameterization function, then we would get exactly the same predictions we would get with the softmax parameterization function. A similar trick would also work for softmax as the transfer function.

Instead of dimensionality reduction, we could also keep all the original dimensions and introduce an explicit constraint into the minimization problem (21). For example, consider again the softmax function as the parameterization function. We can leave out the normalization and obtain an invertible function $\boldsymbol{\psi}$ with $\psi_{i}(\boldsymbol{\theta})=e^{\theta_{i}}$. It turns out that the matching loss function $L_{\psi}$ for this invertible $\boldsymbol{\psi}$ is given by $L_{\psi}(\tilde{\boldsymbol{\omega}}, \boldsymbol{\omega})=\sum_{j=1}^{n}\left(\tilde{\omega}_{j} \ln \left(\tilde{\omega}_{j} / \omega_{j}\right)+\omega_{j}-\tilde{\omega}_{j}\right)$ for $\tilde{\omega}_{j}, \omega_{j} \geq 0$. Restricted to $\sum_{j=1}^{n} \tilde{\omega}_{j}=\sum_{j=1}^{n} \omega_{j}=1$ this simplifies to the relative entropy. The relative entropy with the explicit constraint was originally used to derive the exponentiated gradient update (Kivinen \& Warmuth, 1997).

Thus, there are various methods that allow us to avoid noninvertible transfer and parameterization functions if we so wish. However, instead of going into the details of these methods, we conclude this section by redoing our derivation of the general additive algorithm (figure 5) without assuming invertibility of $\phi$ and $\psi$. We thus set as the algorithm's goal to minimize the sum

$$
\begin{equation*}
U(\tilde{\Theta})=\Delta_{\psi}(\Theta, \tilde{\Theta})+\eta L_{\phi}(\boldsymbol{y}, \phi(\psi(\tilde{\Theta}) \boldsymbol{x})) \tag{24}
\end{equation*}
$$

where $\eta>0$ is again a learning rate. Let $\tilde{\boldsymbol{\theta}}_{j}$ be the $j$ th row of $\tilde{\Theta}$ and $\tilde{\theta}_{j i}$ the $i$ th element of $\tilde{\boldsymbol{\theta}}_{j}$. Write $\tilde{\boldsymbol{a}}=\boldsymbol{\psi}(\tilde{\Theta}) \boldsymbol{x}$. We now have

$$
\begin{aligned}
\frac{\partial L_{\phi}(\boldsymbol{y}, \boldsymbol{\phi}(\tilde{\boldsymbol{a}}))}{\partial \tilde{\theta}_{j i}} & =\sum_{p=1}^{k} \frac{\partial \tilde{\boldsymbol{a}}_{p}}{\partial \tilde{\theta}_{j i}} \frac{\partial L_{\phi}(\boldsymbol{y}, \boldsymbol{\phi}(\tilde{\boldsymbol{a}}))}{\partial \tilde{a}_{p}} \\
& =\sum_{p=1}^{k} \frac{\partial\left(\psi\left(\tilde{\boldsymbol{\theta}}_{p}\right) \cdot \boldsymbol{x}\right)}{\partial \tilde{\theta}_{j i}}\left(\phi_{p}(\tilde{\boldsymbol{a}})-y_{p}\right) \\
& =\frac{\partial\left(\psi\left(\tilde{\boldsymbol{\theta}}_{j}\right) \cdot \boldsymbol{x}\right)}{\partial \tilde{\theta}_{j i}}\left(\phi_{j}(\tilde{\boldsymbol{a}})-y_{j}\right) \\
& =\sum_{q=1}^{n} x_{q} \frac{\partial \psi_{q}\left(\tilde{\boldsymbol{\theta}}_{j}\right)}{\partial \tilde{\theta}_{j i}}\left(\phi_{j}(\tilde{\boldsymbol{a}})-y_{j}\right) \\
& =\left[\mathbf{D} \psi\left(\tilde{\boldsymbol{\theta}}_{j}\right) \boldsymbol{x}\right]_{i}\left(\phi_{j}(\tilde{\boldsymbol{a}})-y_{j}\right)
\end{aligned}
$$

(Recall that the existence of a matching divergence for $\psi$ implies that this Jacobian $\mathrm{D} \psi(\boldsymbol{\theta})$ is symmetrical.) We also have

$$
\frac{\partial \Delta_{\psi}(\Theta, \tilde{\Theta})}{\partial \tilde{\theta}_{j i}}=\frac{\partial \Delta_{\psi}\left(\boldsymbol{\theta}_{j}, \tilde{\boldsymbol{\theta}}_{j}\right)}{\partial \tilde{\theta}_{j i}}=\left[\mathrm{D} \psi\left(\tilde{\boldsymbol{\theta}}_{j}\right)\left(\tilde{\boldsymbol{\theta}}_{j}-\boldsymbol{\theta}_{j}\right)\right]_{i}
$$

Hence, the derivative of $U(\tilde{\Theta})$ with respect to the $j$ th row vector of $\tilde{\Theta}$ is given by

$$
\nabla_{\tilde{\boldsymbol{\theta}}_{j}} U(\tilde{\Theta})=\mathrm{D} \psi\left(\tilde{\boldsymbol{\theta}}_{j}\right)\left(\tilde{\boldsymbol{\theta}}_{j}-\boldsymbol{\theta}_{j}+\eta\left(\phi_{j}(\tilde{\boldsymbol{a}})-y_{j}\right) \boldsymbol{x}\right)
$$

Thus, for $\tilde{\Theta}$ such that all the partial derivatives $\partial U(\tilde{\Theta}) / \partial \tilde{\theta}_{j i}$ are zero we have

$$
\begin{equation*}
\tilde{\boldsymbol{\theta}}_{j}=\boldsymbol{\theta}_{j}-\eta\left(\phi_{j}(\tilde{\boldsymbol{a}})-y_{j}\right) \boldsymbol{x}+\boldsymbol{r}_{j} \tag{25}
\end{equation*}
$$

where the residual $\boldsymbol{r}_{j}$ is an arbitrary vector with the property $\mathrm{D} \psi\left(\tilde{\boldsymbol{\theta}}_{j}\right) \boldsymbol{r}_{j}=0$. For the parameterization functions $\psi$ we have used in our examples, it is always the case that if $\mathrm{D} \psi(\boldsymbol{\theta}) \boldsymbol{r}=0$ holds for some $\boldsymbol{\theta}$ then it holds for all $\boldsymbol{\theta}$, in other words, the zero space of the Jacobian is the same everywhere. (See discussion in the Appendix.) In this case $\mathrm{D} \psi(\boldsymbol{\theta}) \boldsymbol{r}=0$ implies $\boldsymbol{\psi}(\boldsymbol{\theta})=\boldsymbol{\psi}(\boldsymbol{\theta}+\boldsymbol{r})$ for all $\boldsymbol{\theta}$, so in (25) we can just set $\boldsymbol{r}_{j}$ to zero (or
any other convenient value) without affecting the weights $\psi\left(\tilde{\boldsymbol{\theta}}_{j}\right)$ that result. Again, solving (25) is not straightforward, as $\tilde{\boldsymbol{\theta}}_{j}$ also appears on the right-hand side via the dependence $\tilde{\boldsymbol{a}}=\psi(\tilde{\Theta}) \boldsymbol{x}$, but assuming that a single update does not move the weights too much, we can approximate $\tilde{\boldsymbol{a}}$ by $\hat{\boldsymbol{a}}=\boldsymbol{\psi}(\Theta)$. Therefore, we replace (25) by

$$
\tilde{\boldsymbol{\theta}}_{j}=\boldsymbol{\theta}_{j}-\eta\left(\phi_{j}(\hat{\boldsymbol{a}})-y_{j}\right) \boldsymbol{x}
$$

which gives a good approximation assuming $\tilde{\boldsymbol{\theta}}_{j}$ is reasonably close to $\boldsymbol{\theta}_{j}$. (Here we have also chosen $\boldsymbol{r}_{j}=0$.)

## 4. Relative loss bounds

Our goal is to provide for the algorithm's loss upper bounds that hold for arbitrary trial sequences $S=\left(\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1}\right), \ldots,\left(\boldsymbol{x}_{\ell}, \boldsymbol{y}_{\ell}\right)\right)$. In particular, we wish to avoid any statistical assumptions about the examples $\left(\boldsymbol{x}_{t}, \boldsymbol{y}_{t}\right)$. To obtain interesting bounds with minimal assumptions, we turn to relative loss bounds. We begin this section with a high-level view of what kind of bounds we are after, proceed to give the actual formal results in Theorem 3, and then discuss in more detail the interpretation of the parameters that appear in the bounds. The proof of Theorem 3 concludes the section.

Let us define $\operatorname{Loss}_{\phi}(\Omega, S)=\sum_{t=1}^{\ell} L_{\phi}\left(\boldsymbol{y}_{t}, \phi\left(\Omega x_{t}\right)\right)$ as the loss of the algorithm that keeps a constant weight matrix $\Omega$. Then $\inf _{\Omega} \operatorname{Loss}_{\phi}(\Omega, S)$ is the least loss obtainable by a fixed predictor from the model class we use, and hence a reasonable comparison value to use in measuring the performance of the general additive algorithm. Thus, we require that the algorithm's loss should be small if there is a fixed predictor $\Omega$ that has a small loss, but if all fixed predictors have a large loss we also allow the algorithm to have a large loss.

We can prove relative loss bounds of two slightly different kinds. First, it is possible to show that with a suitable learning rate, for all trial sequences $S$ and all fixed weight matrices $\Omega$ the general additive algorithm achieves the loss bound

$$
\begin{equation*}
\operatorname{Loss}_{\phi}(\mathrm{GA}, S) \leq p \operatorname{Loss}_{\phi}(\Omega, S)+q \tag{26}
\end{equation*}
$$

for some positive $p$ and $q$. Here typically $p$ can be taken to be a small numerical constant (say, $p=2$ ) but $q$ depends on some norms of the inputs $\boldsymbol{x}_{t}$ and the rows of the weight matrix $\Omega$, as well as the transfer function $\phi$ and the parameterization function $\psi$. The role of the term $q$ will be discussed in detail later. For now, we just notice that the bound (26) implies that on the limit of large $\operatorname{Loss}_{\phi}(\Omega)$, the general additive algorithm is within a small constant coefficient of the fixed predictor $\Omega$.

We can also prove bounds of the form

$$
\begin{equation*}
\operatorname{Loss}_{\phi}(\mathrm{GA}, S) \leq \operatorname{Loss}_{\phi}(\Omega, S)+q_{1} \sqrt{\operatorname{Loss}_{\phi}(\Omega, S)}+q_{2} \tag{27}
\end{equation*}
$$

where $q_{1}$ and $q_{2}$ are related to the value $q$ in (26). Thus, we see that the loss of the general additive algorithm is asymptotically the same as the loss of any fixed predictor $\Omega$ if we ignore lower-order terms. The drawback of this stricter bound is that to achieve it, the
learning rate must be chosen very carefully, and the optimal learning rate actually depends on $\operatorname{Loss}_{\phi}(\Omega, S)$. Hence, (27) gives an indication of the performance of the algorithm when it is tuned well, but this bound is less robust against changes in tuning than (26) that is achieved by a learning rate that does not depend on $\operatorname{Loss}_{\phi}(\Omega, S)$.

The bounds (26) and (27) show us the asymptotic performance of the general additive algorithm when $\operatorname{Loss}_{\phi}(\Omega)$ is large for all $\Omega$. Typically, we would expect $\operatorname{Loss}_{\phi}(\Omega, S)$ to be roughly linear in the length $\ell$ of the trial sequence $S$. Hence, for long sequences the lower-order terms are relatively less important. However, for short sequences the lowerorder terms can be quite significant. In particular, they contain the dependence of the loss on the dimensionality $n$ of the problem. Thus, unless the number of examples is significantly larger than the dimensionality, we need to analyze the lower-order terms carefully.

The lower-order terms in the bounds (26) and (27) will be given in terms of a product of three factors. The first factor is the divergence $\Delta_{\psi}\left(\Theta_{1}, \Theta\right)$ where $\Theta_{1}$ is the algorithm's initial parameter matrix and $\Theta$ is such that $\Omega=\psi(\Theta)$. The second factor, which we define by

$$
\begin{equation*}
b_{\mathcal{X}, \psi}=\sup \left\{\boldsymbol{x}^{\mathrm{T}} \mathrm{D} \psi(\boldsymbol{\theta}) \boldsymbol{x} \mid \boldsymbol{\theta} \in \mathbf{R}^{n}, \boldsymbol{x} \in \mathcal{X}\right\} \tag{28}
\end{equation*}
$$

where $\mathcal{X}=\left\{\boldsymbol{x}_{1}, \ldots, \boldsymbol{x}_{\ell}\right\}$ is the set of input vectors, can be interpreted as the maximum norm of any input vector in a norm defined by the parameterization function $\psi$. In Example 5 below we show how $b_{\mathcal{X}, \psi}$ can easily be evaluated when $\psi$ is a linear function or the softmax function. The third factor $c_{\phi}$, defined as

$$
\begin{equation*}
c_{\phi}=\sup \left\{\left.\frac{\|\boldsymbol{y}-\hat{\boldsymbol{y}}\|_{2}^{2}}{2 L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})} \right\rvert\, \boldsymbol{y}, \hat{\boldsymbol{y}} \in \overline{V_{\phi}}\right\} \tag{29}
\end{equation*}
$$

relates the matching loss function for the transfer function $\phi$ to the square loss. In Example 6 we evaluate this constant for linear functions, the softmax function, and the one-dimensional case.

Example 5. Consider bounding the value $\boldsymbol{x}^{\mathrm{T}} \mathrm{D} \boldsymbol{\sigma}(\theta) \boldsymbol{x}$ where $\boldsymbol{\sigma}$ is the softmax function (4). As we saw in Example 2, this value is a variance of a random variable with the range $\left\{x_{1}, \ldots, x_{n}\right\}$. Hence, we have $b_{\mathcal{X}, \boldsymbol{\sigma}} \leq \max _{\boldsymbol{x} \in \mathcal{X}}\left(\max _{i} x_{i}-\min _{i} x_{i}\right)^{2} / 4 \leq \max _{\boldsymbol{x} \in \mathcal{X}}\|\boldsymbol{x}\|_{\infty}^{2}$ where $\|x\|_{\infty}=\max _{i}\left|x_{i}\right|$.

If $\psi$ is a linear function with $\psi(\theta)=A \theta$ for a symmetrical positive semidefinite $A$, we clearly have $b_{\mathcal{X}, \psi} \leq \lambda_{\text {max }} \max _{\boldsymbol{x} \in \mathcal{X}}\|\boldsymbol{x}\|_{2}^{2}$ where $\lambda_{\text {max }}$ is the largest eigenvalue of $A$.

Example 6. For the softmax function $\sigma$ given in (4), the matching loss function $L_{\sigma}$ is the relative entropy, for which it is well known that $L_{\boldsymbol{\sigma}}(\boldsymbol{y}, \hat{\boldsymbol{y}}) \geq 2\|\boldsymbol{y}-\hat{\boldsymbol{y}}\|_{2}^{2}$. Hence, we have $c_{\phi} \leq 1 / 4$.

If $\phi$ is a linear function with $\phi(\boldsymbol{\theta})=A \boldsymbol{\theta}$, where $A$ is a $k$ by $k$ symmetrical positive semidefinite matrix, the matching loss function $L$ is given by $L_{\phi}(y, \hat{y})=\frac{1}{2}(\boldsymbol{y}-\hat{\boldsymbol{y}})^{\mathrm{T}}$ $A^{*}(\boldsymbol{y}-\hat{\boldsymbol{y}})$, as explained in Example 1. From this we see that $c_{\phi}$ is the largest eigenvalue of A. (Note the restriction $\boldsymbol{y}, \hat{\boldsymbol{y}} \in V_{\phi}$.)

Finally, consider the special case $k=1$, with $\phi: \mathbf{R} \rightarrow \mathbf{R}$ differentiable and strictly increasing. Let $Z$ be a bound such that $0<\phi^{\prime}(z) \leq Z$ holds for all $z$. Then $\phi$ has a differentiable inverse $\phi^{-1}$, and by doing a variable change $r=\phi^{-1}(z)$ in the integration of (11) we get

$$
L_{\phi}(\phi(a), \phi(\hat{a}))=\int_{a}^{\hat{a}}(\phi(r)-\phi(a)) d r=\int_{\phi(a)}^{\phi(\hat{a})}(z-\phi(a))\left(\phi^{-1}\right)^{\prime}(z) d z
$$

Our assumptions imply $\left(\phi^{-1}\right)^{\prime}(z) \geq 1 / Z$ for all $z$. If $a \leq \hat{a}$, then $z-\phi(a) \geq 0$ for $\phi(a) \leq z \leq \phi(\hat{a})$, and we can estimate

$$
L_{\phi}(\phi(a), \phi(\hat{a})) \geq \frac{1}{Z} \int_{\phi(a)}^{\phi(\hat{a})}(z-\phi(a)) d z=\frac{1}{2 Z}(\phi(\hat{a})-\phi(a))^{2}
$$

If $\hat{a}<a$, then $z-\phi(a) \leq 0$ in the range of the integration, and we get

$$
L_{\phi}(\phi(a), \phi(\hat{a}))=-\int_{\phi(\hat{a})}^{\phi(a)}(z-\phi(a))\left(\phi^{-1}\right)^{\prime}(z) d z \geq \frac{1}{2 Z}(\phi(\hat{a})-\phi(a))^{2}
$$

Hence, we have $c_{\phi} \leq Z$.
The actual loss bounds can now be stated as follows.
Theorem 3. Let $\psi: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ and $\phi: \mathbf{R}^{k} \rightarrow \mathbf{R}^{k}$ have the matching divergence functions $\Delta_{\psi}$ and $\Delta_{\phi}$, respectively. Consider a trial sequence $S=\left(\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1}\right), \ldots,\left(\boldsymbol{x}_{\ell}, \boldsymbol{y}_{\ell}\right)\right)$ with $x_{t} \in$ $\mathcal{X} \subset \mathbf{R}^{n}$ and $y_{t} \in \overline{V_{\phi}}$ for $t=1, \ldots, \ell$. Let $b \geq b_{\mathcal{X}, \psi}$ and $c \geq c_{\phi}$ where $b_{\mathcal{X}, \psi}$ is as in (28) and $c_{\phi}$ as in (29). For an arbitrary initial parameter matrix $\Theta_{1} \in \mathbf{R}^{k \times n}$ and the learning rate $\eta=1 /(2 b c)$ we have

$$
\begin{equation*}
\operatorname{Loss}_{\phi}\left(\mathrm{GA}\left(\psi, \phi, \Theta_{1}, \eta\right), S\right) \leq 2 \operatorname{Loss}_{\phi}\left(\psi\left(\Theta^{*}\right), S\right)+4 b c \Delta_{\psi}\left(\Theta_{1}, \Theta^{*}\right) \tag{30}
\end{equation*}
$$

for any parameter matrix $\Theta^{*} \in \mathbf{R}^{k \times n}$. Further, assume we have a parameter matrix $\Theta^{*} \in$ $\mathbf{R}^{k \times n}$ such that $\operatorname{Loss}_{\phi}\left(\psi\left(\Theta^{*}\right), S\right) \leq K$ and $\Delta_{\psi}\left(\Theta_{1}, \Theta^{*}\right) \leq R$ hold for given values $K>0$ and $R>0$. For the learning rate

$$
\begin{equation*}
\eta=\frac{\sqrt{(b c R)^{2}+K b c R}-b c R}{K b c} \tag{31}
\end{equation*}
$$

we now have

$$
\begin{equation*}
\operatorname{Loss}_{\phi}\left(\mathrm{GA}\left(\psi, \phi, \Theta_{1}, \eta\right), S\right) \leq \operatorname{Loss}_{\phi}\left(\psi\left(\Theta^{*}\right), S\right)+2 \sqrt{K b c R}+4 b c R \tag{32}
\end{equation*}
$$

To understand the bounds of Theorem 3, notice first that the bound (30) is of the form (26). The bound (32) is of the form (27), assuming the parameter $K$ is chosen such that
$K=O\left(\operatorname{Loss}_{\phi}\left(\psi\left(\Theta^{*}\right), S\right)\right)$. Next we see how the actual constants in the bounds come out in some example cases.

To keep the discussion simple, let us assume that $\operatorname{Loss}_{\phi}\left(\psi\left(\Theta^{*}\right), S\right)=0$ for some $\Theta^{*}$, i.e., some weight matrix $\Omega^{*}=\psi\left(\Theta^{*}\right)$ satisfies $\boldsymbol{y}_{t}=\Omega^{*} \boldsymbol{x}_{t}$ for all $t$. In bound (32) we can then take $K=0$, and the bound becomes $L_{\phi}(\mathrm{GA}, S) \leq 4 b c R$. We consider first the constant $c$, which can be chosen based only on the transfer function $\phi$. As we saw in Example 6, we can choose $c=1$ if the transfer function is the identity function, and $c=1 / 4$ if it is the softmax function. The final case we considered in Example 6 was a strictly increasing one-dimensional transfer function. In this case our choice for $c$ is the maximum value of the derivative of the transfer function, which can be quite high for some transfer functions.

Consider now the constants $b$ and $R$. The simplest case is the identity parameterization function with one-dimensional outputs, so there is just one parameter vector $\boldsymbol{\theta}_{t}$, and the matching divergence function is half the squared Euclidean distance. If we use the zero initial vector $\boldsymbol{\theta}_{1}=\mathbf{0}$, we can take $R=\left\|\boldsymbol{\theta}^{*}\right\|_{2}^{2} / 2$. By Example 5, the value $b$ can be chosen as $b=\max _{t}\left\|x_{t}\right\|_{2}^{2}$. Assuming for concreteness the identity transfer function and $c=1$, the final bound now becomes $L_{\phi}(\mathrm{GA}, S) \leq 2\left\|\boldsymbol{\theta}^{*}\right\|_{2}^{2} \max _{t}\left\|\boldsymbol{x}_{t}\right\|_{2}^{2}$. Thus, the bound is essentially the product of two squared norms, the norm of the correct weight vector $\boldsymbol{\theta}^{*}$ and the maximum norm of the instances. In the multidimensional case, the bound will have the sum of the squared norms of all the rows of the correct weight matrix $\Theta^{*}$.
As another example, consider the softmax parameterization function $\psi=\sigma$. We need to assume that the correct weight matrix $\Omega^{*}$ is in the range of $\sigma$, i.e., all its entries are positive and each row sums to 1 . We start again with the one-dimensional case. By Example 5, we can take $b=\max _{t}\left\|\boldsymbol{x}_{t}\right\|_{\infty}^{2}$. The matching divergence $\Delta_{\psi}$ is now the relative entropy. To see a crude upper bound for it, choose again zero initial parameters $\boldsymbol{\theta}_{1}=\mathbf{0}$, so $\boldsymbol{\omega}_{1}=$ $(1 / n, \ldots, 1 / n)$. For any parameter vector $\boldsymbol{\theta}^{*} \in \mathbf{R}^{n}$ and the corresponding weight vector $\boldsymbol{\omega}=\boldsymbol{\sigma}(\boldsymbol{\theta})$, we then have

$$
\begin{aligned}
\Delta_{\psi}\left(\boldsymbol{\theta}_{1}, \boldsymbol{\theta}\right) & =\sum_{i=1}^{n} \omega_{i} \ln \frac{\omega_{i}}{\omega_{1, i}} \\
& =\sum_{i=1}^{n} \omega_{i} \ln \omega_{i}+\ln n \\
& \leq \ln n
\end{aligned}
$$

In this case we can thus take $R=\ln n$, so the final bound (for identity transfer function with $c=1$ ) becomes $L_{\phi}(\mathrm{GA}, S) \leq 4 \max _{t}\left\|x_{t}\right\|_{\infty}^{2} \ln n$. For the multidimensional case we get an additional factor of $k$, since we need to replace the relative entropy for one weight vector with the sum of relative entropies for all the rows in the weight matrix.

The assumption that $\Omega^{*}$ is in the range of $\sigma$ is of course quite restricting. This restriction can be circumvented by a standard reduction. We replace each $\boldsymbol{x}_{t}=\left(x_{t, 1}, \ldots, x_{t, n}\right) \in \mathbf{R}^{n}$ by $\boldsymbol{x}_{t}^{\prime}=\left(U x_{t, 1}, \ldots, U x_{t, n},-U x_{t, 1}, \ldots,-U x_{t, n}\right) \in \mathbf{R}^{2 n}$ for a suitable constant $U>0$. Then for any vector $\boldsymbol{\omega} \in \mathbf{R}^{n}$ with $\|\boldsymbol{\omega}\|_{1} \leq U$ there is a vector $\boldsymbol{\omega}^{\prime} \in[0,1]^{n}$ such that we have $\boldsymbol{\omega} \cdot \boldsymbol{x}_{t}=\boldsymbol{\omega}^{\prime} \cdot \boldsymbol{x}_{t}^{\prime}$ for all $\boldsymbol{x}_{t}$ and additionally $\sum_{i=1}^{n} \omega_{i}^{\prime}=1$. Assuming now that we know an upper bound $U \geq\left\|\boldsymbol{\omega}^{*}\right\|_{1}$ for the 1-norm of the correct weight vector $\boldsymbol{\omega}^{*}$, it is easy to
see that an algorithm GA that works as GA but transforms each inputs $\boldsymbol{x}_{t}$ into $\boldsymbol{x}_{t}^{\prime}$ as above achieves the loss bound $L_{\phi}\left(\mathrm{GA}^{\prime}, S\right) \leq 4 U^{2} \max _{t}\left\|\boldsymbol{x}_{t}\right\|_{\infty}^{2} \ln (2 n)$. Hence, again the bound has the squared product of two norms.

As we have seen, the GA algorithm with the identity parameterization function corresponds to the gradient descent algorithm. The GA algorithm with the softmax parameterization function corresponds to the exponentiated gradient algorithm (Kivinen \& Warmuth, 1997). Earlier work (Kivinen \& Warmuth, 1997; Helmbold, Kivinen, \& Warmuth, 1999) has considered the gradient descent and exponentiated gradient algorithms for one-dimensional outputs and shown loss bounds with the same products of dual norms that appear here. See those earlier papers for a discussion of the implications of such bounds and some simulation results.

Loss bounds with products of norms also appear in classification with linear threshold functions, which can be related to regression with a matching loss function via the hinge loss (Gentile \& Warmuth, 1999). The Perceptron algorithm for classification is analogous to the gradient descent algorithm for regression: the loss bound depends on the product of the 2-norm of the instances and the 2-norm of the correct weight vector. The normalized Winnow algorithm (Littlestone, 1989) is analogous to the exponentiated gradient algorithm: the loss bound depends on the product of the $\infty$-norm of the instances and the 1-norm of the correct weight vector. Grove, Littlestone, and Schuurmans (1997) have generalized this by giving for each $p>2$ a classification algorithm that has a loss bound in terms of on the $p$-norm of the instances and the $q$-norm of the correct weight vector, where $1 / p+1 / q=1$. This result for general norm pairs has also been extended to linear regression (Gentile \& Littlestone, 1999).

We now turn to proving Theorem 3. The following key lemma is a straightforward generalization of a result of Warmuth and Jagota (1997).

Lemma 4. Let $\Theta_{t+1}$ denote the parameter matrix of $\mathrm{GA}\left(\psi, \phi, \Theta_{1}, \eta\right)$ after trial $t$ on a trial sequence $S$. For an arbitrary parameter matrix $\Theta^{*} \in \mathbf{R}^{k \times n}$ we now have

$$
\begin{align*}
\operatorname{Loss}_{\phi}\left(\operatorname{GA}\left(\psi, \phi, \Theta_{1}, \eta\right), S\right) \leq & \operatorname{Loss}_{\phi}\left(\psi\left(\Theta^{*}\right), S\right) \\
& +\frac{1}{\eta}\left(\Delta_{\psi}\left(\Theta_{1}, \Theta^{*}\right)-\Delta_{\psi}\left(\Theta_{\ell+1}, \Theta^{*}\right)\right) \\
& +\frac{1}{\eta} \sum_{t=1}^{\ell} \Delta_{\psi}\left(\Theta_{t+1}, \Theta_{t}\right) \tag{33}
\end{align*}
$$

Proof: We consider a trial sequence $S=\left(\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1}\right), \ldots,\left(\boldsymbol{x}_{\ell}, \boldsymbol{y}_{\ell}\right)\right)$ with $\boldsymbol{y}_{t} \in V_{\phi}$ for $t=$ $1, \ldots, \ell$. For the more general case $\boldsymbol{y}_{t} \in \overline{V_{\phi}}$ the claim follows by continuity.

Let now $\boldsymbol{\theta}_{j}^{*}$ and $\boldsymbol{\theta}_{t, j}$ be the $j$ th row of $\Theta^{*}$ and $\Theta_{t}$, respectively. By Proposition 1, we can write

$$
\begin{aligned}
& \Delta_{\psi}\left(\Theta_{t}, \Theta^{*}\right)-\Delta_{\psi}\left(\Theta_{t+1}, \Theta^{*}\right) \\
& \quad=\sum_{j=1}^{k}\left(\Delta_{\psi}\left(\boldsymbol{\theta}_{t, j}, \boldsymbol{\theta}_{j}^{*}\right)-\Delta_{\psi}\left(\boldsymbol{\theta}_{t+1, j}, \boldsymbol{\theta}_{j}^{*}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& =-\sum_{j=1}^{k}\left(\Delta_{\psi}\left(\boldsymbol{\theta}_{t+1, j}, \boldsymbol{\theta}_{t, j}\right)+\left(\boldsymbol{\psi}\left(\boldsymbol{\theta}_{t, j}\right)-\boldsymbol{\psi}\left(\boldsymbol{\theta}_{j}^{*}\right)\right) \cdot\left(\boldsymbol{\theta}_{t+1, j}-\boldsymbol{\theta}_{t, j}\right)\right) \\
& =-\sum_{j=1}^{k}\left(\Delta_{\psi}\left(\boldsymbol{\theta}_{t+1, j}, \boldsymbol{\theta}_{t, j}\right)+\eta\left(y_{t, j}-\hat{y}_{t, j}\right)\left(\psi\left(\boldsymbol{\theta}_{t, j}\right) \cdot \boldsymbol{x}_{t}-\boldsymbol{\psi}\left(\boldsymbol{\theta}_{j}^{*}\right) \cdot \boldsymbol{x}_{t}\right)\right) \\
& =-\left(\Delta_{\psi}\left(\Theta_{t+1}, \Theta_{t}\right)+\eta\left(\boldsymbol{y}_{t}-\hat{\boldsymbol{y}}_{t}\right) \cdot\left(\hat{\boldsymbol{a}}_{t}-\boldsymbol{a}_{t}^{*}\right)\right),
\end{aligned}
$$

where $\hat{\boldsymbol{a}}_{t}=\boldsymbol{\psi}\left(\Theta_{t}\right) \boldsymbol{x}_{t}$ is the vector of the linear activations at time $t$, and similarly $\boldsymbol{a}_{t}^{*}=$ $\psi\left(\Theta^{*}\right) x_{t}$.

To bound the loss $L_{\phi}\left(\boldsymbol{y}_{t}, \hat{\boldsymbol{y}}_{t}\right)$, where now $\hat{\boldsymbol{y}}_{t}=\boldsymbol{\phi}\left(\hat{\boldsymbol{a}}_{t}\right)$, in terms of $L_{\phi}\left(\boldsymbol{y}_{t}, \boldsymbol{\phi}\left(\boldsymbol{a}_{t}^{*}\right)\right)$, we note that $L_{\phi}(\boldsymbol{y}, \phi(\boldsymbol{a}))$ is convex in $\boldsymbol{a}$ and hence bounded from below by its first order Taylor expansion. Hence, by applying (3) to write the Taylor expansion we get

$$
L_{\phi}\left(\boldsymbol{y}_{t}, \phi\left(\boldsymbol{a}_{t}^{*}\right)\right) \geq L_{\phi}\left(\boldsymbol{y}_{t}, \phi\left(\hat{\boldsymbol{a}}_{t}\right)\right)+\left(\phi\left(\hat{\boldsymbol{a}}_{t}\right)-\boldsymbol{y}_{t}\right) \cdot\left(\boldsymbol{a}_{t}^{*}-\hat{\boldsymbol{a}}_{t}\right) .
$$

Combining this with the expression given above for $\Delta_{\psi}\left(\Theta_{t}, \Theta^{*}\right)-\Delta_{\psi}\left(\Theta_{t+1}, \Theta^{*}\right)$ yields

$$
\begin{aligned}
L_{\phi}\left(\boldsymbol{y}_{t}, \phi\left(\hat{\boldsymbol{a}}_{t}\right)\right) \leq & L_{\phi}\left(\boldsymbol{y}_{t}, \phi\left(\boldsymbol{a}_{t}^{*}\right)\right)+\frac{1}{\eta}\left(\Delta_{\psi}\left(\Theta_{t}, \Theta^{*}\right)\right. \\
& \left.-\Delta_{\psi}\left(\Theta_{t+1}, \Theta^{*}\right)+\Delta_{\psi}\left(\Theta_{t+1}, \Theta_{t}\right)\right),
\end{aligned}
$$

from which (33) follows directly by a summation over $t$.
Suitable bounds applied to the divergences $\Delta_{\psi}\left(\Theta_{t+1}, \Theta_{t}\right)$ in (33) give the following bound.

Lemma 5. Let $\boldsymbol{\psi}: \mathbf{R}^{n} \rightarrow \mathbf{R}^{n}$ and $\phi: \mathbf{R}^{k} \rightarrow \mathbf{R}^{k}$ have the matching divergence functions $\Delta_{\psi}$ and $\Delta_{\phi}$, respectively. Consider a trial sequence $S=\left(\left(\boldsymbol{x}_{1}, \boldsymbol{y}_{1}\right), \ldots,\left(\boldsymbol{x}_{\ell}, \boldsymbol{y}_{\ell}\right)\right)$ with $\boldsymbol{x}_{t} \in \mathcal{X} \subset \mathbf{R}^{n}$ and $\boldsymbol{y}_{t} \in \overline{V_{\phi}}$ for $t=1, \ldots, \ell$. Let $b \geq b_{\mathcal{X}, \psi}$ and $c \geq c_{\phi}$ where $b_{\mathcal{X}, \psi}$ is as in (28) and $c_{\phi}$ as in (29). For any initial parameter matrix $\Theta_{1} \in \mathbf{R}^{k \times n}$ and learning rate $\eta$ we have

$$
\begin{equation*}
\operatorname{Loss}_{\phi}\left(\mathrm{GA}\left(\psi, \phi, \Theta_{1}, \eta\right), S\right) \leq \frac{\operatorname{Loss}_{\phi}\left(\psi\left(\Theta^{*}\right), S\right)}{1-b c \eta}+\frac{\Delta_{\psi}\left(\Theta_{1}, \Theta^{*}\right)}{\eta-b c \eta^{2}} \tag{34}
\end{equation*}
$$

for all parameter matrices $\Theta^{*} \in \mathbf{R}^{k \times n}$.
Proof: For $j=1, \ldots, k$, write $R_{j}=\left\{(1-s) \boldsymbol{\theta}_{t, j}+s \boldsymbol{\theta}_{t+1, j} \mid 0 \leq s \leq 1\right\}$. By Proposition 2 and our assumptions about the functions $\boldsymbol{\psi}$ and $\phi$ we have

$$
\begin{aligned}
\Delta_{\psi}\left(\Theta_{t+1}, \Theta_{t}\right) & =\sum_{j=1}^{k} \Delta_{\psi}\left(\boldsymbol{\theta}_{t+1, j}, \boldsymbol{\theta}_{t, j}\right) \\
& \leq \sum_{j=1}^{k} \frac{1}{2} \max _{\boldsymbol{\theta} \in \mathrm{R}_{\mathrm{j}}}\left(\left(\boldsymbol{\theta}_{t+1, j}-\boldsymbol{\theta}_{t, j}\right)^{\mathrm{T}} \mathrm{D} \psi(\boldsymbol{\theta})\left(\boldsymbol{\theta}_{t+1, j}-\boldsymbol{\theta}_{t, j}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{1}{2} \sup _{\boldsymbol{\theta} \in \mathbf{R}^{\mathrm{N}}}\left(\boldsymbol{x}_{t}^{\mathrm{T}} \mathrm{D} \boldsymbol{\psi}(\boldsymbol{\theta}) \boldsymbol{x}_{t}\right) \eta^{2} \sum_{j=1}^{k}\left\|y_{t, j}-\hat{y}_{t, j}\right\|_{2}^{2} \\
& \leq \frac{b_{\mathcal{X}}, \boldsymbol{\psi}}{2} \eta^{2}\left(\boldsymbol{y}_{t}-\hat{\boldsymbol{y}}_{t}\right)^{2} \\
& \leq b_{\mathcal{X}, \psi} c_{\phi} \eta^{2} L_{\phi}\left(\boldsymbol{y}_{t}, \hat{\boldsymbol{y}}_{t}\right) .
\end{aligned}
$$

Now (34) follows directly from (33) by omitting the negative term $-\Delta_{\psi}\left(\Theta_{\ell+1}, \Theta^{*}\right)$.
We are now ready to prove our main theorem.
Proof of Theorem 3. Substituting $\eta=1 /(2 b c)$ into (34) gives (30). To obtain (32) we first notice that for $K \geq \operatorname{Loss}_{\phi}\left(\psi\left(\Theta^{*}\right), S\right)$ and $R \geq \Delta_{\psi}\left(\Theta_{1}, \Theta^{*}\right)$ (34) implies

$$
\operatorname{Loss}_{\phi}\left(\operatorname{GA}\left(\psi, \phi, \Theta_{1}, \eta\right), S\right) \leq \operatorname{Loss}_{\phi}\left(\psi\left(\Theta^{*}\right), S\right)+K h(b c \eta, b c R / K)
$$

where $h(r, z)=r /(1-r)+z /\left(r-r^{2}\right)$. A simple but tedious calculation shows that $h\left(\sqrt{z^{2}+z}-z, z\right) \leq 2 \sqrt{z}+4 z$, so (31) implies (32).

We close the technical part of the paper by briefly considering alternative methods for bounding the term $\sum_{t=1}^{\ell} \Delta_{\psi}\left(\Theta_{t+1}, \Theta_{t}\right)$ in (33). Here we consider only the case $k=1$ with one-dimensional outputs; some of these ideas also generalize to the multi-dimensional case. First we see how the methods used by Cesa-Bianchi (1999) to deal with non-matching loss functions relate to our present framework. Fix now a strictly increasing differentiable transfer function $\phi: \mathbf{R} \rightarrow \mathbf{R}$, and let $L$ be a twice differentiable function on $V_{\phi} \times V_{\phi}$ such that $L(y, \phi(a))$ is convex in $a$. In the case of linear regression, with the identity function as the transfer function $\phi$, this property holds for any convex loss function, and Cesa-Bianchi (1999) has shown that it also is holds for the Hellinger loss with the logistic function as the transfer function.

Note that if $L=L_{\phi}$, the change $\boldsymbol{\theta}_{t+1}-\boldsymbol{\theta}_{t}=\eta\left(y_{t}-\hat{y}_{t}\right) \boldsymbol{x}_{t}$ in the parameter vector of the GA algorithm at trial $t$ can by (3) be written as $\eta \nabla_{\omega} L\left(y_{t}, \phi\left(\boldsymbol{\omega} \cdot \boldsymbol{x}_{t}\right)\right)$ with the gradient evaluated at $\boldsymbol{\omega}=\boldsymbol{\psi}\left(\boldsymbol{\theta}_{t}\right)$. Thus, with the matching loss $L=L_{\phi}$ we obtain the update of the GA algorithm as a special case of the update

$$
\begin{equation*}
\boldsymbol{\theta}_{t+1}=\boldsymbol{\theta}_{t}-\eta\left(\nabla_{\omega} L\left(y_{t}, \phi\left(\boldsymbol{\omega} \cdot \boldsymbol{x}_{t}\right)\right)\right)_{\omega=\psi\left(\boldsymbol{\theta}_{t}\right)} . \tag{35}
\end{equation*}
$$

We denote the algorithm with the more general update (35) by GA ${ }_{L}$. Notice that if $\psi$ is the identity function, we get the gradient descent, and for $\psi$ the softmax, we get the exponentiated gradient algorithm.

We also define $\operatorname{Loss}_{L, \phi}(\boldsymbol{\omega}, S)=\sum_{t=1}^{\ell} L\left(y_{t}, \phi\left(\boldsymbol{\omega} \cdot \boldsymbol{x}_{t}\right)\right)$, and $\operatorname{Loss}_{L, \phi}(A, S)$ for a prediction algorithm $A$ similarly. The only special property of the loss function $L_{\phi}$ needed in the proof of Lemma 4 was that fact that $L_{\phi}(y, \phi(a))$ is convex in $a$. Hence, Lemma 4 remains true if we replace $G A$ by $\mathrm{GA}_{L}$ and $\operatorname{Loss}_{\phi}$ by $\operatorname{Loss}_{L, \phi}$ where $L$ satisfies the convexity condition given above.

To see how bounds such as those given by Cesa-Bianchi (1999) can be obtained from Lemma 4, we derive for the terms $\Delta_{\psi}\left(\boldsymbol{\theta}_{t+1}, \boldsymbol{\theta}_{t}\right)$ bounds somewhat different from those of the proof of Lemma 5. As $\nabla_{\omega} L\left(y_{t}, \phi\left(\boldsymbol{\omega} \cdot \boldsymbol{x}_{t}\right)\right)=\left(\partial L\left(y_{t}, \phi(a)\right) / \partial a\right)_{a=\omega \cdot \boldsymbol{x}_{\mathrm{t}}} \boldsymbol{x}_{t}$, applying Proposition 2 to the update (35) yields

$$
\Delta_{\psi}\left(\boldsymbol{\theta}_{t+1}, \boldsymbol{\theta}_{t}\right)=\frac{1}{2} \eta^{2}\left(\frac{\partial L\left(y_{t}, \phi(a)\right.}{\partial a}\right)_{a=\psi\left(\boldsymbol{\theta}_{t}\right) \cdot \boldsymbol{x}_{t}}^{2} \boldsymbol{x}_{t}^{\mathrm{T}} \mathrm{D} \psi(\boldsymbol{\theta}) \boldsymbol{x}_{t}
$$

for some $\boldsymbol{\theta}$. If we now assume a bound $\left|\partial L\left(y_{t}, \phi(a)\right) / \partial a\right| \leq Z$ for the derivative of the loss function combined with the transfer function, we get $\Delta_{\phi}\left(\boldsymbol{\theta}_{t+1}, \boldsymbol{\theta}_{t}\right) \leq \eta^{2} Z^{2} b_{\mathcal{X}, \psi} / 2$, so Lemma 4 implies

$$
\begin{aligned}
& \operatorname{Loss}_{L, \phi}\left(\mathrm{GA}_{L}\left(\boldsymbol{\psi}, \phi, \Theta_{1}, \eta\right), S\right) \\
& \quad \leq \operatorname{Loss}_{L, \phi}\left(\psi\left(\theta^{*}\right), S\right)+\frac{1}{\eta} \Delta_{\psi}\left(\theta_{1}, \theta^{*}\right)+\frac{1}{2} \ell \eta Z^{2} b_{\mathcal{X}, \psi}
\end{aligned}
$$

Choosing $\eta=\sqrt{2 \Delta_{\psi}\left(\theta_{1}, \theta^{*}\right) / \ell b_{\mathcal{X}, \psi}} / Z$ gives

$$
\begin{aligned}
& \operatorname{Loss}_{L, \phi}\left(\mathrm{GA}_{L}\left(\boldsymbol{\psi}, \boldsymbol{\phi}, \Theta_{1}, \eta\right), S\right) \\
& \quad \leq \operatorname{Loss}_{L, \phi}\left(\boldsymbol{\psi}\left(\theta^{*}\right), S\right)+Z \sqrt{2 \ell \Delta_{\psi}\left(\theta_{1}, \theta^{*}\right) b_{\mathcal{X}, \psi}}
\end{aligned}
$$

If we now bound $b_{\mathcal{X}, \psi}$ as shown in Example 5 for the identity and softmax functions, we get essentially the the basic bound given by Cesa-Bianchi (1999) for the gradient descent and exponentiated gradient algorithms. Note that here the linear dependence on $\sqrt{K}$ of (32), where $K$ is an estimated loss for the best fixed predictor, is replaced by a linear dependence on $\sqrt{\ell}$, where $\ell$ is the length of the sequence. Thus, if the best fixed predictor incurs on the average a constant loss per trial, the two bounds give the same asymptotic order for the additional loss $\operatorname{Loss}(\mathrm{GA}, S)-\operatorname{Loss}\left(\Omega^{*}, S\right)$. Cesa-Bianchi also shows how the $\sqrt{\ell}$ dependence can be replaced by a $\sqrt{K}$ dependence if the loss function satisfies somewhat different assumptions.

As another alternative method, assume that $\left(y_{t}-\hat{y}_{t}\right)^{2} \leq 4 Y^{2}$ for some $Y>0$. This is the case if, for example, we always have $\left|y_{t}\right| \leq Y$ and $\left|\hat{y}_{t}\right| \leq Y$. Even if we assume a bounded range for the desired outcomes $y_{t}$, which is reasonable in many situations, this does not immediately guarantee a similar bound for the predictions $\hat{y}_{t}$ of the GA algorithm. However, consider modifying the algorithm by defining $\tilde{y}_{t}=\phi\left(\boldsymbol{\psi}\left(\boldsymbol{\theta}_{t}\right) \cdot \boldsymbol{x}_{t}\right)$ and then predicting with

$$
\hat{y}_{t}= \begin{cases}-Y & \text { if } \tilde{y}_{t}<-Y \\ \tilde{y}_{t} & \text { if }-Y \leq \tilde{y}_{t} \leq Y \\ Y & \text { if } Y<\tilde{y}_{t}\end{cases}
$$

This modified prediction is also used in the update, so we still have $\boldsymbol{\theta}_{t+1}=\boldsymbol{\theta}_{t}+\eta\left(y_{t}-\hat{y}_{t}\right) \boldsymbol{x}_{t}$. Let us denote the modified algorithm by $\mathrm{GA}^{Y}$. Then following the proof of Lemma 5, we
can show for the $\mathrm{GA}^{Y}$ algorithm the bound

$$
\Delta_{\psi}\left(\boldsymbol{\theta}_{t+1}, \boldsymbol{\theta}_{t}\right) \leq 2 b_{\mathcal{X}, \psi} \eta^{2} Y^{2}
$$

assuming $\left|y_{t}\right| \leq Y$. Since the proof of Lemma 4 is also valid for the modified algorithm $\mathrm{GA}^{Y}$, we obtain

$$
\begin{aligned}
& \operatorname{Loss}_{\phi}\left(\mathrm{GA}^{Y}\left(\psi, \phi, \Theta_{1}, \eta\right), S\right) \\
& \quad \leq \operatorname{Loss}_{\phi}\left(\psi\left(\theta^{*}\right), S\right)+\frac{1}{\eta} \Delta_{\psi}\left(\theta_{1}, \theta^{*}\right)+2 \ell \eta Y^{2} b_{\mathcal{X}, \psi}
\end{aligned}
$$

Choosing $\eta=\sqrt{\Delta_{\psi}\left(\theta_{1}, \theta^{*}\right) / 2 \ell b_{\mathcal{X}, \psi}} / Y$ gives

$$
\begin{aligned}
& \operatorname{Loss}_{L, \phi}\left(\mathrm{GA}^{Y}\left(\psi, \phi, \Theta_{1}, \eta\right), S\right) \\
& \quad \leq \operatorname{Loss}_{L, \phi}\left(\psi\left(\theta^{*}\right), S\right)+2 Y \sqrt{2 \ell \Delta_{\psi}\left(\theta_{1}, \theta^{*}\right) b_{\mathcal{X}, \psi}}
\end{aligned}
$$

again with a linear dependence on $\sqrt{\ell}$ for $Y$ a constant.

## Appendix A: Existence of matching loss

We consider briefly some sufficient conditions under which (16) defines a unique loss function $L_{\phi}$. For the value $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})$ to be uniquely defined by (16) for all $\boldsymbol{y}$ and $\hat{\boldsymbol{y}}$ in the range of $\phi$, we must have $\Delta_{\phi}(\hat{\boldsymbol{a}}, \boldsymbol{a})=\Delta_{\phi}\left(\hat{\boldsymbol{a}}^{\prime}, \boldsymbol{a}^{\prime}\right)$ when $\phi(\hat{\boldsymbol{a}})=\phi\left(\hat{\boldsymbol{a}}^{\prime}\right)$ and $\phi(\boldsymbol{a})=\phi\left(\boldsymbol{a}^{\prime}\right)$. We also need to check that the loss function satisfies $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})>0$ for $\boldsymbol{y} \neq \hat{\boldsymbol{y}}$.

Consider first the case in which the potential function $P_{\phi}$ is strictly convex, i.e., for all $\boldsymbol{a}$ and $\hat{\boldsymbol{a}}$ we have $P_{\phi}((1-s) \boldsymbol{a}+s \hat{\boldsymbol{a}})<(1-s) P_{\phi}(\boldsymbol{a})+s P_{\phi}(\hat{\boldsymbol{a}})$ for $0<s<1$. Then the gradient $\phi$ is one-to-one, so the value $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})$ is uniquely defined by (16) for all $\boldsymbol{y}$ and $\hat{\boldsymbol{y}}$. Further, from the characterization of the matching loss as the error in the first-order Taylor approximation for $P_{\phi}$, it is clear that the loss $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})$ is strictly positive for $\boldsymbol{y} \neq \hat{\boldsymbol{y}}$.

We now consider the possibility that $P_{\phi}$ is convex but not strictly convex. We also make one additional assumption. Let $\mathrm{Z}_{\phi}(\boldsymbol{a})$ be the zero space of the Hessian $\mathrm{D}^{2} P_{\phi}(\boldsymbol{a})$, i.e.,

$$
\mathrm{Z}_{\phi}(\boldsymbol{a})=\left\{\boldsymbol{x} \mid \mathrm{D}^{2} P_{\phi}(\boldsymbol{a}) \boldsymbol{x}=\mathbf{0}\right\} .
$$

We are next going to show that for a loss satisfying (16) to exists, it is sufficient to make the additional assumption that the zero space $\mathrm{Z}_{\phi}(\boldsymbol{a})$ of the Hessian is the same for all $\boldsymbol{a}$. In other words, our assumption is that if for a given $\boldsymbol{x}$ we have $\mathrm{D}^{2} P_{\phi}(\boldsymbol{a}) \boldsymbol{x}=\mathbf{0}$ for some $\boldsymbol{a}$ then actually $\mathrm{D}^{2} P_{\phi}\left(\boldsymbol{a}^{\prime}\right) \boldsymbol{x}=\mathbf{0}$ for all $\boldsymbol{a}^{\prime}$. Intuitively, this means that there is a fixed set of directions along which $P_{\phi}$ is linear, and along any other direction $P_{\phi}$ is strictly convex. We are going to prove that under this assumption, $\phi(\hat{\boldsymbol{a}})=\phi\left(\hat{\boldsymbol{a}}^{\prime}\right)$ and $\boldsymbol{\phi}(\boldsymbol{a})=\phi\left(\boldsymbol{a}^{\prime}\right)$ implies $\Delta_{\phi}(\hat{\boldsymbol{a}}, \boldsymbol{a})=\Delta_{\phi}\left(\hat{\boldsymbol{a}}^{\prime}, \boldsymbol{a}^{\prime}\right)$.

Consider first vectors $\boldsymbol{a}$ and $\boldsymbol{a}^{\prime}$ for which $\phi(\boldsymbol{a})=\phi\left(\boldsymbol{a}^{\prime}\right)$ holds. Hence, the gradient of $P_{\phi}$ is the same at $\boldsymbol{a}$ and $\boldsymbol{a}^{\prime}$, so by convexity, $P_{\phi}$ must be linear on the line between $\boldsymbol{a}$ and $\boldsymbol{a}^{\prime}$. In
particular, $P_{\phi}\left(\boldsymbol{a}^{\prime}\right)-P_{\phi}(\boldsymbol{a})=\phi(\boldsymbol{a}) \cdot\left(\boldsymbol{a}^{\prime}-\boldsymbol{a}\right)$. By direct substitution into (19) we now see that $\Delta_{\phi}(\hat{\boldsymbol{a}}, \boldsymbol{a})=\Delta_{\phi}\left(\hat{\boldsymbol{a}}, \boldsymbol{a}^{\prime}\right)$ holds for all $\hat{\boldsymbol{a}}$.

Assume now $\phi(\hat{\boldsymbol{a}})=\phi\left(\hat{\boldsymbol{a}}^{\prime}\right)$. As above, this implies that the first order Taylor approximation for $P_{\phi}$ around $\hat{\boldsymbol{a}}$ gives the the value $P_{\phi}\left(\hat{\boldsymbol{a}}^{\prime}\right)$ exactly, so $\Delta_{\phi}\left(\hat{\boldsymbol{a}}^{\prime}, \hat{\boldsymbol{a}}\right)=0$. This also means that the error term, given by $\left(\hat{\boldsymbol{a}}^{\prime}-\hat{\boldsymbol{a}}\right)^{\mathrm{T}} \mathrm{D}^{2} P_{\phi}\left((1-s) \hat{\boldsymbol{a}}+s \hat{\boldsymbol{a}}^{\prime}\right)\left(\hat{\boldsymbol{a}}^{\prime}-\hat{\boldsymbol{a}}\right)$ for some $0 \leq s \leq 1$, must be zero. Recall that the Eigenvectors of any symmetrical $k \times k$ real matrix span $\mathbf{R}^{k}$, and Eigenvectors corresponding to different Eigenvalues are orthogonal. Take now an arbitrary vector $\boldsymbol{x}$ and write it as a linear combination of Eigenvectors of $\mathrm{D}^{2} P_{\phi}(\boldsymbol{a})$. Since we assume all the corresponding Eigenvalues to be nonnegative, using this representation shows us that $\boldsymbol{x}^{\mathrm{T}} \mathrm{D}^{2} P_{\phi}\left(\boldsymbol{a}^{\prime}\right) \boldsymbol{x}=0$ implies $\mathrm{D}^{2} P_{\phi}\left(\boldsymbol{a}^{\prime}\right) \boldsymbol{x}=0$. Thus, we see that $\hat{\boldsymbol{a}}^{\prime}-\hat{\boldsymbol{a}} \in \mathrm{Z}_{\phi}\left((1-s) \hat{\boldsymbol{a}}+s \hat{\boldsymbol{a}}^{\prime}\right)$ and, by our additional assumption, $\hat{\boldsymbol{a}}^{\prime}-\hat{\boldsymbol{a}} \in \mathrm{Z}_{\phi}(\boldsymbol{a})$ for all $\boldsymbol{a}$. This implies that the component of the gradient $\boldsymbol{\phi}(\boldsymbol{a})$ in the direction of $\hat{\boldsymbol{a}}^{\prime}-\hat{\boldsymbol{a}}$ is constant with respect to $\boldsymbol{a}$ :

$$
\nabla_{\boldsymbol{a}}\left(\left(\hat{\boldsymbol{a}}^{\prime}-\hat{\boldsymbol{a}}\right) \cdot \phi(\boldsymbol{a})\right)=\left(\hat{\boldsymbol{a}}^{\prime}-\hat{\boldsymbol{a}}\right)^{\mathrm{T}} \mathrm{D} \phi(\boldsymbol{a})=0
$$

Hence, we get

$$
\begin{aligned}
\Delta_{\phi}\left(\hat{\boldsymbol{a}}^{\prime}, \boldsymbol{a}\right)-\Delta_{\phi}(\hat{\boldsymbol{a}}, \boldsymbol{a}) & =P_{\phi}\left(\hat{\boldsymbol{a}}^{\prime}\right)-P_{\phi}(\hat{\boldsymbol{a}})+\phi(\boldsymbol{a}) \cdot\left(\hat{\boldsymbol{a}}-\hat{\boldsymbol{a}}^{\prime}\right) \\
& =P_{\phi}\left(\hat{\boldsymbol{a}}^{\prime}\right)-P_{\phi}(\hat{\boldsymbol{a}})+\phi(\hat{\boldsymbol{a}}) \cdot\left(\hat{\boldsymbol{a}}-\hat{\boldsymbol{a}}^{\prime}\right) \\
& =\Delta_{\phi}\left(\hat{\boldsymbol{a}}^{\prime}, \hat{\boldsymbol{a}}\right)=0 .
\end{aligned}
$$

Thus, we have proved that if the zero space $\mathrm{Z}_{\phi}(\boldsymbol{a})$ of the Hessian is the same for all $\boldsymbol{a}$, then $\phi(\hat{\boldsymbol{a}})=\phi\left(\hat{\boldsymbol{a}}^{\prime}\right)$ and $\phi(\boldsymbol{a})=\phi\left(\boldsymbol{a}^{\prime}\right)$ implies $\Delta_{\phi}(\hat{\boldsymbol{a}}, \boldsymbol{a})=\Delta_{\phi}\left(\hat{\boldsymbol{a}}^{\prime}, \boldsymbol{a}^{\prime}\right)$. Hence, (16) defines a unique value $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})$ for all $\boldsymbol{y}$ and $\hat{\boldsymbol{y}}$ in the range of $\phi$. Since $P_{\phi}$ is convex, $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}}) \geq 0$ always holds. We still wish to show that $L_{\phi}(\boldsymbol{y}, \hat{\boldsymbol{y}})=0$ implies $\boldsymbol{y}=\hat{\boldsymbol{y}}$. Thus, assume $\Delta_{\phi}\left(\hat{\boldsymbol{a}}^{\prime}, \hat{\boldsymbol{a}}\right)=0$. We have argued above that now the dot product $\left(\hat{\boldsymbol{a}}^{\prime}-\hat{\boldsymbol{a}}\right) \cdot \boldsymbol{\phi}(\boldsymbol{a})$ has the same value for all $\boldsymbol{a}$. For any $\boldsymbol{x} \in \mathbf{R}^{k}$, we have $P_{\phi}\left(\boldsymbol{x}+\hat{\boldsymbol{a}}-\hat{\boldsymbol{a}}^{\prime}\right)=P_{\phi}(\boldsymbol{x})+\left(\hat{\boldsymbol{a}}-\hat{\boldsymbol{a}}^{\prime}\right) \cdot \phi(\boldsymbol{a})$ for some $\boldsymbol{a}=\boldsymbol{x}+s\left(\hat{\boldsymbol{a}}-\hat{\boldsymbol{a}}^{\prime}\right)$, $0 \leq s \leq 1$. Since we assume the dot product $\left(\hat{\boldsymbol{a}}^{\prime}-\hat{\boldsymbol{a}}\right) \cdot \boldsymbol{\phi}(\boldsymbol{a})$ to be constant with respect to $\boldsymbol{a}$, we can simply write $P_{\phi}\left(\boldsymbol{x}+\hat{\boldsymbol{a}}-\hat{\boldsymbol{a}}^{\prime}\right)=P_{\phi}(\boldsymbol{x})+c\left(\hat{\boldsymbol{a}}, \hat{\boldsymbol{a}}^{\prime}\right)$ for some $c$ that does not depend on $\boldsymbol{x}$. By considering $\boldsymbol{x}$ in the neighborhood of $\hat{\boldsymbol{a}}^{\prime}$ we easily see that $\nabla P_{\phi}(\hat{\boldsymbol{a}})=\nabla P_{\phi}\left(\hat{\boldsymbol{a}}^{\prime}\right)$, i.e., $\phi(\hat{\boldsymbol{a}})=\phi\left(\hat{\boldsymbol{a}}^{\prime}\right)$.

Example 7. Consider the softmax function from Example 2. As we saw there, the Hessian $\mathrm{D}^{2} P_{\boldsymbol{\sigma}}$ has the property that for any $\boldsymbol{x} \in \mathbf{R}^{k}$ the value $\boldsymbol{x}^{\mathrm{T}} \mathrm{D}^{2} P_{\boldsymbol{\sigma}}(\boldsymbol{a}) \boldsymbol{x}$ is the variance of a random variable $X$ with range $\left\{x_{1}, \ldots, x_{k}\right\}$. Further, $X$ takes each value $x_{i}$ with a nonzero probability. Therefore, $\boldsymbol{x}^{\mathrm{T}} \mathrm{D}^{2} P_{\boldsymbol{\sigma}}(\boldsymbol{a}) \boldsymbol{x}=0$ if and only if $\boldsymbol{x}=(c, \ldots, c)$ for some constant $c$. As we have argued above, this implies that $\mathrm{D}^{2} P_{\boldsymbol{\sigma}}(\boldsymbol{a}) \boldsymbol{x}$ is zero if and only if $\boldsymbol{x}=(c, \ldots, c)$ for some constant $c$. Hence, the zero space $\mathrm{Z}_{\phi}(\boldsymbol{a})$ of the Hessian is the same for all $\boldsymbol{a}$, so the matching loss is uniquely defined.

Example 8. Consider the normalization mapping $\phi(\boldsymbol{a})=\boldsymbol{a} /\|\boldsymbol{a}\|_{2}$ from Example 4. The potential is given by $P_{\phi}(\boldsymbol{a})=\|\boldsymbol{a}\|_{2}$. The zero space of the Hessian is given by

$$
\mathrm{Z}_{\phi}(\boldsymbol{a})=\{s \boldsymbol{a} \mid s \in \mathbf{R}\}
$$

and is not constant with respect to $\boldsymbol{a}$. This is consistent with our finding in Example 4 that the matching loss is not well-defined.
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