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Large language models challenge the future of  
higher education

C
hatGPT is a chatbot based on a 
large language model (LLM) that 
generates text in dialogue format. 
It was publicly released by Ope-
nAI in December 2022 and has 

sent shockwaves through the higher educa-
tion sector for its ability to create polished, 
confident-sounding text, which could be 
used to write essays and assignments. While 
for now it can produce answers1 that are 
only competent enough to achieve a pass-
ing mark, it is capable of correctly answering 
multiple-choice questions across several sub-
ject areas, including passing sample questions 
from high-profile licensing examinations. The 
rate of progress of such applications has been 
such that it is not difficult to imagine that a 
much-improved successor of ChatGPT will 
be released soon.

One question that arises is whether and 
how higher education should react. Should 
universities ban its use? Or should academ-
ics instead accept that language models will 
become integral to their professional toolkit, 
and incorporate them in our teaching and 
assessment practices?

On a practical level, allowing the use of 
LLM-based tools would impact the structure 
of assessment. And on the level of professional 
conduct, many share the sentiment that using 
text that is produced by a LLM is on a par with 
committing plagiarism. As universities already 
have harsh penalties in place to sanction pla-
giarism by other means, it seems natural to 
extend them to LLMs. A problem with this 
approach, however, is that it will be challeng-
ing to enforce. Unlike copy-and-pasting or 
paraphrasing, LLMs produce new text that is 
not traceable to a single source, and although 
software to check the likelihood of LLM-aided 
cheating has been released (ref. 2), their reli-
ability appears to be low for now. Moreover, 
any attempt to upgrade detection software is 
likely to fail3 in the face of fast-evolving LLMs.

Another reaction by some universities 
has been to (at least temporarily) revert to 
old-fashioned pen-and-paper, invigilated 
examinations as their primary mode of assess-
ment. While this solution will dramatically 
reduce LLM-related cheating in the short-term, 

it is unlikely to be a sustainable or widely appli-
cable one. The approach can only be used in 
traditional institutions where students are 
physically present, and it is a regressive move 
with respect to the digital transformations in 
higher education4 delivery and assessment 
that were instigated by the global COVID-19 
pandemic. Transforming written assessment 
into oral exams may be better suited to digital 
environments, yet this brings concerns of reli-
ability, validity and scalability.

A third type of reaction to LLMs, and per-
haps the only sustainable one, is to adapt 
and embrace them, as envisaged in a recent 
editorial5 in this journal and consistent with 
the International Baccalaureate’s recent 
announcement regarding their qualifica-
tions6. There are many possibilities to experi-
ment and be creative with ChatGPT when 
teaching and assessing students. However, 
the adoption of ChatGPT (or similar pri-
vately owned applications) as part of stand-
ard practice raises serious risks of negative 
operational, financial, pedagogical and ethi-
cal consequences for universities. In particu-
lar, OpenAI is under no obligation to cater to 
the needs of educational institutions when it 
comes to maintenance and access to its model, 
thus creating basic operational issues if this 
forms part of the assessment.

The long-term pedagogical implications 
of accepting LLMs as learning tools also need 
consideration. Practicing academic writing 
is a common way to teach and assess logical 
argumentation and critical thinking7 (which 
ironically are necessary skills to evaluate a 
LLM’s output). Foreign-language students or 
students who are educationally disadvantaged 
are likely to be the most affected, with educa-
tors placing less emphasis on learning how to 
craft well-written and argued texts. This could 
end up strengthening social divides and dimin-
ishing social mobility once students graduate 
and are thrown into working environments 
where LLMs may not be available or useful.

Another challenge concerns the trust that 
educators can put in the model, how it was 
trained and on what data. Text produced by 
LLMs is a reflection of patterns8 in the train-
ing data. Its use in education could further 

entrench representational harms in ways 
that are insidiously difficult to document 
and redress9. OpenAI made some progress in 
improving the accuracy of ChatGPT on factual 
prompts and also in moderating toxic content. 
However, the limits of this engineering are 
impossible to test, and they have come at the 
cost of exploiting the labour of data workers 
who, it has emerged10, were contracted to view 
and label toxic content. Educators adopting 
ChatGPT in their teaching would implicitly val-
idate these harmful and extractive practices.

Finally, there should be concern about the 
resources that are required for running LLMs, 
particularly in light of hundreds of universi-
ties’ net-zero and low-carbon commitments. 
A recent article estimates ChatGPT’s daily 
carbon footprint to be around 23 kg CO2e, 
about the same as a single return trip from 
London to Paris on the Eurostar, but this does 
not include the cost of training the model. 
While this may appear relatively small, it will 
rapidly increase as the technology becomes 
ubiquitous. Educational institutions should, 
therefore, be mindful of asking students to 
use a model whose operation is actively con-
tributing to the climate crisis, unless the value 
that can be derived from its use demonstrably 
exceeds the environmental cost.

Given these challenges, what can academics 
do? One step could be the creation of pub-
licly funded LLMs in collaboration with open, 
stakeholder-led initiatives like the BigScience 
project. Such models could be specifically 
developed for educational settings, ensur-
ing that they are auditable and transparent 
with regards their human and environmen-
tal costs. This will require a forward-looking 
vision, substantial investments and the active 
involvement and lobbying of educational insti-
tutions and their funders. Excitement about 
ChatGPT and other LLM tools foreshadows 
the huge political issue of who owns and sets 
the standards for education in the age of AI.
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