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The global market for medical artificial intelligence or machine 
learning applications (medical AI/ML apps) is currently val-
ued at above US$10 billion1. Some of these apps are marketed 

directly to healthcare professionals, but there is a burgeoning indus-
try of medical AI/ML apps that are marketed directly to consumers 
for personal use. We call these direct-to-consumer (DTC) medical 
AI/ML apps. Most such apps are predicated around a predictive or 
diagnostic function—they offer cheap and purportedly accurate 
diagnoses of various conditions. A prominent example is the Apple 
Watch irregular rhythm notification feature, an app that is marketed 
directly to consumers for personal screening suggestive of certain 
heart disorders, particularly a condition known as atrial fibrillation 
(AFib)2.

Whether or not such DTC AI/ML apps are subject to regulatory 
review by regulators such as the US Food and Drug Administration 
(FDA) depends on whether the apps are considered to be medical 
devices and their risks to patients. For example, while the Apple 
Watch irregular rhythm notification feature has received market-
ing authorization as a Class II (moderate risk) device2, it is rather 
an exception, and many DTC AI/ML apps are not reviewed by 
the FDA at all. However, even if the FDA undertakes a review, we 
argue that for reasons beyond just individual user risks, the level 
of scrutiny such apps have so far received is not as high as it should 
be. In particular, DTC medical AI/ML apps may seem innocuous 
because they provide additional information, often in the form of 
a diagnostic assessment, which consumers are not obliged to rely 
on; and when in doubt, consumers can seek professional healthcare 
advice. But herein lies the problem. DTC medical AI/ML apps are 
marketed to imperfectly rational and risk-averse decision-makers 
and are designed for cheap, instantaneous and repeated use. As a 
result, errors—particularly false positive judgements—can prolif-
erate quickly, thereby generating substantial negative externalities 
and placing an undue burden on the healthcare system as a whole 
through unnecessary doctor visits, over-testing of people who are 

otherwise not at risk for disease and other strains on scarce medical 
resources. Our key argument is that even if the risk borne by any 
given individual from failures of such devices may be low, the aggre-
gate cost on public healthcare systems and private insurers can be 
quite large. To be sure, the cost of proliferating false positive judge-
ments is not realized exclusively at the social level. The personal 
costs of overdiagnosis and overtreatment can be substantial, but in 
what follows, we focus especially on the social costs.

This discrepancy between individual utility and social externali-
ties is not dissimilar from the situation we face in other contexts, 
such as the oversubscription of antibiotics. From the individual per-
spective of a person’s safety, the marginal round of antibiotics is gen-
erally safe, though in many instances may add little or no value to the 
patient’s recovery. But from a social perspective, the aggregate cost 
of widespread overreliance on antibiotics creates negative externali-
ties in the form of antibiotic-resistant bacteria, which then require 
further expenditures3. Both are instances of a healthcare tragedy of 
the commons where individual incentives can be contrary to social 
welfare considerations.

For this reason, if regulators employ a narrow individual 
user-based approach for determining whether to review and per-
mit marketing of DTC medical AI/ML apps, they miss an impor-
tant part of the picture. The best form of regulatory review—which 
may require additional statutory authority—would also consider the 
aggregate social costs generated through such devices’ mass usage 
and would pay particular attention to how consumers behave when 
they interact with these apps rather than simply on the apps’ accu-
racy levels. While we recognize that such a review may be difficult 
for many regulators under their current institutional design and 
statutory authority (the US FDA, for example, draws a firm line at 
not regulating the practice of medicine), we make several recom-
mendations for how regulators can move in the right direction.

While our focus is on DTC AI/ML, some of our recommen-
dations may also be relevant to DTC apps in general. We note, 
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however, that AI/ML products have certain relevant characteristics 
that other products do not. Most importantly, their outputs tend to 
be probabilistic, unlike other conventional devices that report exact 
measurements. This requires a user to incorporate more nuanced 
information into their own body of belief. This is exacerbated by 
the fact that the probabilistic assessment is typically produced using 
an algorithm that is not interpretable, even by very informed users, 
thereby making it even more difficult to contextualize the output.

The FDA’s current regulatory approach
The FDA can only regulate systems that meet the definition of a 
medical device under Section 201(h) of the Federal Food, Drug, 
and Cosmetic Act (FDCA). Some DTC AI/ML apps do not meet 
the definition of a device as they are intended “for maintaining or 
encouraging a healthy lifestyle” and are “unrelated to the diagnosis, 
cure, mitigation, prevention, or treatment of a disease or condi-
tion” (Section 520(o)(1)(B) of the FDCA). For example, a DTC AI/
ML app that records and monitors food consumption to manage 
weight is not considered a medical device. However, some DTC 
AI/ML apps meet the definition of a device, such as a general well-
ness product that notifies users to keep skin out of direct sunlight 
when the ultraviolet index is too high to mitigate the risk of skin 
cancer4.

If a DTC AI/ML app meets the definition of a device (that is, it 
is a DTC medical AI/ML app), the FDA may still exercise enforce-
ment discretion. The overarching principle of the FDA’s review is to 
consider the degree of risk the app poses to individual user safety if 
it were not to function as intended5. At present, the agency does not 
intend to enforce compliance with the regulatory requirements for 
DTC medical AI/ML apps that pose only a low risk to the public5. 
Examples include DTC AI/ML apps that may meet the definition of 

a medical device and give motivational guidance to smokers trying 
to quit5.

If a DTC medical AI/ML app poses a moderate to high risk to 
individual user safety, then the FDA intends to enforce compli-
ance with the regulatory requirements5. Examples of such devices 
include Apple’s electrocardiogram (ECG) and AFib features that 
have received marketing authorization by the FDA as Class II medi-
cal devices2,6.

Social cost of widespread use of DTC medical AI/ML apps
While regulators such as the FDA focus primarily on the risks to a 
user’s safety, marketing directly to consumers presents unique con-
cerns that call for particular care.

To begin, let us distinguish two important concepts. First, we 
have the technical performance of an AI/ML system as given by, say, 
its specificity/sensitivity (or equivalently, given a prevalence level, its 
false positive and false negative error rates). Such metrics are often 
used to describe a system’s accuracy. Second, we have the beliefs/
judgements of individual consumers that are formed in part by tak-
ing into account the information provided by the AI/ML system. 
These too can be described as false positive (believing one has a 
disease that is absent) or false negative (failing to believe one has a 
disease that is present). We can articulate the same idea probabilisti-
cally: high confidence in having a disease that is absent is a mistake 
in the false positive error direction, whereas low confidence in a dis-
ease that is present is a mistake in the false negative error direction7. 
But the veracity of a belief is not the same as the accuracy of an AI/
ML system.

These two can substantially come apart when an AI/ML system 
is introduced into actual practice settings. In Box 1, we provide an 
example of how the divergence of personal belief and diagnostic 

Box 1 | The (dis)value of information

Suppose that a skin cancer screening app is marketed directly to 
consumers, which takes an image (a pigmented skin lesion) as 
its input and provides a binary ‘yes’/‘no’ disease prediction as its 
output. Once downloaded, a consumer is able to perform tests 
on any lesion of her body. Furthermore, she is able to retest any 
particular lesion (for example, from a different angle, at an alter-
native distance or under different lighting). Suppose that the un-
derlying disease is present in 1% of skin lesions population-wide, 
and that this app is highly accurate, with 99% sensitivity and 
95% specificity. If a patient receives a positive diagnosis, then 
the rational Bayesian posterior that she has the disease should 
be 16.7%. To make things more realistic, suppose that the patient 

performs five tests on a single lesion, obtaining two negative di-
agnoses, followed by three positive diagnoses. If we assume for 
the sake of illustration that the tests are independent, conditional 
on disease state, then following all five tests, the probability of 
disease will be only 0.86%. These are the rational Bayesian ver-
dicts. The reason these numbers look strikingly low is because for 
medically rare diseases such as skin cancer, while most negatives 
are true negatives, most positives are false positives. The figure  
illustrates this situation after 100,000 tests. Out of 5,940 positive 
diagnoses, 4,950 of them (84%) are false positives. Meanwhile,  
out of 94,060 negative diagnoses, only 10 (0.01%) are false 
negatives.

However, the situation in practice is probably much different. 
Most users of AI/ML apps are not domain experts and are thereby 
not aware of the prevalence of disease. Moreover, they are extra 
sensitive to adverse health outcomes. As a result, and as previous 
research in judgement and decision-making indicates, they are 
likely to assume that the prior odds are closer to 1:1 (ref. 10),  
thereby putting more weight on the machine prediction than 
a rational Bayesian should. In this case of assuming prior odds 
of 1:1, the posterior probability that a person has the disease, 
after observing one positive diagnosis, will be approximately 
95% (a sixfold increase from the Bayesian answer, which is 
16.7%). Meanwhile, the posterior probability that one has the 
disease, after observing two negative diagnoses followed by three 
positive ones, will be 46.2% (a 53-fold increase from the rational 
Bayesian answer, which is 0.86%). While this is only a theoretical 
illustration, it points to the perils of overestimating posterior 
probability of disease from introducing AI/ML assessments into 
an imperfectly rational and risk-averse population.

Comparison of true positives to false positives with a highly accurate 
hypothetical AI/ML skin cancer screening app after 100,000 diagnoses.
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accuracy can create major problems for DTC medical AI/ML apps. 
As we illustrate, even with extremely high sensitivity/specificity, 
the frequency of false positive judgements among consumers may 
still be very high. This is in part because consumers are not medical 
experts and are probably unable to place DTC medical AI/ML app 
diagnoses in context. Without reliable prior information about the 
likelihood of a disease’s occurrence, they are liable to identify their 
own posterior belief—that is, the probability that they have the dis-
ease—with the app’s diagnosis. This mistake—base-rate neglect—
is perhaps the most common fallacy in medical decision-making. 
Doctors themselves often fall into the trap, but non-expert consum-
ers will be particularly prone to it8,9. This discrepancy between per-
sonal belief and diagnostic accuracy can be further exacerbated by 
the way the system’s conclusion is expressed and the gravity of the 
disease. For example, if patients are given a conclusion with very 
precise language (for example, ‘83.7% chance of disease’), they may 
overestimate its reliability. Likewise, if the disease is very serious, 
even a low-probability risk can be quite daunting.

The problem of exaggerated false positive judgements may be fur-
ther compounded by two factors. First, DTC medical AI/ML apps are 
targeted to a large, generally young, target demographic. Consider, 
for example, the Apple Watch irregular rhythm notification feature’s 
user base. Within such a heterogeneous and overall healthy younger 
population, diseases such as AFib will be very rare. This has the effect 
of deflating the base rate of disease, which increases the probability 
of a false positive judgement. Second, DTC medical AI/ML apps 
are marketed for quick and inexpensive use; and using them many 
times is effortless and instantaneous. For example, apps designed to 
detect skin cancer from mobile phone images of lesions on a person’s 
body: consumers can retest the same spot at an alternative distance, 
or under different lighting, for example (see Box 1). This further 
increases the probability of false positive judgements by increasing 
the overall number of tests performed. Thus, an app’s ability to detect 
the presence of disease can be excellent, while the probability that 
someone actually has a disease on receiving a positive diagnosis may 
still be very low. Failing to recognize this can lead to unreasonably 
high assessments by users of the likelihood that they have a disease 
after receiving a positive diagnosis.

More generally, this is because for relatively rare diseases, 
whereas most negatives are indeed true negatives, most positives are 
false positives (see figure in Box 1). This is a well-known point in 
Bayesian decision theory, but it tends to be overlooked in the DTC 
medical AI/ML app discussion, and indeed, it is not something 
ordinary consumers can be expected to understand. For example, 
in a well-known study, patients in US clinics were asked to inter-
pret diagnostic tests for several well-known diseases, including HIV 
and strep throat. They were asked to compare the probability of 
a positive test when the disease is present (sensitivity) against the 
probability that a person has the disease if she tests positive (poste-
rior belief/positive predictive value). Most patients estimated these 
probabilities to be nearly the same10. This implies that even though 
a regulator such as the FDA can determine the optimal accuracy 
threshold (and false positive versus false negative ratio) required 
for approval, the observed proportion of mistakes under a system’s 
actual use can be quite different, which can result in unexpected 
costs for the system as a whole.

Finally, the typical consumer is risk and/or loss averse, so the 
cost of a positive diagnosis will loom larger in their mind than 
the benefit of a negative one, a well-known effect in behavioural 
economics and decision-making11. Indeed, in the context of DTC 
genetic counselling, we have seen that when people learn that 
they are susceptible to a certain disease, they routinely overesti-
mate their risk of contracting that disease12. In other words, people 
unduly amplify low-probability adverse outcomes in their personal 
decision-making. Note that while the result in this example is similar 
to base-rate neglect, the point here is slightly different: risk and loss 

aversion can further increase base-rate neglect when the outcome 
being estimated is harmful (compare, instead, estimating a stranger’s 
health outcomes). This further exacerbates the discrepancy between 
a positive diagnosis and the veracity of a person’s belief that they 
have a certain disease. This issue has been recognized for other 
medical diagnostics, such as HIV self-testing, where researchers 
have called for confirmatory lab testing, which would reduce the 
effect of base-rate neglect, and for pre- and post-test counselling, to 
help patients interpret their results13. The discrepancy between the 
assessment and the personal belief may be made worse by the fact 
that AI/ML DTC apps, as opposed to ordinary DTC apps, typically 
produce verdicts using opaque algorithms that even informed users 
are unable to interpret and thus appropriately weigh against their 
prior body of evidence.

Note that from the standard regulatory perspective of risk to an 
individual’s safety, the typical worry when it comes to DTC medi-
cal AI/ML apps would probably be false negative, not false positive, 
judgements. That is, if a diagnostic device fails to identify a present 
disease, it may lull the patient into a false sense of security, thereby 
leaving the condition untreated and letting it deteriorate over time. 
This is indeed a risk, capable of generating both individual and 
social costs—for example, if people delay treatment it may be more 
costly to treat them later.

However, as we begin to see, a particularly important risk we face 
when placing DTC medical AI/ML apps into the hands of consum-
ers is from false positive judgements: when someone falsely believes 
they have a disease, they will probably schedule a doctor’s visit to 
confirm the diagnosis. They may also see one or more specialists 
or request unnecessary prophylactic medication (for example, blood 
thinners, angiotensin converting enzyme inhibitors and so on). 
While each of these steps is trivial at an individual level, collectively, 
they can generate a substantial misuse of scarce medical resources.

Accordingly, while regulators typically focus on a device’s tech-
nical specifications (for example, specificity/sensitivity), what also 
matters for DTC medical AI/ML apps is the veracity of users’ beliefs 
and their subsequent actions. Even though a positive diagnosis 
from a very accurate system would not lead a rational Bayesian 
to a high probability that they actually have a disease, the typical 
user is unlikely to be a perfectly rational Bayesian and may thereby 
consume disproportionate healthcare resources. When we reframe 
the problem this way, it becomes clear that more attention should 
be paid to how consumers interact with medical AI/ML apps and 
the negative externalities on healthcare infrastructure generated by 
their collective behaviour. We discuss some possible approaches 
below.

Guidelines for a more effective DTC AI/ML regulatory 
regime
The ideal form of regulatory review would take as its goal improv-
ing the veracity of DTC medical AI/ML apps in the hands of  
consumers rather than focusing on their performance in a formal 
algorithmic testing environment (that is, the system’s accuracy in 
classification tasks with known labels). Moreover, for the mistaken 
judgements that inevitably remain, it would be ideal if the regula-
tory system made device makers internalize the social costs of these 
technologies.

We say ‘ideal’ because we recognize that many regulators may not 
be well positioned to achieve this. First, they may lack the expertise 
to measure the potential social costs and to determine what changes 
in design will reduce them. Second, the social costs may be hard to 
estimate in a pre-marketing review and regulators may find it dif-
ficult to impose post-market surveillance or to force recalls once 
the horse has left the barn. Third, regulators may face legal limits 
on their authority in these areas—the US FDA, for example, takes 
it as one of its prime directives that it does not regulate the prac-
tice of medicine. Thus, while many regulators will not be able to 
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embody the ideal, the perfect should not be the enemy of the good. 
Accordingly, we believe there are several steps regulators can take to 
move in the right direction.

First, regulators should encourage device makers to adopt a 
‘system view’14 and focus on observing through clinical trials or 
field research-based human factors testing how consumers actually 
interact with DTC medical AI/ML apps rather than unduly rely-
ing on reported sensitivity/specificity rates. Instead of focusing on 
a technology’s performance alone, regulators should pay attention 
to the combined human/AI environment. As a helpful analogy, the 
FDA sometimes requires actual use and label comprehension stud-
ies for over-the-counter drugs15. This would help us understand more 
directly what we care about: how people incorporate diagnostic infor-
mation into their belief system, and what they do with it in practice.

Second, regulators should consider requiring manufacturers to 
pair some DTC medical AI/ML apps with virtual doctor appoint-
ments. This would mitigate the risk of erroneous diagnoses early. 
Such pairing would, for example, be particularly useful for skin 
health or heart function screening apps while it may be less ideal 
for more generalized and ubiquitous conditions such as obesity. 
For regulators with this power, or who receive appropriate statu-
tory authority, that could involve requiring the device maker to bear 
some of the costs of involving physicians in the product’s life cycle 
as a condition of marketing authorization. Doing so would serve to 
internalize the costs that might otherwise be borne by the public 
through insurance pools or medical tax expenditures. While this 
might appear radical at first, there are precedents for it in the medi-
cal community. For example, in Singapore, the Ministry of Health 
recently launched a regulatory sandbox initiative for innovating 
medical services through early partnerships with industry16. As part 
of this initiative, the government is expanding physician-driven tele-
medicine services that provide direct clinical care, including diag-
noses. Such initiatives can be easily combined with the use of DTC 
medical AI/ML apps. This is in keeping with the spirit of confirma-
tory testing and post-test counselling that scholars have urged regu-
lators to adopt in the context of HIV self-testing13.

Third, and similarly, regulators should consider stratifying 
the general mobile health market so that some DTC medical AI/
ML apps are not available to the general public. One can envision 
a system where a function such as Apple’s ECG monitor could be 
activated only after a doctor’s prescription. For example, under 
Germany’s recent Digital Healthcare Act, insurance coverage for 
certain medical AI/ML apps is explicitly conditioned on their use 
with a physician’s prescription or an insurer’s approval17. Our sug-
gestion could be executed through an activation code that only one’s 
physician can provide, much in the way that proprietary software 
can only be activated with a unique code provided by the manufac-
turer. Indeed, the system could be further streamlined by generating 
a QR code so that the patient would simply scan the doctor’s pre-
scription with her phone and activate the ECG functionality.

While this may arguably limit consumer autonomy to some 
extent, we believe that in light of the risks described above, a doc-
tor’s prescription for some DTC medical AI/ML apps would be 
justified by the expertise medical professionals can bring to shape 
the population affected by such apps. In other words, if doctors 
prescribe a DTC medical AI/ML app only to consumers at higher 
risk of the relevant disease, this can curtail the magnitude of 
mistaken judgements, as illustrated in Box 1. For example, if the 
underlying prevalence of disease in the relevant subpopulation is 
10% (instead of 1%, as in Box 1), with all other details remaining 
the same, then the probability that a patient has the disease, given 
a positive test, increases from 16.7% to 68.75%. For this reason, 
we recommend to involve doctors, rather than both doctors and 
insurers, as is the case under Germany’s Digital Healthcare Act. 
In either case, stratifying the market would strike a compromise 
between limiting apps to physicians and targeting consumers at 

large—the app would remain in the hands of consumers provided 
it is prescribed (Box 2).

Precision medicine in the form of DTC medical AI/ML apps 
can bring tremendous benefits. But its costs are often understated 
because they accumulate from seemingly harmless individual 
behaviour. In this Perspective, we have tried to highlight these hid-
den social costs, illustrate how surprisingly prevalent they may be 
due to the underlying behavioural factors giving rise to them and 
offer effective guidance for regulators to mitigate them.
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Box 2 | Summary of recommendations

To better manage the risk of DTC medical AI/ML apps, regula-
tors should require (or encourage) device makers to:

•	 Adopt a ‘system view’ and conduct clinical studies or field 
research to better understand how consumers actually 
behave with the devices in their hands.

•	 Pair DTC medical AI/ML apps with virtual doctor screen-
ings, perhaps through regulatory sandbox initiatives with 
partial cost being internalized by the device maker.

•	 Stratify the market so that DTC medical AI/ML apps can be 
activated only after a doctor has prescribed their use.
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