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Abstract

This paper presents an algorithm to segment im-
ages into four classes: background, photograph, text
and graph. There are two important aspects about
the algorithm. The �rst is that the algorithm takes a
multiscale approach, which adaptively classi�es an im-
age at di�erent resolutions. The multiscale structure
enables accurate classi�cation at class boundaries as
well as fast classi�cation overall. The second is that
the context information, which is accumulated in the
process of classi�cation, is used to improve the classi-
�cation accuracy.

1 Introduction
The classi�cation problem we consider here is to

segment images into four classes: background, photo-
graph, text, and graph. One direct motivation of the
problem is to improve printing quality by applying
di�erent algorithms to di�erent types of images. By
photograph, we mean a continuous-tone image. The
de�nition for text is rather narrow here. It means nor-
mal bi-level text. The graph class includes arti�cial
graphs and overlays, produced by computer drawing
tools.

A critical issue in classi�cation is how localized a
classi�er should be to decide the class of an area. In
general, if an image region is of a pure class, the larger
it is, the easier it is to decide its class. It is usually dif-
�cult, even for human beings, to classify a small region
without knowing what is around it. Actually, it may
be impossible to judge a small region's class without
consideration of its context since the same region may
appear in di�erent class area. Generally speaking, the
smaller a region is, the more context information we
need to classify it. Based on this thought, we design a
classi�er, which begins with large blocks and no con-
text and, if necessary, then moves to smaller blocks
using context extracted from larger blocks. Initially,
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only blocks with extreme features are classi�ed. As it
is probable that unclassi�ed blocks are at the bound-
aries of classes, the classi�er increases its scale, i.e.,
subdivides the blocks in its further classi�cation. As
some context information has been obtained from the
classi�cation at the �rst scale, the context can com-
pensate for the smaller block size at the higher scale.
To sum up, the classi�er classi�es from low scale to
high scale, i.e., decreases the block size by half, at
every turn, and keeps accumulating context informa-
tion. By such a strategy, the classi�er will have more
context information when it classi�es smaller blocks.
The idea of classifying across several scales has been
applied in previous work [1, 2], but our viewpoint is
very di�erent. A typical way to bene�t from multi-
scale analysis is to form features across several scales
so that the properties of an image block at several
resolutions can be incorporated into classi�cation. In
our algorithm, the multiscale structure is used to ef-
�ciently build context information. The number of
scales used is naturally adaptive so as to avoid unnec-
essary computation due to multiscale calculations.

2 The Algorithm
2.1 Global structure

The classi�cation features we use in this algorithm
are the two statistical characteristics of the wavelet
coe�cients in high frequency bands, which are devel-
oped in detail in [3]. The �rst one, denoted by ��2, is
the goodness of matching between the observed distri-
bution and the Laplacian distribution, and the second
one, denoted by L, is the likelihood of the wavelet
coe�cients having a highly discrete distribution.

The overall structure of the classi�cation algorithm
is shown by a 
ow chart given in Fig. 1. The details of
each step are explained later. To understand the 
ow
chart, we need to clarify notation. We refer to di�erent
scales as di�erent resolutions, denoted by r. The max-
imum resolution allowed in classi�cation is set by the
customer and is denoted by R. As shown in the 
ow
chart, most operations are repeated at di�erent resolu-
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Figure 1: The 
ow chart of the classi�cation algorithm

tions. We start with resolution zero and increase it by
one until the whole image is classi�ed or the resolution
exceeds R. With the resolution increased by one, the
width and height of image blocks are reduced by half.
At every resolution, if the features of an image block
strongly suggest that it is purely text, graph or photo-
graph, then the block is classi�ed to the speci�c class.
Otherwise, the block is labeled as undetermined. We
do not need to consider background class here because
background blocks are identi�ed before the multiscale
classi�cation, as shown in Fig. 1. It is proper to clas-
sify background without the help of multiscale struc-
ture since background blocks are simply the ones with
unique intensities. A higher resolution classi�cation is
applied if undetermined blocks exist.

The object CI(r) represents the context informa-
tion already achieved at resolution r. It is essentially
a matrix with every element storing the characteristic
statistics of an classi�ed image block. The dimension
of CI(r) increases with r when the image is divided
into more blocks at higher resolutions. At the begin-
ning of classi�cation at a certain resolution r, the con-
text information CI(r) is basically inherited from the
context information built at previous resolution, i.e.,
CI(r�1). However, instead of being �xed through the
classi�cation at resolution r, CI(r) is updated for ev-
ery newly classi�ed block. The characteristic statistics
of every newly classi�ed block will be added to CI(r)

to serve as context information for later classi�cation.

2.2 First run classi�cation

After classifying blocks with unique intensities as
background, the algorithm processes classi�cation at
resolution zero. We start with block size S. For every
S�S block, we classify it as photograph, graph or text
if its features strongly suggest its class. Otherwise, the
block will be marked as undetermined. For every block
classi�ed, its characteristic statistics will be stored in
CI(0). In the list below, we give the conditions for
a block to be a certain class and the corresponding
characteristic statistics stored in CI(0) for every class.
Recall that the classi�cation features we use are the
goodness of �t to the Laplacian distribution, denoted
by ��2, and the likelihood of having a highly discrete
distribution, denoted by L.

Conditions to be a certain class:

1. Photograph: ��2 < C�, where C� is a chosen
threshold.

2. Text: L = 1 and the pixel intensities in the block
concentrate at two values, i.e., nearly bi-level im-
age block.

3. Graph: L = 1 and the number of concentration
values are more than 2; or, Cl < L < 1, where Cl

is a chosen threshold.



Characteristic statistics stored in CI(0) for the
three classes:

1. Photograph: ��2, L, mean value and standard de-
viation.

2. Graph: ��2, L and mean value .

3. Text: The bi-level values.

2.3 Global decision on background and
text

To achieve globally consistent classi�cation, our
classi�er will globally analyze the image according to
the result from the �rst run classi�cation. Global in-
formation is often necessary even for human classi�ca-
tion. The classi�er can learn what should be a proper
background intensity and what should be proper text
bi-level values for the image. After the determination
of the global background intensity and text bi-level
values, the original background blocks with di�erent
intensities are changed to class graph or class text,
and the original text blocks with di�erent bi-level val-
ues are changed to class graph.

2.4 Boundary re�nement

As mentioned before, a drawback of classifying
based on a large image block is that a large block is
more likely to contain blended classes and have one
class dominate the others, which in turn leads the
classi�er to mark it as a single class. This drawback
is the main constraint for the classi�er to use large
blocks. On the other hand, large blocks provide more
stable feature values. This fact becomes more crucial
when the graph class is added in the classi�cation, be-
cause the graph class, being an intermediate type be-
tween text and photograph, has comparatively vague
features. To solve the con
ict, we apply a boundary
re�nement mechanism at every resolution. For all the
blocks which are newly classi�ed at a certain reso-
lution, if a block has neighboring blocks of di�erent
classes, adjustment is done to re�ne the boundary be-
tween the two classes.

2.5 Update context information

At the beginning of classi�cation for every resolu-
tion r, the context information matrix CI(r) is ba-
sically inherited from CI(r � 1). As every block at
resolution r� 1 is divided into four subblocks at reso-
lution r, the four subblocks will copy the characteristic
statistics of the original block if the original block has
been classi�ed. One may notice that the class of a
subblock may be di�erent from the class of the orig-
inal block because of the boundary re�nement. Also
because of the boundary re�nement, a subblock may
contain mixed classes. Consequently, in some cases,

the characteristic statistics is recalculated instead of
copying from that of the original block.

2.6 Context based classi�cation

Suppose the current resolution is r and the context
information is thus CI(r), the classi�er will scan the
image and classify all the undetermined blocks which
neighbors to blocks classi�ed already. These blocks
will be classi�ed based on both their features and the
context information provided by their classi�ed neigh-
bors. If a block cannot be classi�ed even with the
context information, it will still be marked as undeter-
mined. Otherwise, it is classi�ed and its statistics will
be added to CI(r). After one scan, since extra blocks
are classi�ed and CI(r) is updated, the classi�er will
repeatedly scan the image to classify the remaining
undetermined blocks in the same way as before. The
process will not stop until the whole image is classi-
�ed or no more blocks can be classi�ed based on the
current context CI(r), which is equivalent as CI(r)
has no new information to update in the scan. In this
case, the algorithm will proceed to a higher resolution.

Before we present the context based classi�cation
process in the list below, we give two de�nitions. One
is the micro classi�er C . It is used to classify a block
based on the classes and characteristic statistics of its
adjacent blocks. By adjacent blocks, we refer to the
four blocks above , below, on the right and on the
left of a block. The details about the C are explained
after the main algorithm. Another de�nition is the
context list L, which is a list of records about the
classes of the adjacent blocks of all the unclassi�ed
blocks. Hence, for every unclassi�ed block, there is a
corresponding element in L, which contains the classes
of its four adjacent blocks. We use r to denote the
current classi�cation resolution and N to denote the
total number of image blocks at this resolution.

1. Let 0! m, 1! j.

2. If j � N , proceed the following steps; otherwise,
go to step 3.

(a) If Bj is unclassi�ed, proceed the following
steps; otherwise, go to step 2b.

i. If Bj is adjacent to a classi�ed block,
proceed the following steps; otherwise,
go to step 2(a)ii.

A. Use micro classi�er C to classify Bj .

B. If C can decide the class of Bj ,
store the characteristic statistics of
Bj to the context information ma-
trix CI(r) and let m+ 1! m.



Figure 2: One sample image and its classi�cation result image. The error rate is 3:64%. White: photograph,
light gray: graph, dark gray: text, black: background.

C. If C can not decide the class of Bj ,
add the block Bj to the list L.

D. Go to step 2b.

ii. Add block Bj to the list L.

(b) Let j + 1! j, go back to step 2.

3. If L is not empty and m > 0, proceed the follow-
ing; otherwise, go to step 4.

(a) Let 0! m.

(b) Update L:
For every Bi in L, if Bi has newly classi�ed
adjacent blocks, i.e., blocks classi�ed after
the addition of Bi to L or the latest updat-
ing of Bi in L, update Bi's record about the
classes of its adjacent blocks.

(c) If the updated L is di�erent from the previ-
ous one, i.e., there exists at least one block
Bi in L which has new record about the
classes of its adjacent blocks,

i. Set pointer P to the �rst element in L

ii. If P is NOT at the end of L, proceed
the following steps; otherwise, go back
to step 3.

A. Suppose the element pointed by P
is the record of block Bi.

B. If Bi has newly classi�ed adjacent
blocks,

�rst, use micro classi�er C to clas-
sify Bi,
second, if the class of Bi is decided
by C , store the characteristic statis-
tics of Bi to the context information
matrix CI(r), delete Bi from list L,
and let m+ 1! m.

C. Move P to the next element in L, go
back to step 3(c)ii.

(d) Go back to step 3.

4. Stop.

Now we explain the details of the micro classi�er C ,
i.e., how the classi�er makes decisions combined with
context information. In particular, when classifying
a block, the classi�er takes the classes and statistical
properties of the adjacent blocks into account. This
information is available in CI(r). The speci�c decision
rule for each class is listed below.

1. Adjacent to a text block:
If B is bi-level and its two values are the same
as those of the text block, it is classi�ed as text,
otherwise, no decision is made.

2. Adjacent to a graph block:
If the feature L of block B is close to that of the
graph block and the mean value of B is also close
to that of the graph block, block B is classi�ed as
graph, otherwise, no decision is made.



Image ID 1 2 3 4 5 6 7 8 9
Pe 5.65% 0.000% 0.108% 3.64% 11.0% 1.19% 0.841% 14.5% 0.000%

Table 1: Ratios of classi�cation errors with respect to human labeling for 9 sample images

3. Adjacent to a photograph block:
If the mean value of B is close to that of the
photograph block and its L is not very close to 1
(extreme value for text and graph), it is classi�ed
as photograph, otherwise, no decision is made.

One may wonder what would happen if a block is ad-
jacent to several classes and is classi�ed as di�erent
classes based on its neighbors. In this case, con
ict
may happen between graph and photograph, or text
and graph. We set priorities to solve the con
ict. In
our algorithm, text has higher priority than graph and
photograph has higher priority than graph. The rea-
son to set higher priority to text is that the require-
ment for a block to be text is very strict. If the require-
ment is met, the probability of making mistake is low.
The reason to set photograph prior to graph comes
from practical considerations. If a graph is scanned or
printed by a photograph standard, its quality is not
likely to be lowered, but not vice versa.

2.7 Post processing

The post processing removes 'spikes' at the bound-
ary of two classes so that the boundary is smooth and
the separation of any two classes is distinct. It also
cleans small isolated class regions. Because of the mul-
tiscale structure, the chance of 'spikes' appearing at
boundaries and small isolated class regions is actually
very low. Experiments show that even without post
processing, the classi�ed images are usually clean. As
a result, the load on post processing is generally small.
Thus, the post processing takes rather small amount
of time.

3 Results
We experimented the algorithm on 9 images, with

sizes around 1650� 1275, on a sparc 10 workstation.
The classi�cation error rates with respect to human
labeling are listed in Table 1. The time to classify
any of the images ranges from 25 to 40 seconds. The
average processing time for every image is 29 seconds.
One classi�cation example is shown in Fig. 2. Note
that in Fig. 2, as the image is printed in grey-scale,
colored text cannot be shown here. The colored text
is de�ned as graph in our truth set.
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