Edinburgh Research Explorer

Microplanning with Communicative Intentions: The SPUD
System

Citation for published version:

Stone, M, Doran, C, Webber, B, Bleam, T & Palmer, M 2003, '‘Microplanning with Communicative Intentions:
The SPUD System', Computational Intelligence, vol. 19, no. 4, pp. 311-381. https://doi.org/10.1046/].0824-
7935.2003.00221.x

Digital Object Identifier (DOI):
10.1046/].0824-7935.2003.00221.x

Link:
Link to publication record in Edinburgh Research Explorer

Document Version: _
Early version, also known as pre-print

Published In:
Computational Intelligence

General rights

Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.

Take down policy

The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.

OPEN (75 ACCESS

Download date: 28. Apr. 2024


https://doi.org/10.1046/j.0824-7935.2003.00221.x
https://doi.org/10.1046/j.0824-7935.2003.00221.x
https://doi.org/10.1046/j.0824-7935.2003.00221.x
https://www.research.ed.ac.uk/en/publications/922d73b1-66f2-4984-92b7-bd1d3a7c3102
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Abstract

The process of microplanning encompasses a range of problems in Natural Language Generation
(NLG), such asreferring expression generation, lexical choice, and aggregation, problemsinwhich
a generator must bridge underlying domain-specific representations and general linguistic rep-
resentations. In this paper, we describe a uniform approach to microplanning based on declara-
tive representations of a generator’s communicativeintent. These representations describe the RE-
SULTS of NLG: communicative intent associates the concrete linguistic structure planned by the
generator with inferences that show how the meaning of that structure communicates needed in-
formation about some application domain in the current discourse context. Our approach, imple-
mented in the SPUD (sentence planning using description) microplanner, uses the lexicalized tree-
adjoining grammar formalism (LTAG) to connect structure to meaning and uses modal logic pro-
gramming to connect meaning to context. At the same time, communicative intent representations
provide a RESOURCE for the PROCESS of NLG. Using representations of communicative intent, a
generator can augment the syntax, semantics and pragmatics of an incomplete sentence simulta-
neously, and can assess its progress on the various problems of microplanning incrementally. The
declarative formulation of communicative intent trang ates into a well-defined methodol ogy for de-
signing grammatical and conceptual resources which the generator can use to achieve desired mi-
croplanning behavior in a specified domain.
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CONTENT PLANNING | — [MICROPLANNING | — [REALIZATION

Figure 1: Microplanning in the NLG pipeline.

1 Motivation

Success in Natural Language Generation (NLG) requires connecting domain knowledge and lin-
guistic representations. After al, an agent must have substantive and correct knowledge for others
to benefit from the information it provides. And an agent must communicate this information in
a concise and natural form, if people are to understand it. The instruction in (1) from an aircraft
maintenance manual suggests the challenge involved in reconciling these two kinds of representa-
tion.

Q) Reposition coupling nut.

The domain knowledge behind (1) must specify a definite location where the coupling nut goes,
and a definite function in an overall repair that the nut fulfillsthere. However, the linguistic form
does not indicate this location or function explicitly; instead, its precise vocabulary and structure
allows one to draw on one’s existing understanding of the repair to fill in these details for oneself.

Inthearchitecturetypical of most NL G systems, and in many psycholinguistic model s of speak-
ing, a distinctive process of MICROPLANNING is responsible for making the connection between
domain knowledge and linguistic representations.> Microplanning intervenes between a process
of CONTENT PLANNING, inwhich the agent assembles information to provide in conversation by
drawing on knowledge and conventionsfrom aparticular domain, and the domain-independent pro-
cess of REALIZATION through which a concrete presentation is actually delivered to a conversa-
tional partner. These processes are frequently implemented in a pipeline architecture, as shown in
Figure 1. Concretely, the content planner is typically responsible for responding to the informa-
tion goals of the conversation by identifying a body of domain facts to present, and by organizing
thosefactsinto arhetorical structurethat representsacoherent and potentially convincing argument.
Microplanning takes these domain facts and recodes them in suitable linguistic terms. Finally, re-
alization is responsible for a variety of low-level linguistic tasks (including certain syntactic and
morphological processes), as well as such formatting tasks as laying out a presentation on a page
or ascreen or performing speech synthesis. See Reiter and Dale for athorough overview of these
different stages in NLG systems (Reiter and Dale, 2000).

Microplanning often lookslike agrab-bag of idiosyncratic tasks, each of which callsfor itsown
representationsand algorithms. For example, consider the three microplanning tasksthat Reiter and
Dale survey: referring expression generation, lexical choice, and aggregation.

e Inreferring expression generation, the task is to derive an identifying description to take the
place of the internal representation of some discoursereferent. To carry out thistask, genera-
torsoften execute rulesto elaborate an incompl ete semantic specification of an utterance (the

1The name microplanning originatesin Levelt’s psycholinguisticmode of language production (Levelt, 1989), and
isadopted in Reiter and Dal€'s overview of NLG systems (Reiter and Dale, 2000). The process has a so been termed
SENTENCE PLANNING, beginning with (Rambow and Korelsky, 1992).
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rabbit, say) by incorporating additional descriptive concepts (for instance white, to yield the
white rabbit) (Dale and Haddock, 1991; Dale, 1992; Dale and Reiter, 1995).

e Inlexical choice, the task isto select a word from among the many that describe an object
or event. To perform lexical choice, generators often invoke a pattern-matching process that
rewrites domain information (that thereis a caused event of motion along a surface, say) in
terms of available language-specific meanings (to recognizethat thereisdiding, for example)
(Nogier and Zock, 1991; Elhadad et al., 1997; Stede, 1998).

¢ |naggregation, the task isto use modifiers, conjoined phrases, and other linguistic construc-
tions to pack information concisely into fewer (but more complex) sentences. Aggregation
dependson applying operatorsthat detect rel ationshipswithin theinformationto beexpressed,
such as repeated reference to common participants (that Doe is a patient and that Doe is fe-
male, say), and then reorganize related semantic material into a nested structure (to obtain
Doeis afemale patient, for example) (Dalianis, 1996; Shaw, 1998).

But tasks like referring expression generation, lexical choice and aggregation interact in system-
atic and intricate ways (Wanner and Hovy, 1996). These interactions represent a major challenge
to integrating heterogeneous microplanning processes—all the more so in that NLG systems adopt
widely divergent, often application-specific methods for sequencing these operations and combin-
ing their results (Cahill and Reape, 1999).

In contrast to this heterogeneity, we advocate aUNIFORM approach to microplanning. Our gen-
erator, called spuD (for sentence planning using description), maintains a common representation
of its provisional utterance during microplanning and carries out a single decision-making strategy
using this representation. Inwhat follows, we draw on and extend our preliminary presentations of
SPUD in (Stone and Doran, 1996; Stone and Doran, 1997; Stone and Webber, 1998; Stone et al.,
2000) to describe this approach in more detail.

The key to our framework is our generator’ srepresentation of the INTERPRETATION of its pro-
visional utterances. We call this representation COMMUNICATIVE INTENT. In doing so, we em-
phasize that language use involves a LADDER OF RELATED INTENTIONS (Clark, 1996), from ut-
tering particular words, through referring to shared individuals from the context and contributing
new information, to answering open questions in the conversation. (Clark’s ladder metaphor par-
ticularly suits the graphical presentation of communicative intent that we introduce in Section 2.)
Since many of these intentions are adopted during the course of microplanning, communicativein-
tent representsthe RESULTS of generation. At the sametime, we emphasize that microplanningisa
deliberative processlike any other, in which the provisional intentionsthat an agent iscommitted to
can guide and constrain further reasoning (Bratman, 1987; Pollack, 1992). Thus, communicative
intent also serves as a key resource for the PROCESS of generation.

Our specific representation of communicative intent, described in Sections 2—4, associates a
concrete linguistic structure with inferences about its meaning that show how, in the current dis-
course context, that structure describes a variety of generalized individuals? and thereby commu-
nicates specific information about the application domain. As argued in Sections 56, this rep-
resentation has all the information required to make decisions in microplanning. For example, it

2meaning not only objects but a so actions, events, and any other constituentsof arich ontology for natural language,
as described in (Bach, 1989) and advocated in (Hobbs, 1985)
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records progress towards unambiguous formulation of referring expressions; it shows how alterna-
tive choices of words and syntactic constructions suit an ongoing generation task to different de-
grees because they encapsulate different constellations of domain information or set up different
links with the context; and it indicates how given structure and meaning may be elaborated with
modifiers so that multiple pieces of information can be organized for expression in a single sen-
tence. Thus, with amodel of communicative intent, SPUD can augment the syntax, semantics and
pragmatics of an incomplete sentence simultaneously, and can assess its progress on the various
interacting subproblems of microplanning incrementally.

In communicative intent, the pairing between structure and meaning is specified by a gram-
mar which describes linguistic analyses in formal terms. Likewise, links between domain knowl-
edge and linguistic meanings are formalized in terms of logical relationships among concepts. To
construct communicative intent, we draw conclusions about interpretation by reasoning from these
specifications. Thus, communicativeintentisaDECLARATIVE representation; it enjoysthe numer-
ous advantages of declarative programming in Natural Language Processing (Pereiraand Shieber,
1987). In particular, as we discuss in Section 7, the declarative use of grammatical resources |leads
to a concrete methodology for designing grammarsthat alow spuD to achieve desired behavior in
a specified domain.

Performing microplanning using communicative i ntent means searching through derivations of
agrammar to construct an utterance and its interpretation ssmultaneously. This search isfacilitated
with agrammar formalism that packages meaningful decisionstogether and allows those decisions
to be assessed incrementally; SPUD uses thelexicalized tree-adjoining grammar formalism. Mean-
while, the use of techniques such aslogic programming and constraint satisfaction leads to efficient
methodsto determinethe communicativeintent for agiven linguistic form and eval uate progresson
amicroplanning problem. These design decisions, combined for the first timein spuD, lend con-
Siderable promise to communicative-intent—based microplanning as an efficient and manageable
framework for practical NLG.

2 Introduction to Microplanning Based on Communicative I ntent

We begin with an extended illustration of communicative intent and motivation for its use in mi-
croplanning. InSection 2.1, wesituate representationsof communicativeintent morebroadly within
research on the cognitive science of contributingto conversation, and we use ahigh-level case-study
of communicative intent to discuss more precisely how such representations may be constructed
from linguistic and domain knowledge. In Section 2.2, we show how such representations could
be used to guide reasoning in conversational systems, particularly to support microplanning deci-
sons. Finally, in Section 2.3, weidentify the key assumptions that we have madein spuD, in order
to construct an effective NLG system that implements a model of communicative intent.

2.1 Representing Communicative Intent
Communicative intent responds to a view of contributing to conversation whose antecedents are
Grice's description of communication in terms of intention recognition ((Grice, 1957), as updated
by Thomason (Thomason, 1990)) and Clark’s approach to language use as joint activity (Clark,
1996).

According to thisview, conversation consists of joint activity undertaken in support of common
goals. Participantstake actions publicly; they coordinate so that all agree on how each actionisin-
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Figure 2: Carrying out instruction (2) in an aircraft fuel system.

tended to advance the goals of the conversation, and so that al agree on whether the action succeeds
initsintended effects. Thisjoint activity definesa CONVERSATIONAL PROCESS which people en-
gageinintentionally and collaboratively, and, we might even suppose, rationally. The fundamental
component of conversational process is the coordination by which speakers manifest and hearers
recognize communicative intentions carried by linguistic actions. But there are many other aspects
of conversational process. acknowledgment, grounding and backchannels; clarification and repair;
and even regulation of turn-taking. (See (Clark, 1996) and references therein.) Dialogue systems
increasingly implement rich model s of conversational process; seee.g. (Cassell, 2000). Thismakes
it vital that a sentence planning module interface with and support a system’s conversational pro-
Cess.

Like any deliberative process (Pollack, 1992), this conversational process depends on plans,
which provideresourcesfor decision-making. Inconversation, these plans map out how the respon-
dent might use certain words to convey certain information: they describe the utterances of words
and linguistic constructions, spell out the meanings of those utterances, and show how these utter-
ances, with these meanings, could contribute structure, representing propositions and intentions, to
the CONVERSATIONAL RECORD, an evolving abstract model of thethe dialogue (Thomason, 1990).
In other words, acommunicative planisastructure, built by reasoning from agrammar, which sum-
marizes the interpretation of an utterance in context. Such plans constitute our ABSTRACT LEVEL
OF REPRESENTATION OF COMMUNICATIVE INTENT. Note that this level of representation pre-
supposes, and thereby suppresses, the specific collaborative activity that determines how meaning
is actually recognized and ratified. Communicative intent is a resource for these processesin con-
versation, not a description of them.

We can develop these ideas in more detail by considering an illustrative example.

2 Slide coupling nut onto elbow to uncover fuel-line sealing ring.

We draw (2) from an aircraft maintenance domain that we have studied in detail and report on
fully in Section 7; Figure 2 shows the effect of the action on the aircraft fuel system. Inthissystem,
pipes are joined together using sealing rings that fit snugly over the ends of adjacent pipes. Some-
timesthese joints are secured by positioning a coupling nut around the seal to keep it tight and then
installing aretainer to keep the coupling nut and seal inplace. In checking (and, if necessary, replac-
ing) such sealing rings, personnel must gain access to them by first removing the retainer and then
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diding the coupling nut away. Figure 2 illustrates part of this processfor a case where an instructor
could use (2) to direct an actor to perform the step of diding the coupling nut clear.

We draw on this account of the domain in which (2) is used, to describe the communicative
intent with which we represent (2). We consider three components of communicativeintent in turn.

e Thefirst derivesfrom the update to the conversational record that the instruction is meant to
achieve. Thisupdateincludesthefact that the actor isto carry out amotion specified interms
of the given objects and landmarks—namely, the actor isto move the coupling nut smoothly
along the surface of the fuel line from its current position onto the elbow. But the update
also spells out the intended purpose of this action: the action is to uncover the sealing ring
and, we may presume, thereby enable subsequent maintenance steps. So communicative in-
tent must show how the meanings of the words in (2) are intended to put on the record this
characterization of movement and purpose.

e The second component relatesto the set of referentsthat theinstruction describesand evokes:
the elbow, the coupling nut adjacent to the elbow, the fuel line, and the sealing ring on the
fuel line. The actor is expected to be familiar with these referents; this familiarity might
come from the actor’s general experience with the aircraft, from a diagram accompanying
ablock of instructions, or just from the physical surroundings as the actor carries out the in-
structions. Inany case, the expectation of familiarity correspondsto a constraint on theideal -
ized conversational record: the specified referentswith the specified propertiesmust befound
there. Indeed, in understanding (2), the actor can and should use this constraint together with
the shared information from the conversational record to identify the intended objects and
landmarks. Thus, communicative intent must represent this constraint on the conversational
record and anticipate the actor’s use of it to resolve the instructor’s references.

e Thethird component accountsfor the collection of constructionsby whichtheinstructor frames
theinstruction. The instruction isan imperative; that choice shows (among other things) that
theinstructor’srelationship with the actor empowers the instructor to impose obligationsfor
action on the actor. (In our domain, maintenance instructions are in fact military orders.)
Meanwhile, the use of definite noun phrases that omit the article the reflects the distinctive
telegraphic style adopted in these instructions. Of course, the relationship of instructor and
actor and the distinctive linguistic style of the domain are both part of the conversational
record, and the instructor anticipates that the actor will make connections with these shared
representationsin interpreting the constructionsin (2). Thus communicative intent must also
represent these connections.

To represent communicative intent, then, we will need to associate a formal representation of the
utterance in (2) with amodel of interpretation that describes these three components: how the ut-
terance adds information that links up with the goals of communication; how it imposes constraints
that link up with shared characterizations of objects; and how it establishes specific connections to
the status of participants and referentsin the discourse.

Schematically, we can represent the form of the utterance using a dependency tree as shown in

(3).



(3)

dlide (imperative)

coupling-nut (zero-def) onto (VP modifier) (purpose) (bare infinitival adjunct)

elbow (zero-def) uncover (infinitive)
|
sealing-ring (zero-def)
fuel-line (N modifier)

This tree analyzes the utterance as being made up of ELEMENTS bearing specific content and real -
ized in specific syntactic constructions; these elements form the nodes in the tree. Thus, the left-
most leaf, labeled coupling-nut (zero-def), represents the fact that the noun coupling nut is used
here, in construction with the zero definite determiner characteristic of this genre, to contribute a
noun phrase to the sentence. Generally, these elementsinclude lexical items, as coupling nut does;
but in cases such as the (purpose) element, we may simply find some distinctive syntax associated
with meaning that could otherwise be realized by a construction with explicit lexical material (in
order, for apurpose relation). Edges in the tree represent operations of syntactic combination; the
child node may either supply arequired COMPLEMENT to the parent node (asthe nodefor coupling-
nut does for its parent dide) or may provide an optional MODIFIER that supplements the parent’s
interpretation (as the node for (purpose) does for its parent dide).

We pair (3) with arecord of interpretation by taking into account two sources of information:
the GRAMMATICAL CONVENTIONS that associate meaningful conditions with an utterance across
contexts, inapublic representation accessi bl e to speaker and hearer; and the SPEAKER’ S PRESUMP-
TIONS which describe specific instantiations for these conditions in the current context, and deter-
mine the precise communicative effects of the utterance in context.

We assume that grammatical conventions associate each of the elementsin (3) with an As-
SERTION that contributes to the update intended for the utterance; a PRESUPPOSITION intended
to ground the utterance in shared knowledge about the domain; and a PRAGMATIC condition in-
tended to reflect the status of participants and referents in the discourse. Thereisalong history in
computational linguisticsfor the assumption that utterance meaning isaconjunction of atomic con-
tributions made by words (in constructions); see particularly (Hobbs, 1985). Our use of assertion
and presuppositionreflectstheincreasingly important rol e of thisdistinction in linguistic semantics,
in such works as (van der Sandt, 1992; Kamp and Rossdeutscher, 1994); the particular assertions
and presuppositions we use draw not only on linguistic theory but also on research in connecting
linguistic meanings with independently-motivated domain representations, such as those required
for animating human avatars (Badler et a., 1999; Badler et al., 2000). Our further specification of
pragmatic conditions is inspired by accounts of constructions in discourse in terms of contextual
reguirements, such as (Hirschberg, 1985; Ward, 1985; Prince, 1986; Birner, 1992; Gundel et al.,
1993).

Asan illustration of these threefold conventions, consider the item side asused in (2) and rep-



resented in (3). Heredlideintroducesan event al in which H (the hearer) will move N (the coupling
nut) along a path P (from its current location along the surface of the pipe to the elbow); this event
isto occur next in the maintenance procedure.

At the sametime, dide provides a presupposed constraint that P start at the current location of
the nut N and that P lie along the surface of an object. This constraint hel ps specify what it means
for the event to be adiding, but also helpsidentify both the nut N and the elbow E. Asan impera-
tive, dide carries a presupposed constraint on who the participants in the conversation are, which
helpsidentify the agent H as the hearer, and at the same time introduces a variable for the speaker
S Moreover, dide carries the pragmatic constraint that S be capable of imposing obligations for
physical action on H.

These conditions can be schematized as in (4)3:

(4) a Assertion: move(al,H,N,P)Anext(al)
b Presupposition: partic(S H) A start-at(P,N) A surf (P)
c Pragmatics: obl(SH)

Note that these conditions take the form of constraints on the values of variables; thishelpsexplain
why we see DESCRIPTION as central to the problem of sentence planning. We call the variables
that appear in such constraintsthe DISCOURSE ANAPHORS of an element; we call the values those
variables take, the element’s DISCOURSE REFERENTS. Our terminology follows that of (Webber,
1988), where a discourse anaphor specifies an entity by relation (perhaps by an inferential relation)
to areferent represented in an evolving model of the discourse. (Throughout, we follow the Prolog
convention with anaphors-variablesin upper case and referents—constants in lower case.)

When elements are combined by syntactic operations, the grammar describes both syntactic and
semantic relationships among them. Semantic relationships are represented by requiring corefer-
ence between discourse anaphors of combined elements. We illustrate this by considering the el-
ement coupling-nut, which appears in combination with dide. The grammar determines that the
element presupposes a coupling nut (cn) represented by some discourse anaphor R. The pragmat-
icsof the element isthe condition that the genre supportsthe zero definite construction (zero-genre)
and that the referent for R has definite status in the conversational record. The element carries no
assertion. Thus, thisuse of coupling-nut carries the conditions schematized in (5).

(5) a Assation: —
b Presupposition: cn(R)
c Pragmatics: def(R) A zero-genre

Now, when thiselement serves as the direct object of theelement dide as specified in (3), the coref-
erence constraints of the grammar kick in to specify that what is slid must be the coupling nut; for-
mally, inthiscase, the N of (4) must bethe sameasthe Rof (5). Applying thisconstraint, we would
represent the conditions imposed jointly by side and coupling-nut in combination asin (6).

(6) a Assertion: move(al,H,N,P)Anext(al)
b Presupposition: partic(S H) A start-at(P,N) Asurf (P) Acn(N)
c Pragmatics: obl(S H) Adef (N) A zero-genre

3From here on, we adopt the abbreviations partic for participants surf for surface, and obl for obligations
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Let us now return to instruction (2).
2 Slide coupling nut onto elbow to uncover fuel-line sealing ring.

In al, our exposition in this paper represents the content of (2) with the three collections of con-
straints on discourse anaphorsin (7); we associate (7) with (2) through the derivation of (2) astree
(3) in our grammar for English.

(7) a Assertion: move(al,H, N, P) Anext(al) A purpose(al, a2) A uncover (a2,H,R)
b Presupposition: partic(S H) A start-at(P,N) A surf (P) Acn(N) Aend-on(P,E) A el (E) A
s (R) AMfl(F) Ann(R F, X)
c Pragmatics: obl(S H) Adef (N) Adef (E) A def (R) A def (F) A zero-genre

Spelling out the example in more detail, we see that in addition to the asserted constraints move
and next contributed by the element dide, we have a purpose constraint contributed by the bare
infinitival adjunct and an uncover constraint contributed by the element uncover; in addition to the
presupposed constraints partic, start-at, surf and cn contributed by dide and coupling-nut, we have
an end-on constraint contributed by onto, an €l constraint contributed by elbow, an sr constraint
contributed by sealing-ring and fl and nn constraints contributed by the noun-noun modifier use of
fuel-ling; nn uses a variable X to abstract some close relationship between the fuel line F and the
sealing ring R which grounds the noun-noun compound.

In any use of an utterance like (2), the speaker intends the presupposition and the pragmatics
of the utterance to link up in a specific way with particular individuals and propositions from the
conversational record; the speaker likewise intends the assertion to settle particular open questions
in the discourse in virtue of the information it presents about particular individuals. These links
constitute the PRESUMPTIONS the speaker makes with an utterance; these presumptions must be
recorded in an interpretation over and above the shared conventions that we have already outlined.
We assume that these presumptions take the form of INFERENCES that the speaker is committed to
in generation and that the hearer must recover in understanding.

We return to the element dide of (3) to illustrate this ingredient of interpretation. We take the
speaker of (2) to be acomputer system (including an NLG component), which representsitself asa
conversational participant SO and representsitsuser as a conversational participant hO. We suppose
that the coupling nut to be moved here is identified as n11 in the system’s model of the aircraft,
the fuel-line joint is identified as |2 and the elbow is identified as e2. In order to describe paths,
we use afunction | whose arguments are a landmark and a spatial relation and whose result is the
place so-related to the landmark. For example, 1(on,e2) is the place on the elbow. We also use
afunction p whose arguments are two places and whose result is the direct path between them.
For example, p(l(on, j2),l(on,e2)) is the path that the coupling nut follows here. (For a similar
gpatia ontology, see (Jackendoff, 1990).) Then the system here intends the contribution that the
next action, al, isonewhereh0 movesnll by path p(l(on, j2),1(on,e2)). Thiscontributionfollows
by inference from the meaning of dide in general together with the speaker’s commitmentsto pick
out particular discourse referents from the conversational record and, where necessary, to rely on
background knowledge about these referents and about aircraft maintenance in general.

Let’s adopt the notation that a boxed expression represents an update to be made to the conver-
sational record, while an underlined expression represents a feature already present in the conver-
sational record; boxed and underlined expressions are DOMAIN representations and can be special-
ized, when appropriate, to application-specific ontologies and models. The other expressions we
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have seen are LINGUISTIC representations, since they are associated with lexical items and syntac-
tic constructionsin ageneral way. An edgeindicates an inferential connection between alinguistic
representation and a domain representation. Then we can provide representations of the presump-
tion associated with the assertion of didein (2) by (8).

@® move(al, h0,n11, p(I(on, j2),l(on,e2))) next(al)
8 | |

move(al,H,N,P) next(al)

Given what we have supposed, in uttering (2), the system isalso committed to inferenceswhich
establish instances of the presupposition and the pragmatics of side for appropriate referents. Our
conventions represent these further inferencesasin (9).

partic(S,H) start-at(P,N) surf(P)

9

© parti c(|sO, h0) start-at(p(I(on, j|2), [(on,e2)),n1l) surf(p(I(on, j|2), [(on,e2)))
obl(SH)
obl (s|0, ho)

In (9), we use the same predicates for domain and linguistic relationships, so the inferences
requiredin all cases can be performed by ssimple unification. But our framework will enable more
complicated (and moresubstantive) connections. For example, supposewe useapredicateloc(L, O)
to indicate that the place L is the location of object O. Then we would represent the fact that the
nut is located on the joint as (10).

(10 loc(l(on, j2),n11)

We know that if an object isin some place, then any path from that place begins at the object; (11)
formalizes this generalization.

(12) Vloe(loc(l,0) D start-at(p(l,e),0))

Since they provide common background about this equipment and about spatial action in general,
both of these facts belong in the conversational record.

From (10) and (11) we can infer that the path on thejoint starts at the nut; that leads to arecord
of inference asin (12).

start-at(P,N)
(12) )
loc(I(on, j2),n11)

That is, the understanding behind (12) is that loc(l (on, j2),n11) is afact from the conversational
record intended to be linked with thelingui stic presupposition start-at(P, N) by appeal tothe premise
(12) from the conversational record.

Similarly, we propose to analyze the modifier fuel-line in keeping with the inferential account
of noun-noun compounds proposed in (Hobbs et al., 1988; Hobbs et al., 1993). This item carries
avery genera linguistic presupposition. There must be afuel line F and some close relationship
X between F and the object R that the modifier appliesto. In the context of this aircraft, this pre-
supposition is met because of the fact that the particular ring intended hereis designed for the fuel
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Structure:
dependency representation of the utterance

Assert:
links for utterance assertion

Presuppose:
links for utterance presupposition

Pragmatics:
links for utterance pragmatic conditions

Figure 3: General form of communicative intent representation.

line: X = for. Thislink exploits a domain-specific inference rule to the effect that one thing’s be-
ing designed for another counts as the right kind of close relationship for noun-noun modification.
Concretely, we might use this structure to abstract the inference:

nn(R, F, X)
(13) |
for(rll, f4)

Aswith (12), (13) represents that for (r11, f4) is a shared fact linked with the linguistic presuppo-
stion nn(R, F, X) by appeal to ashared rule, here (14).

(14) Vab(for(a,b) D nn(a,b,for))

In general, then, the communicative intent behind an utterance must include three inferential
records. Thefirst collection of inferences links the assertions contributed by utterance elementsto
updates to the conversational record that the instruction is intended to achieve; in the case of (8),
we add instances of the assertion identified by the speaker. The second collection of inferences
links the presuppositions contributed by the utterance el ementsto intended instancesin the conver-
sational record. The final collection of inferences links the pragmatic constraints of the utterance
elements to intended instances in the conversational record. We will represent these inferencesin
the format of Figure 3. Reading Figure 3 from bottom to top, we find a version of Clark’s ladder
of intentions, with higher links dependent on lower ones: that is, the inference to pragmatics and
presupposition are prerequisites for successful interpretation, while the inferences from the asser-
tion contingently determinethe contribution of interpretation. Such diagramsconstitute acomplete
record of communicative intent, since they include the linguistic structure of the utterance and lay
out the conventional meanings assigned to this structure as well as the presumed inferences link-
ing these meaningsto context. For example, Figure4 displays the communicativeintent associated
with the utterance of dide.

Figure 5 schematizes the full communicative intent for (2) using the notational conventions
articulated thus far. As a whole, the utterance carries the syntactic structure of (3); in Figure 5
this structure is paired with inferential representations that smply group together the inferences
involved in interpreting the individual wordsin their specific syntactic constructions.

12



Structure:
dide-[onto] (imperative)

Assert:
move(al, hO,n11, p(l(on, j2),1(on,€2))) next(al)
move(a1|, H,N,P) next|(a1)
Presuppose:
partic(SH) start-at(P, N) surf (P)

partic(|sO, h0) loc(l (on,|j 2),n11) surf (p(l(on, j|2), [(on,e2)))

Pragmatics:

obl(S H)

|
obl (s0, h0)

Figure 4: Interpretation of didein (2). The speaker’s presumptions map out intended connections
to discourse referents as follows: the speaker S S0; the hearer H, hO; the nut N, n11; the path P,
p(l(on, j2),l(on,e2)); the elbow E, e2. Thefuel-linejoint is j2.

2.2 Reasoning with Communicative Intent in Conversation

We now returnto our initial characterization of conversation as a complex collaborative and delib-
erative process, guided by representations of communicative intent such as that of Figure 5. This
characterization locates microplanning within the architecture depicted in Figure 6.

In Figure 6, content planning is one of a number of subtasks carried out by a general dialogue
manager. The dialogue manager tracksthe content of conversation through successive turns, through
such functions as following up on an utterance (Moore and Paris, 1993; Moore, 1994), repairing an
utterance (Heeman and Hirst, 1995), and updating amodel of the ongoing collaboration (Richetal.,
2001). The dialogue manager aso coordinates the interaction in the conversation, by managing
turn-taking, acknowledgment and other conversational signals (Cassell, 2000).

Once content planning has derived some updates that need to be made to the conversational
record, the dialogue manager passes these updates as input to the microplanning module. In re-
sponse, the microplanner derives a communicative-intent representation that spells out a way to
achievethisupdate using an utterance of concretelinguistic forms. To construct thisrepresentation,
the microplanner consults both the grammar and a general KNOWLEDGE BASE. This knowledge
base specifies the system’s private domain knowledge, as well as background information about the
domainthat all participantsin the conversation are presumed to share. It maintainsinformation con-
veyed in the conversation, thus including and extending the system’s model of the conversational
record.

The output communicative intent constructed by the microplanner returnsto the dialogue man-
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Structure:

to dlide (imperative)

coupling-nut (zero-def) onto (purpose) (bare infinitival adjunct)
|

elbow (zero-def) uncover

|
sealing-ring (zero-def)
|

fuel-line (modifier)

Assert:
move(al, h0,n11, p(l(on, j2),I(on e2))) next(al)
move(a1|, H,N,P) next|(a1)
‘ purpose(al,a?) ‘ ‘ uncover (a2,h0,r11) ‘
purpose|>(a1, a2) uncover (|a2, H,R)
Presuppose:
partic(S,H) start-at(P,N) surf(P) cn(N)

parti c(|SO, hO) loc(! (on,|j 2),n11) surf(p(I(on, j|2), [(on,e2))) cn(||111)

end-on(P,E) el(E) sr(R) fl(F) nn(R, F, X)
end-on(p(l (on, j|2), [(on e2)),e2) e (|eZ) sr(r|11) fl( 1‘4) for(r1|1, f4)

Pragmatics:

obl(S,H) def (N) def (E) def (R) def (F) zero-genre

| | | | | |
obl(s0, h0) def (n11) def (e2) def (r11) def (f4) zero-genre

Figure 5: Communicative intent for (2). The grammar specifies meanings as follows: For dide,
assertions move and next; for the bare infinitival adjunct, purpose; for uncover, uncover. For dide,
presuppositions partic, start-at and surf; for coupling-nut, cn; for onto, end-on; for elbow, €; for
sealing-ring, cn; for fuel-line, fl and nn. For dide, pragmatics obl; for other nouns, pragmatics def
and zero-genre. The speaker’s presumptions map out intended connections to discourse referents
asfollows: the spesker S <0; the hearer H, hO; the nut N, n11; the path P, p(l(on, j2),1(on,e2));
theelbow E, €2; thering R, r11; thefuel-lineF, f4; therelation X, for. The fuel-linejointis j2.
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Figure 6. A conversational architecture for communicative-intent—based microplanning.

ager; the dialogue manager not only can forward this communicative intent for realization but also
can use it as agenera resource for collaboration. Thus, Figure 6 reproduces and extends the NLG
pipelineof Figure 1. (Cassell et al., 2000) describes morefully the integration of dialogue manage-
ment and communi cative-i ntent—based microplanning in one implemented conversational agent.

In a communi cative-intent representation, asillustrated in the structure of Figure 5, wefind the
resources required for a flexible dialogue manager to pursue instruction (2) with an engaged con-
versational partner. To start with, the structureisaself-contained record of what the system isdoing
with this utterance and how it is doing it. The structure maps out the contributionsthat the system
wants on the record and the assertions that signal these contributions; it maps out the constraints
presupposed by the utterance and the unique matches for these constraints that determinethe refer-
ents the instruction has. Because the structure combines grammatical knowledge and information
from the conversational record in this unambiguousway, the dialogue manager can utter it with the
expectation that the utterancewill be understood (provided the model of the conversational recordis
correct and provided the interpretation process does not demand more effort than the user iswilling
or ableto devoteto it).

More generaly, we expect that communicative-intent representations offer a resource for the
dialogue manager to respond to future utterances. Although we have yet to implement such delib-
eration, let us outline briefly how communicative intent may inform such responses; such consid-
erations help to situate structures such as that of Figure 5 more tightly within our general charac-
terization of conversation.
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Asafirst illustration, suppose the user asks a clarification question about the instructed action,
such as (15).

(15) So | want to get at the sealing-ring at the joint under the coupling-nut?

By connecting the communicative intent from (2) with the communicative intent recognized for
(15), the dialogue manager can infer that the actor is uncertain about which sealing-ring the system
intended to identify with fuel-line sealing-ring. In carrying out thisinferenceand in formulating an
appropriate answer (that'sright, perhaps), the explicit links in communicative intent between pre-
supposed content and the conversational record are central. In other words, the dialogue manager
can use communicative intent as a data structure for plan recognition and plan revision in negoti-
ating referring expressions, as in (Heeman and Hirst, 1995).

Asasecond illustration, suppose the user asks afollow-up question about theinstructed action,
perhaps (16).

(16) How does that uncover the sealing ring?

(16) refersto the sliding and the uncovering introduced by (2); in fact, (16) shareswith (2) not only
reference but also substantial vocabulary. Accordingly, by connecting the intent behind (16) to that
for (2), the dialogue manager may infer that the intent for (2) was successfully recognized. At the
same time, by comparing the intent for (16) with that for (2), the dialogue manager can discover
that, because the actor needsto know how the diding will achieve the current purpose, the actor has
not fully accepted instruction (2). The information provided in (2) and (16) can serve as a starting
point for repair: knowing what information the actor has narrows what information the user might
need. Moregenerally, if structuresfor communicativeintent al so record theinferential relationships
that link communicative goal sto one another, the dialogue manager may attempt the more nuanced
responses to expressions of doubt and disagreement described in (Moore and Paris, 1993; Carberry
and Lambert, 1999).

With this background, we can now present the key idea behind the sPuD system: The structure
of Figure 5 provides a resource for deliberation not just for the dialogue manager but also for the
microplanner itself. The microplanner startswith atask set by the dialogue manager: thisutterance
isto contribute, in arecognizable way, the updatesthat a move isnext and its purpose isto uncover.
The microplanner can see to it that its utterance satisfies these requirements by adding interpreted
elements, such asthe structurefor slide of Figure 4, one at atime, to aprovisional communicative-
intent representation. In each of these steps, the microplanner can use its assessment of the overall
interpretation of the utterance to make progress on the interrelated problems of lexical choice, ag-
gregation and referring expression generation.

Figure 7 offers a schematic illustration of afew such steps: it tracks the addition first of dide,
then of a purpose adjunct, then of uncover, and finally of coupling-nut, all to an initially empty
structure. (Note that in Figure 7 we abbreviate inference structures and specified updates to the
predicates they establish; we use the tag recognition as a mnemonic that the microplanner is re-
sponsible for making sure these structures can be recognized as intended.)

To start, the first transition in Figure 7, which results in a structure that repeats Figure 4, can
be viewed as a description of the use of the particular word dide in a particular syntactic construc-
tion to achieve particular effects. We will see that a generator can create such descriptions by an
inferential matching process that checks a pattern of lexical meaning against the discourse context
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Structure: Structure:
Structure: _ _
Structure: Structure: dide sI||de dlide
(empty) slide | (purpose) c.nut  (purpose)
Assert: Assert: (purpose) | |
uncover ncov
(empty) move next Assert: uncover
Presuppose: Presuppose: move next Assert: Assert:
(empty) particloc surf pur pose move next move next
o o pur pose uncover pur pose uncover

Pragmatics: Pragmatics: Presuppose:

(empty) obl particloc surf Preguppose: Pres_,uppose:
Requirements: Requirements: Pragmatics: particloc .surf partic IO(_: surf cn
move purpose pur pose obl Pragmatics: Pragmatics:
next uncover uncover obl obl def zero-genre

. i Requirements:
(recogrition) (recognition) Requirements: Requirements:

uncover
(recognition)

(recognition)

(recognition)

Figure 7: A schematic view of theinitial stages of microplanning for (2). Each state includes a
provisional communicative intent and an assessment of further work required, such as updates to
achieve. Each transition represents the addition of a new interpreted element.

and against the specified updates. In particular, to be applicable at a specific stage of generation, a
lexical item must have an interpretationto contribute: theitem’sassertion must hold; theitem’spre-
supposition and pragmatics must find links in the conversational record. Moreover, to be prefered
over alternative options, use of theitem should push the generation task forward: in general, the up-
dates the item achieves should include as many as possible of those specified in the microplanning
problem, and as few others as possible; in general, the links the item establishes to shared context
should appeal to specific shared content that facilitates the hearer’s plan-recognition interpretation
process.

Thus, in deriving structures like that of Figure 4 from its grammatical inventory, the genera-
tor can implement a model of lexical and grammatical choice. The generator determines available
options by inference and selects among alternatives by comparing interpretations.

Meanwhile, in extending provisional communicativeintent as suggested in Figure 7, the gener-
ator’sfurther lexical and syntactic choices can simultaneoudly reflect the its strategies for aggrega-
tion and for referring expression generation. Take the addition of an element likethe bareinfinitival
purpose clause, in step two of Figure 7. Aswith dide, this entry represents a pattern of interpre-
tation where linguistic meaning mediates between the current context and potential update to the
context. In particular, the entry for abareinfinitival purpose clause depends on an event al with an
agent hO already described by the main verb of the provisiona instruction (in this case dide). The
entry relates al to another event a2 which al should achieve and which aso has hO as the agent;
here a2 is to be described as an uncovering by a subsequent step of lexical choice. Thus the syn-
tax and semantics of the entry amount to a pattern for aggregation: the modifier provides away of
extending an utterance that the generator can use to include additional related information about
referents already described in the ongoing utterance.
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As another illustration, take the addition of a complement like coupling nut, as in step four of
Figure 7, or amodifier like fuel-line. The contribution of these entriesis to add constraints on the
context that the hearer must match to interpret the utterance. With coupling nut, for example, the
hearer |earns that the referent for N must actually be a coupling nut; smilarly, with fuel-line, the
hearer learns that the referent for R must be for some fuel line F. Here we find the usual means
for ensuring reference in NLG: augmenting the content of an utterance by additional presupposed
relationships.

2.3 Communicative-1ntent—Based Microplanning in SPUD

Sections 2.1-2.2 have characterized microplanning as a problem of constructing representations of
communicative intent to realize communicative goals. Communicative intent is a detailed repre-
sentation of an utterance that combines inferences from a declarative description of language, the
grammar, and from a declarative description of context, the conversational record. This represen-
tation supports the reasoning required for a dialogue manager to produce, support and defend the
generated utterance as part of abroader conversational process. At the sametime, by setting up ap-
propriate microplanning choices and providing the means to make them, this representation recon-
cilesthe decision-making required for microplanning tasks likelexical choice, referring expression
generation and aggregation.

Our characterization of sentence planningisnot so far from Appelt’'s (Appelt, 1985). Onediffer-
enceisthat Appelt takes a speech-act view of communicative action, so that communicative intent
is not an abstract resource for conversational process but a veridical inference about the dynam-
ics of agents mental state; this complicates Appelt’s representations and restricts the flexibility of
hissystem. Closer still isthework of Thomason and colleagues (Thomason et al., 1996; Thomason
and Hobbs, 1997) in theinterpretation-as-abductionframework (Hobbset al., 1993); they construct
abductive interpretations as an abstract representation of communicative intent, by reasoning from
agrammar and from domain knowledge.

A key contribution of our research, over and above these antecedents, istheintegration of asuite
of assumptions and techniques for effective implementation and development of communicative-
intent—based microplanners.

e We use the feature-based | exicalized tree-adjoining grammar formalism (LTAG) to describe
microplanning derivations (Joshi et al., 1975; Schabes, 1990). Each choicethat arisesin us-
ing this grammar for generation realizes a specified meaning by concrete material that could
be added to an incompl ete sentence, as advocated by (Joshi, 1987) and anticipated already in
Section 2.1. In fact, LTAG offersthis space of choices directly on the derivation of surface
syntactic structures, eliminating any need for “abstract” linguistic structures or resources.

e We use alogic-programming strategy to link linguistic meanings with specifications of the
conversational record and updates to it. We base our specification language on modal logic
in order to describe the different states of information in the context explicitly (Stone, 1999;
Stone, 2000b); however, the logic programming inference ensures that a designer can assess
and improve the computational cost of the queriesinvolved in constructing communicative
intent.

e By treating presuppositions as anaphors (cf. (van der Sandt, 1992)), we carry over efficient

18



constrai nt-sati sfaction techniquesfor managing ambiguity inreferring expressionsfrom prior
generation research (Mellish, 1985; Haddock, 1989; Dale and Haddock, 1991).

e We associate grammatical entrieswith pragmatic constraints on context that model the differ-
ent discourse functions of different constructions (Ward, 1985; Prince, 1986). This provides
both a principled model of syntactic choice and a declarative language for controlling the
output of the system to match the choices observed in a given corpus or sublanguage.

e Weadopt ahead-first, greedy search strategy. Our other principlesare compatiblewith search-
ing among al partial representations of communicative intent, in any order. But a head-first
strategy allows for a particularly clean implementation of grammatical operations; and the
modest effort required to design specificationsfor greedy searchiseasily repaid by improved
system performance.

Although many of these techniqueshave seen success in recent generation systems, SPUD’sdistinc-
tive focus on communicativeintent resultsin basic and important divergences from other systems;
we return to a more thorough review of previouswork in Section 8.

In the remainder of this paper, wefirst describe the grammar formalism we have devel oped and
the model of interpretation that associates grammatical structures declaratively with possible com-
municativeintent. We then introduce the SPUD sentence planner asa program that searches (greed-
ily) through grammatical structures to derive a communicative intent representation that describes
adesired update to the conversational record and that can be recognized by the hearer. We go on to
illustrate how sPUD’s declarative processing provides anatural framework for addressing sentence
planning subtasks like referring expression generation, lexical and syntactic choice and aggrega-
tion, and how it supports a concrete methodology for building grammatical resources for specific
generation problems.

3 Grammar Organization
In sPUD, agrammar consists of aset of SYNTACTIC CONSTRUCTIONS, aset of LEXICAL ENTRIES,
and a database of MORPHOLOGICAL RULES.

3.1 Syntactic Constructions
Syntactic constructions are specified by four componentsin SPUD:

(17) a aNAME, anidentifier under which other parts of the grammar refer to the construction;
b aset of PARAMETERS, open variablesfor referential indices in the definition (which are
instantiated to discourse referentsin a particular use of the construction);
C aPRAGMATIC CONDITION, which expresses a constraint that the construction imposes
on the discourse context in terms of its parameters; and
d aSYNTACTIC STRUCTURE, which maps out the linguistic form of the construction.

The syntactic structure is represented as atree of compound nodes. Internal nodes in the tree bear
the following attributes:

(18) a aCATEGORY, suchasNP, V, €c,;
b INDICES, alist of the parametersthat the node refers to and that additional syntactic
material combined with this node may describe;
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C aTOP FEATURE STRUCTURE, alist of attribute-value pairs (including variable values
shared with other feature structures elsewhere in the tree) which describes the syntactic
constraints imposed on this node from above; and

d aBOTTOM FEATURE STRUCTURE, another such list of attribute-value pairs which
describes the syntactic constraints imposed on this node from below.

Leavesinthetreefall into one of four classes: SUBSTITUTION SITES, FOOT NODES, GIVEN-WORD
NODES and lexically-dependent word nodes or ANCHOR NODES. Like internal nodes, substitution
sitesand foot nodes are loci of syntactic operations and are associated with categories and indices.
Any tree may have at most one foot node, and that foot node must have the same category and in-
dicesastheroot. A given-word nodeincludesaspecific lexeme (typically aclosed-class or function
item) which appears explicitly in all uses of the construction. An anchor node is associated with an
instructionto includeaword retrieved fromaspecificlexical entry; treesmay have multipleanchors
and lexical entries may contain multiple words. In addition, all leaves are specified with asingle
feature structure which describes the constraintsimposed on the node from above. Notethat, in the
case of anchor nodes, these constraints must be satisfied by the lexical itemsretrieved for the node.

(19) shows the tree structure for the zero definite noun phrase required in (2) for coupling nut
and sealing ring.

CAT : NP
INDICES : U

TOP : [NUMBER : [1]]

BOTTOM : [NUMBER :|1]

CAT:N
INDICES : U

TOP : [NUMBER : [1]]

BOTTOM : [NUMBER :
|

ANCHOR : #1

FEATURES : [NUMBER :[1]

(19)

Evidently such structures, and the full specifications associated with them, can be quite involved.
For exposition, henceforth we will generally suppress feature structures. We will write interna
nodesin the form CAT(INDICES); anchors, in theform cATON (for the Nth token of alexical item,
aword of category CAT); substitution nodes, in the form CAT(INDICES) |; foot nodes, in the form
CAT(INDICES)« ; and given-word nodes just by the words associated with them.

With these conventions, the syntactic entry for the zero definite construction (associated with
sealing-ring for example) isgivenin (20).

(20) a NAME: zerodefnptree
b PARAMETERS: U
C PRAGMATICS: zero-genre A def (U)
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d

TREE: N'(U)

NOL

Observe that (19) appears smply as (20d).

3.2 Lexical Entries
SPUD lexical entries have the following structure.

(21) a

b

aNAME, alist of the lexemes that anchor the entry (most entries have only one lexeme,
but entriesfor idioms may have severa);

a set of PARAMETERS, open variablesfor referential indicesin the definition (which are
instantiated to discourse referentsin aparticular use of the entry);

a TARGET, an expression constraining the category and indices of the nodein a
syntactic structure at which thislexical entry could be incorporated, and indicating
whether the entry is added as a complement or as a modifier;

aCONTENT CONDITION, aformulaspecifying a constraint on the parameters of the
entry that the entry will assert when the entry is used to update the conversational
record,

PRESUPPOSITION, aformulaspecifying a constraint on the parameters of the entry that
the entry must presuppose;

PRAGMATICS, aformula specifying a constraint on the status in the discourse of
parameters of the entry;

an ANCHORING FEATURE STRUCTURE, alist of attribute-value pairsthat constrain the
anchor nodes where lexical material from this entry isinserted into a syntactic
construction; and

aTREE LIST, specifying the treesthat the lexical item can anchor by name and
parameters (notethat thetreelist in fact determineswhat the target of the entry must be).

(22) gives an example of such alexical item: the entry for sealing-ring as used, among other
ways, with the zero definite noun phrase illustrated in (20).

(22) a

-oQ +~0® QO T

NAME: sealing-ring

PARAMETERS: N

TARGET: NP(N) [complement]

CONTENT: sr(N)

PRESUPPOSITION: —

PRAGMATICS. —

ANCHOR FEATURES: [NUMBER : SINGULAR]
TREE LIST: zerodefnptreg(N), ...

3.3 Lexico-grammar
The basic elementsof grammatical derivationsarelexical entriesused in specific syntactic construc-
tions. These elements are declarative combinations of the two kinds of specifications presented in

21



Sections 3.1 and 3.2. Abstractly, the combination of alexical entry and a syntactic construction
requires the following steps.

(23) a The parametersof the lexical entry are instantiated to suitable discourse referents.

b The parameters of the construction are instantiated to discourse referents as specified by
thetreelist of the lexical entry.

¢ Anchor nodesin the tree are replaced by corresponding given-word nodes constructed
from the name of the lexical entry; and the top feature structures of anchor nodes are
unified with the anchor features of the lexical entry to give the top features of the new
given-word nodes.

d Theassertion and the presupposition of the combined entry are determined, in one of
two possible ways. In one possible case, the content condition of the lexical entry
provides the assertion while the presupposition of the lexical entry providesthe
presupposition of the combined element. In the other, the content condition and any
presupposition of the lexical entry are conjoined to give the presupposition of the
combined element; in this case the element carries no assertion.

e The pragmatics of the syntactic construction is conjoined with the pragmatics of the
lexical entry.

Thus, abstractly, we can see the syntactic construction of (20) coming together with thelexical entry
of (22) to yield the particular lexico-grammatical option described in (24).

NP(R)
|
(24) a TREE: N'(R)
|
sealing-ring
TARGET: NP(R) [complement]

ASSERTION: —
PRESUPPOSITION: sf(R)
e PRAGMATICS: def (R) A zero-genre

o 0O T

(Again, feature structures are suppressed here, but note that feature sharing ensuresthat each of the
nodesin the tree isin fact marked with singular number.) Thisisthe entry for sealing-ring which
is used in deriving the communicative intent of Figure5.

3.4 Morphological rules

We have seen that |exico-grammatical entries such as (24) contain not specific surface word-forms
but merely lexemes labeled with features. This allows feature-values to be propagated through
grammatical derivations. In this way, the derivation can select an appropriate realization for an
underlying lexeme as afunction of agreement processes in the language.

A database of morphological rules accomplishesthis selection. Each lexemeispairedwithalist
of feature-realization patterns. To determine the form to use in realizing a given lexeme at a node
with given features F in agrammatical derivation, SPUD scansthislist until the feature structurein
a pattern subsumes F; sPUD uses the realization associated with this pattern.

For example, we might use (25) to determine the realization of sealing-ring in (24) as“sealing
ring”.
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CAT:C|
T INDICES : V
: CAT:C
;CC);'_ INDICES : V
CAT:C : Top: | S|U[T]
INDICES : V BOT :[B]
ToP:[S] T,
T

Figure 8: Substitution of Ty into T».

(25) a LEXEME: sealing-ring; PATTERNS:
b [NUMBER: SINGULAR] — sedling ring
C [NUMBER :PLURAL]| — sealing rings

4 Grammatical Derivation and Communicative Intent

To assemble communicative intent, SPUD deployslexico-grammatical entrieslike (24) one by one,
asdepicted in Figure 7. As Section 2 suggested, these steps involve both grammatical inferenceto
link linguistic structures together and contextual inference to link linguistic meanings to domain-
specific representations. We now describe the specific form of these inferential processesin sPUD.

4.1 Grammatical Inference

In sPUD’sgrammar, thetreesof entrieslike (24) describe aset of elementary structuresfor afeature-
based |exicalized tree-adjoining grammar, or LTAG (Joshi et a., 1975; Vijay-Shanker, 1987; Sch-
abes, 1990). In al TAG formalisms, entries can be combined into larger trees by two operations,
called SUBSTITUTION and ADJOINING. Elementary trees without foot nodes are called INITIAL
trees and can only substitute; trees with foot nodes are called AUXILIARY trees, and can only ad-
join. The treesthat these operationsyield are called DERIVED trees; we regard the computation of
derived trees as an inference about acomplex structurethat followsfrom a declarative specification
of elementary structures. 1n agrammar with features, derived trees are completed by unifying the
top and bottom features on each node.

In substitution, theroot of aninitial treeisidentified with aleaf of another elementary or derived
structure, called the SUBSTITUTION site. Thetop feature structure of the substitution site is unified
with the top feature structure of the root of theinitial tree. Figure 8 schematizes this operation.

Adjoining isamore complicated splicing operation, where an elementary structure DISPLACES
some subtree of another elementary or derived structure. The node in this structure where the re-
placement appliesiscalled the ADJUNCTION SITE; the excised subtreeisthen substituted back into
thefirst treeat the distinguished FOOT node. As part of an adjoining operation, thetop feature struc-
ture of the adjunction site is unified with the top feature structure of the root node of the auxiliary
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INDICES : V CAT:C

TOP: INDICES : V
Top TOP
BOT 1

(NO ADJOINING)

Top

Figure 9: Adjunction of Ty into T

tree; the bottom feature structure of the adjunction site is unified with the feature structure of the
foot node. After an adjoining operation, no further adjoining is possible at the foot node. Thisis
schematized in Figure 9.

In substitution, the substitution site and the root node of the substituted tree must have the same
category; likewise, in adjoining, the root node, the foot node and the adjunction site must all have
the same category. Moreover, asour treesincorporateindices|abeling the nodes, thereisthefurther
requirement that any nodes that are identified through substitution or adjoining must carry identical
indices.

The identification of indices in trees determines the interface between syntax and semanticsin
SPUD. SPUD adopts an ontologically promiscuous semantics (Hobbs, 1985), in the sense that each
entry used in the derivation of an utterance contributes a constraint to its overall semantics. Syn-
tax determines when the constraints contributed by different grammatical entries describe the same
variables or discourse anaphors. For example, take the phrase dlide the sleeve quickly. Itslexical
elements contribute constraints describing an event e in which agent x slides object y along path
p; describing an individual zthat is a sleeve; and describing an event € that is quick. The syntax—
semantics interface provides the guarantee that y = zand e = € (i.e., that the deeveiswhat is did
and that the diding iswhat is quick). It does so by requiring that the index y of the object NP sub-
stitution site of side unify with theindex z of the root NP for sleeve, and by requiring that the index
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e of the vP adjunction site for dide unify with the index € of the v foot node for quickly. (See
(Hobbs, 1985; Hobbs et al., 1993) for more details on ontologically promiscuous semantics.)

Note that this strategy contrasts with other approaches to LTAG semantics, such as (Candito
and Kahane, 1998), which describe meanings primarily in terms of function-argument relations.
(It is aso possible to combine both function-argument and constraint semantics, as in (Joshi and
Vijay-Shanker, 1999; Kallmeyer and Joshi, 1999).) Like Hobbs, we use semantic representations
as a springboard to explore the relationships between sentence meaning, background knowledge
and inference—relationships which are easiest to state in terms of constraints. In addition, the use
of constraints harmonizeswith our perspective that the essential microplanning task isto construct
extended descriptions of individuals (Stone and Webber, 1998; Webber et al., 1999).

Let usillustrate the operations of grammatical inference by describing how the structure for
fuel-line can combine with the structure for sealing ring by adjoining. Fuel-line will be associated
with a combined lexico-syntactic realization asin (26).

NP(F)  N'(R)«
(26) a TREE: |
N'(F)

fuel-line
TARGET: N'(R) [modifier]
ASSERTION: —
PRESUPPOSITION: fl(F) Ann(R, F, X)
PRAGMATICS: def (F)

O Q0O T

We can adjoin (26a) into (24a) using the N’(R) node as the adjunction site, to obtain the structure
in (27).

(27) NP(F) N'(R)

fuel-line

When we put together entriesby TA G operations, we can represent the meaning of the combined
structure as the component-wise conjunction of the meanings of its constituents. In the case of (24)
and (26) thiswould yield:

(28) a ASSERTION: —
b PResupposITION: fl(F) Ann(R F,X) Asr(R)
C PRAGMATICS: def (F) A def (R) A zero-genre
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(Asexplained in the next section, we can also directly describe thejoint interpretation of combined
elements, in terms of intended links to the conversational record and intended updatesto it.)

In addition to explicitly setting out the structure of a TAG derived tree asin (27), we can also
describe a derived tree implicitly in terms of operations of substitution and adjoining which gen-
erate the derived tree. Such adescription iscaled a TAG DERIVATION TREE (see (Vijay-Shanker,
1987) for a formal definition and discussion of TAG derivation trees). Each node in a derivation
tree represents an elementary tree that contributes to the derived tree. Each edge in a derivation
tree specifies amode of combination: the child node is combined to the parent node by a specified
TAG operation at a specified node in the structure. For example, (29) shows the derivation tree
corresponding to (27).

Tree (24a):sealing-ring

|
(29) Tree (26a):fuel-line
by adjoining at node N’

Derivation trees indicate the decisions required to produce a sentence and outline the search space
for the generation system more perspicuously than do derived trees. This makes derivation trees
particularly attractive structures for describing an NLG system; for example, we can represent a
TAG derivation tree for utterance (2) with a structure isomorphic to the the dependency tree (3).

4.2 Contextual Inference

SPUD assembles structures and meanings such as (27)—29) to exploit connections between linguis-
tic meanings and domain-specific representations. For example, the presupposition (28b) connects
the meaning of the constituent fuel-line coupling nut with shared referents f4 and r11 in the aircraft
domain; sPuD might use the connection to identify these referentsto the user.

sPUD’s module for contextual inference determines the availability of such connections. The
main resource for this module is a domain-specific knowledge base, specified as logical formulas.
This knowledge base describes both the private information available to the system and the shared
information that characterizes the state of the conversation. Tasks for contextual inference consult
thisknowledgebase: spuD first trandlates a potential connection between meaning and context into
atheorem-proving query, and then confirms or rejectsthe connection by using alogic programming
search strategy to evaluate the query against the contextual knowledge base. When the inferential
connection is established, sPuD can record the inference as a constituent of its communicative in-
tent.*

We now describe sPuD’s knowledge base, spuD’s queries, and the inference procedure that
evaluates them in moredetail. sPUD’sknowledge baseisspecified infirst-order modal logic. First-
order modal logic extends first-order classical logic by the addition of MODAL OPERATORS; these
operatorscan be used to relativize thetruth of asentenceto aparticular time, context or information-
state. Wewill use modal operatorsto refer to aparticular body of knowledge. Thus, if pisaformula

“Note that this strategy is strongly monotonic: SPUD’s inference tasks are deductive and the links sPuD adds to
communicative intent cannot be threatened by the addition of further information. Previous researchers have pointed
out that much inference in interpretation is nonmonotonic (Lascarides and Asher, 1991; Hobbs et al., 1993). We take
it as future work to extend spuD’s contextua inference, communicative-intent representations, and search strategy to
thismore general case.
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and O isamodal operator, then Opisaformula; Op meansthat p followsfrom the body of knowl-
edge associated with O.

For specificationsin NLG, we use four such operators: [S] representsthe private knowledge of
the generation system; [U] represents the private knowledge of the other party to the conversation,
the user; [CR] represents the content of the conversational record; and finally [MP] (for MEANING
POSTULATES) represents a body of semantic information that follows just from the meanings of
words. Weregard the four sources of information as subject to the eleven axiom schemes presented
in (30):

(30) a [s]pD>p. [UlpDp. [CRIpPD p. [MP]pD p.
b [s]p>[s][s]p. [u]p>[u][u]p. [CRIp D [CRI[CR]p. [MP]p > [MP][MP]p.
¢ [MPIpD[CR]p. [CRIpD[S]p. [CRIpD[U]p

The system’s information, the user’s information, the conversational record and the background
semantic information are all accurate, according to the idealization of (30a). The effect of (30b) is
that hypothetical reasoning with respect to abody of knowledgeretainsaccessto all theinformation
init. Finally, (30c) ensures that semantic knowledge and the contents of the conversational record
areinfact shared. (Stone, 1998) exploresthe relationship between thisidealization of conversation
implicit in these inference schemes and proposals for reasoning about dialogue context by Clark
and Marshall (1981) and others. For current purposes, note that inferences using the schemes in
(30) are not intended to characterize the explicit beliefs of participantsin conversation veridically.
Instead, the inferences contribute to a data structure, communicative intent, whose principal roleis
to support conversational processes such as plan recognition, coordination and negotiation.

In this paper, we consider specifications of domain knowledge and queries of domain know!-
edge that can be restricted to the logical fragment involving definitions of category D and queries
of category Q defined by the following, mutually-recursiverules:

D:=Q | QO>D | ¥xD
Qu=[crID [ [s]D | [VID | QAQ | A

A schematizesover any atomic formula; x schematizes over any bound variable. We usethe notation
7K — gtodenotethetask of proving aQ-formulaq asaquery fromaknowledgebase K consisting
of aset of D-formulas; we indicate by writing K — q that this task resultsin the construction of a
proof, and thus that the query succeeds.

Thisfragment allowsfor the kind of clauses and factsthat form the core of alogic programming
language like Prolog. In addition, these clauses and facts may make free use of modal operators;
they may have nested implications and nested quantifiers in the body of rules, provided they are
immediately embedded under modal operators. There have been a number of proposals for logic
programming languagesalong theselines, such as (Farinasdel Cerro, 1986; Debart et al., 1992; Bal-
doni et al., 1998). Our implementation follows (Stone, 1999), which also allows for more general
specifications including digunction and existential quantifiers. For adiscussion of NLG inference
using the more general modal specifications, see (Stone, 2000b).

sPUD’sknowledge baseisaset of D formulas. Theseformulasprovideall theinformation about
the world and the conversation that SPUD can draw on to construct and to evaluate possible com-
municative intent. Concretely, for SPUD to construct communicative intent, the knowledge base
must support any assertions, presuppositions and pragmatics that sSPuD decides to appeal to inits

(31)
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utterance. Thus, the knowledge base should explicitly set up as system knowledge any information
that SPUD may assert; if someintended update relates by inference to an assertion, the knowledge
base must provide, as part of the conversational record, rules sufficient to infer the update from the
assertion. Moreover, the knowledge base must provide, as part of the conversational record, formu-
las which entail the presuppositions and pragmatic conditions that SPUD may impose. Meanwhile,
for sPUD to assess whether the hearer will interpret an utterance correctly, the knowledge base must
describe the context richly enough to characterize not just the intended communicative intent for a
provisional utterance, but also any potential alternativesto it.

For the communicative intent of Figure 5, then, the knowledge base must include the specific
private facts that underlie the assertion in the instruction, asin (32):

(32 [slmove(al, hO,n11, p(l(on, j2),l(on,e2))).
[S]next(al).
[S]purpose(al, a2).
[S]uncover (a2,h0,r11).

(Recall that, in words, (32) describes the next action, a move event which takes the nut along a
specified path and whose purposeisto uncover the sealing-ring.) For thiscommunicativeintent, no
further specification isrequiredfor thelinks between assertions and updates. Updatesare expressed
in the same terms as meanings here, so the connection will follow as a matter of logic.

At the same time, the knowledge base must include the specific facts and rules that permit the
presuppositions and pragmatics of the instruction to be recognized as part of the conversational
record. (33a) spells out the instances that are smply listed in the conversational record; (33b) de-
scribes the rules and premises that allow the noun-noun compound and the spatial presuppositions
to be interpreted by inference asin (12) and (13).

(33) a [CR]partic(s0, h0). [CR]obl (S0, hO).
[cR]surf (p(l(on, j2),l(on,e2))). [CR]zero-genre.
[CR]en(n1l). [CR]def (n11).
[CR]€l(€2). [CR]def (€2).
[CR]sr(rll). [CR]def (r11).
[cRIfI(f4). [CR]def (f4).
b [cR]for(rll, f4). [cR]Vab(for(a,b) D nn(a, b, for)).

[cR]loc(I(on, j2),n11)
[cR]VIoe(loc(l,0) D start-at(p(l,e),0)). [CR]Vse(end-on(p(s,|(on,e)),e))

(Again, with our conventions, (33a) spellsout such factsasthat SO and hO arethe speaker and hearer
participating in the current conversation, and that O is empowered to impose obligations on hO.
Likewise, (33b) indicatesthat theringisfor thefuel-line, and that for istheright kind of relationship
to interpret a noun-noun compound; that a path that starts where an object is located starts at the
object; and that any path whose endpoint ison an object ends on the object.)

Of course, the knowledge base cannot be limited to just the facts that figure in this particular
communicative intent. SPUD is designed to be supplied with anumber of other facts, both private
and shared, about the discourse referentsevoked by theinstruction. Thisway sPuD has substantive
lexical choicesthat arisein achieving specified updatesto the state of the conversation. SPUD aso
expects to be supplied with additional facts describing other discourse referents from the context.
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Thisway sPuD can consult the specification of the context to arrive at meaningful assessments of
ambiguitiesin interpretation. For instance, the knowledge base must describe any other fuel lines
and other sealing ringsto settle whether thereareisany referential ambiguity in the phrasefuel-line
sealingring. For exposition, wenote only the bare-bones alternativesrequired for SPUD to generate
(2) given thetask of describing the upcoming uncovering motion:

(34) a [CR]sr(an11)

b [crsurf(p(l(on, j2),1(a0n, ae2)))
There must be another sealing ring a,11 for SPUD to explicitly indicate r11 as the fuel-line sealing
ring; and there must be another path to dide n11 aong, for sPuD to explicitly describe the intended
path as onto elbow.®

Now we consider the stepsinvolved in linking grammatical structures such as (24) or (27)—(28)
to domain-specific representations. Asdescribed in Section 4.1, the grammar delivers an assertion
A, apresupposition P and pragmatics Q for each derivation tree. Links to domain-specific repre-
sentations come as SPUD constructs a communicative intent for this derivation tree by reasoning
from the context.

In doing this, sPub must link up P and Q in a specific way with particular referents and propo-
sitions from the conversational record. We introduce an assignment o taking variablesto termsto
indicate the correspondence between anaphors and intended referents. (We write out assignments
aslists of theform {...V; < t;...} where each variableV; is assigned term t; asits value; for any
structure E containing variables, and any assignment o of values to those variables, we use Eo to
indicate the result of replacing the occurrences of variablesin E by thetermsassigned by 0.) Inad-
dition, sPub must link up the assertion A with particular open questionsin the discourse in virtue
of the information it presents about particular individuals. We schematize any such update as a
condition U.

These links between A, P and Q and the context constitute the presumptions that SPUD makes
withitsutterance; sPuD explicitly recordstheminitsrepresentation of communicativeintent. Since
these links are inferences, constructing them is a matter of proof. In sPuUD, these proof tasks are
carried out using logic programming inference and a modal specification of context.

e Checking that the intended instance of the assertion A is true corresponds to the proof task:
K — [s]Ac

That is, does some instance of Ao follow from the information available to the speaker? As
usual in logic programming, if o leaves open the values of some variables, then the proof
actually describes amore specific instance [ S]Ac’ where the substitution o’ possibly supplies
values for these additional variables.

e Checking that the intended instance of the assertion A leads to the update U corresponds to
the proof task:
2K — [CR]([CR]AC D [CR]U)

SspUD’s greedy search also requires that this alternative path not end on anything, but instead end perhaps around
or over its endpoint. The explanation for this depends on the results of Section 4.4 and Section 5, but briefly, spup
will adjoin the modifier onto only if onto by itself rules out some path referents (and thus by itself hel ps the hearer to
interpret the instruction).
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That is, considering only the content of the conversational record, can we show that when
Ao is added to the conversational record, U also becomes part of the conversational record?
Note that [CR]([CR]p D [CR]p) isavalid formula of modal logic, for any p. Such a query
always succeeds, regardless of the specification K.

e Checking that a presupposition P is met for an intended instance corresponds to the proof
task:
K — [CR]Po

That is, does Po follow from the conversational record? More generally, determining the
potential instances under which the presupposition P is met corresponds to the proof task:

7K — [CR]P

Each proof shows how the context supportsaspecific resolution o’ of underspecified elements
in the meaning of the utterance, by deriving an instance Po’. Such instances need not be just
the onethat the system intends. Checking that pragmatic conditionsQ are met for anintended
instance also correspondsto aquery 2K — [CR]Qa.

Our logic programming inference framework allows queries and knowledge bases to be understood
operationally asinstructionsfor search, much asin Prolog; see (Miller et a., 1991). For example, a
guery O pisaninstruction to moveto anew possible world and consider the query p there; aquery
VYxp is an instruction to consider a new arbitrary individua in place of x in proving p. A query
p D gisan instruction to assume p temporarily while considering the query g; aquery pAqisan
instruction to set up two subproblems for search: a query of p and aquery of . Logical connec-
tivesin knowledge-base clauses, meanwhile, are interpreted as describing matches for predicates,
first-order terms, and possible worlds in atomic queries, and as setting up subproblems with addi-
tional queries of their own. Overall then, each theorem-proving problem initiates a recursive pro-
cess where the inference engine breaks down complex queriesinto acollection of search problems
for atomic queries, backward-chains against applicable clauses in the knowledge base to search for
matches for atomic queries, and takes on any further queries that result from the matches.

Asin Prolog, the course and complexity of the proof process can be determined from the form
of the queries and the knowledge-base. Thus, when necessary, performance can be improved by
astute changes in the representation and formalization of domain relationships. Proof search isno
issue with (2), for example; inspection of the clausesin (32), (33) and (34) will confirm that logic
programming search explores the full search space for generation queriesfor thisinstruction with-
out having to reason recursively through implications.

4.3 Concrete Representations of Communicative Intent
We can now return to the communicative intent of Figure5 to describe the concrete representations
by which spuD implementsit. For reference, we repeat Figure 5 as Figure 10 here.

The grammar delivers a TAG derivation whose structure is isomorphic to the tree-structure of
Figure 10. That derivation isassociated with ameaning that we represent asthetriple of conditions
of (35a)—(35¢); (35d) spells out the instantiation o under which this meaning isto be linked to the
communicative context:

(35) a Assertion: move(al,H, N, P) Anext(al) A purpose(al, a2) A uncover (a2,H,R)
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Structure:

to dlide (imperative)

coupling-nut (zero-def) onto (purpose) (bare infinitival adjunct)
|
elbow (zero-def) uncover
|
sealing-ring (zero-def)

fuel-line (modifier)

Assert:
‘ move(al, hO,n11, p(l(on, j2),l(on e2))) ‘ ‘ next(al) ‘
move(al,H,N,P) next|(a1)
purpose(al, a2) uncover (a2, h0,r11)
purpose|>(a1, a2) uncover (|a2, H,R)
Presuppose:
partic(S,H) start-at(P,N) surf(P) cn(N)

parti c(|SO, h0) loc(! (on,|j 2),n11) surf(p(I(on, j|2), [(on,e2))) cn(||111)

end-on(P,E) el(E) sr(R) fl(F) nn(R, F, X)
end-on(p(l (on, j|2), l(on e2)),e2) e (|eZ) sr(r|11) fl( 1‘4) for(r1|1, f4)

Pragmatics:

obl(S,H) def (N) def (E) def (R) def (F) zero-genre

| | | | | |
obl(s0, h0) def (n11) def (e2) def (r11) def (f4) zero-genre

Figure 10: Communicative intent for (2). The grammar specifies meanings as follows: For dide,
assertions move and next; for the bare infinitival adjunct, purpose; for uncover, uncover. For dide,
presuppositions partic, start-at and surf; for coupling-nut, cn; for onto, end-on; for elbow, €; for
sealing-ring, cn; for fuel-line, fl and nn. For dide, pragmatics obl; for other nouns, pragmatics def
and zero-genre. The speaker’s presumptions map out intended connections to discourse referents
asfollows: the spesker S <0; the hearer H, hO; the nut N, n11; the path P, p(l(on, j2),1(on,e2));
theelbow E, €2; thering R, r11; thefuel-lineF, f4; therelation X, for. The fuel-linejointis j2.
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b Presupposition: partic(S H) A start-at(P,N) Asurf(P) Acn(N) Aend-on(P,E) Ael (E) A
s (R) Afl(F) Ann(R F, X)

c Pragmatics: obl(S H) Adef(N) Adef (E) Adef (R) Adef (F) A zero-genre

d Instance: {H < h0,S« s0O,N «— n11,P «— p(l(on, j2),I(on,e2)),R— r1l E «—
e2,F — f4 X —for}

(We abbreviate the assertion (35a) by M; and abbreviate the instance (35d) by ¢.)

SPUD connects these meanings with domain-specific representations as schematized by the in-
ference notation of Section 2.1 and as formalized by the modal logic queries described in Sec-
tion 4.2. For example, an inference schematized in (8), repeated as (36), is required to justify the
assertion-instancemove(al, hO,n11, p(l(on, j2),I(on,e2))) = move(al, H, N, P)candtolink it with
one of the system’s goals for the instruction.

move(al, hO,n11, p(l(on, j2),1(on,e2)))

(36) |
move(al,H,N,P)
Concretely this corresponds to two proofs which we obtain from the knowledge base K:

(37) a K —[s]Jmove(al,H,N,P)o
b K —[cRrR]([cR](Mao D [cR]move(al, hO,n11, p(l(on, j2),1(on,e2)))

The proof (37a) shows that the speaker knows about this motion; the proof (37b) shows that the
overall assertion of the sentence will add the description of thismotion to the conversational record.
Note that (37b) relates the overall assertion of the utterance to the update achieved by a particular
word. In general, we anticipate the possibility that a single domain-specific fact may be placed on
the conversational record by combining theinformation expressed by multiplewords. For example,
one word may both provide an inference on its own and complete a complex inference in combi-
nation with words already in a sentence. We return to this possibility in Section 6.5.

Each conjunct of the assertion in (35a) contributesits inference to the system’s communicative
intent. In each case, SPUD represents the inference portrayed informally asatreein Figure10 asa
pair of successful queriesfrom K, asin (37).

Next, consider a presupposition, such as the general form nn(R, F, X) and its concrete instance
nn(r1l, f4,for) = nn(R,F, X)a. Corresponding to theinformal inference of (38) we have the proof
indicated in (39).

nn(R, F, X)
(38) |
for(rll, f4)

(39 K — [cR]INN(R F, X)o

The proof of (39) proceeds by backward chaining using theaxiom[cR]Vab(for(a, b) > nn(a, b, for))
and grounds out in the axiom [CR]for (r11, f4); hence the correspondence with (38).

Each conjunct of the presupposition and each conjunct of the pragmatics requires alink to the
shared context—an inference asin (38)—and in each case sPUD representsthislink by asuccessful
query asin (39).

Appendix A gives agrammar fragment sufficient to generate (2) in sPuD. By referenceto the
trees of this grammar, SPUD’s compl ete representation of communicative intent for (2) isgivenin
Figure 11.
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Structure:

Tree (75): dlideinitial tree

Tree (78):coupling-nut Tree (79):0nto Tree (76): (purpose)
by subst. at node NP by adjoing at node VPpath by adjoining at node VPpurp
|
Tree (78):elbow Tree (77): uncover
by substituting at node NP by subst. at node s;

|
Tree (78): sealing-ring
by subst. at node NP

|
Tree (80):fuel-line
by adjoining at node N’

Assert:
K — [s]move(al,H,N,P)o K — [s]next(al)o
K — [cR]([cR]Mo D [cR]move(al, hO,n11, p(l(on, j2),I(on,e2))))
K — [CR]([cR]MO D [CR]next(al))

K — [s]purpose(al,a2)o K — [s]uncover(a2,H,R)o
K — [CR]([cR]MO D [CR]purpose(al, a2)) K — [cR]([cR]Mo D [cR]uncover(a2,h0,r11))
Presuppose:

K — [cR]partic(SH)o K — [cR]start-at(P,N)o K — [CR]surf(P)o
K —[cRrlen(N)o K — [cR]end-on(P,E)0 K — [CR]€l(E)o
K—|[cR]sr(Rlc K —[cRIfl(F)o K — [CRINN(R,F,X)o

Pragmatics:
K — [cR]obl(SH)o K —[cR]def (N)o K — [CR]def (E)o
K — [cR]def (Rl K — [cR]def (F)o K — [CR]zero-genreo

Figure11: spuD’srepresentation of the communicativeintent in Figure 10. Notetwo abbreviations
for thefigure:

M :=move(al,H,N, E) A next(al) A purpose(al,a2) A uncover (a2,H,R)
0:={H+—h0,S«— s0,N«— n11l P« p(l(on,j2),l(on,e2)),R—rl1l E «— e2,F — f4, X —for}

Note also that K refersto the knowledge base specified in (32) and (33).
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4.4 Recognition of Communicative Intent
Recall from Section 2.1 that structuressuch asthat of Figure11 represent not only theinterpretations
that speakers intend for utterances but also interpretations that hearers can recognize for them; in
theideal case, an utterance achievesthe updatesto the conversation that the speaker intendsbecause
the hearer successfully recognizes the speaker’s communicative intent. In generating an utterance,
SPUD anticipates the hearer’s recognition of itsintent by consulting afinal, inferential model.
Thismodel incorporates some simplifications that reflect the constrained domains and the con-
strained communicative settingsin which NLG systems are appropriate. Each of these assumptions
represents a starting point for further work to derive a more systematic and more general model of
interpretation.

e We assume that the hearer can identify the intended lexical elements as contributing to the
utterance, and can reconstruct the intended structural relationshipsamong the el ements. That
is, we assume successful parsing and word-sense disambiguation. On this assumption, the
hearer always has the correct syntactic structure for an utterance and a correct representation
of itsassertion, presupposition and pragmatics. For example, for utterance (2) asin Figure 11,
the hearer gets the syntactic structure of the figure and the three conditions of meaning from
(35a)—35¢).

e We assume that each update that the utterance is intended to achieve must either be an in-
stance of an open question that has been explicitly raised by preceding discourse, or cor-
respond to an assertion that is explicitly contributed by one of the lexical elements in the
utterance itself. Once the hearer identifies the intended instance of the assertion Mo, the
hearer can arrive at the intended update-inferencesby carrying out a set of queriesof theform
[CR]([cRIMo D [CR]Q). Our assumption dictates that the set of possible formulasfor Q is
finite and is determined by the hearer’s information; we make the further assumption that
the domain inferences are sufficiently short and constrained that the search for each query
is bounded (of course, the generator requires this to design its utterances—whether or not
it assesses the hearer’s interpretation). The two assumptions justify counting all updates as
successfully recognized as long as the hearer can recognize the intended instance o of the
assertion.

e We assume that the hearer attemptsto resolve the presupposition according to a shared rank-
ing of SALIENCE. This ranking is formalized using the notion of a CONTEXT SET. Each
REFERENT, €, comes with a context set D(e) including it and its distractors; the context set
for edeterminesall thereferentsthat ahearer will consider as possible alternativesin resolv-
ing avariable X that the speaker intends to refer to e. This can represent a ranking because
we can have a € D(b) without b € D(a); in this case a is more sdient than b. During the
reference resolution process, then, the hearer might have to run through the context set for a
before expanding the search to include the context set for b. In practice, we smply assume
that the hearer must recognize the context set successfully. That means that the hearer will
consider a set of potential resolutions where variables are instantiated to elements of appro-
priate context sets; we represent this set of potential resolutionsas a set of substitutionsD(0)
defined as follows:



(40) o’ € D(o) if and only if for each variable X that occurs in the presupposition of
the utterance, 6’'(X) € D(a(X))

To make this assumption reasonable we have made limited use of gradationsin salience.

e We assume that the hearer does not use the pragmatic conditions in order to determine the
speaker’s intended substitution . The hearer ssmply checks, once the hearer has resolved
0 using the presupposition, that there is a unique inference that justifies the corresponding
instance of the pragmatics.

It followsfrom these assumptionsthat interpretation isaconstraint-sati sfaction problem, asin (Mel -
lish, 1985; Haddock, 1989; Dae and Haddock, 1991). In particular, the key task that the hearer is
charged with isto recognizetheinferences associated with the presupposition of the utterance. That
presupposition is an open formulaP composed of the conjunction of the individual presupposition
formulas P, contributed by lexical e ements. The resolutions compatible with the hearer’sinforma-
tion about the utterances are the instances of P that fit the conversational record and the attentional
state of the discourse. Formally, we can represent thisas 2’ defined in (41).

(41) ¥ :={0’ e D(0) : K— [CR]Pd’}

Each of the formulas P determines a relation R on discourse referents that characterizes in-
stances that the speaker may have intended; sPUD computes this relation by querying the knowl-
edge base asin (42), and represents it compactly in terms of the free variables that occur in R.

(42) R ={0’ e D(o): K — [cR]RCO’}

SPUD then uses an arc-consistency constrai nt-satisfaction heuristic on theserelationsto solvefor 3’
(Mackworth, 1987). (Thisis a conservative but efficient strategy for eliminating assignments that
areinconsistent with the constraints.) sPuD countstheinferencesfor the presupposition as success-
fully recognized when the arc-consistency computation leaves only asingle possibility, namely the
intended resolution o.

5 Microplanning asa Search Task

The preceding sections have been leading up to a characterization of microplanning as a formal
search task (Nilsson, 1971). We argued in Section 2 that a generator must represent the interpre-
tation of an utterance as a data structure which records inferences that connect the structure of an
utterance with its meaning, ground the meaning of an utterance in the current context, and draw
on the meaning of the utterance to register specified information in the conversational record. In
Section 3, we described the grammatical knowledge which defines the structure and meaning of
utterances; in Section 4.2, we described the inferential mechanisms which encode the rel ationships
between utterance meaning and an evolving conversational record. With these results, we obtain
the specific datastructure that SPUD uses to represent communicativeintent, in the kinds of records
schematized in Figure 11; and the concrete operations that SPUD uses to derive representations of
communicativeintent, by the steps of grammatical composition and contextual inference described
in Sections 4.1, 4.2, and 4.4. Thus, we obtain a characterization of the microplanning problem as
a SEARCH, whose RESULT is an appropriate communicative-intent data structure, and which PRO-
CEEDS by steps of grammatical derivation and contextual inference.
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51 AFormal Search Problem
In SPUD, the specification of amicroplanning search problem consists of the following components:

(43) a abackground specification of a GRAMMAR G describing the system’s model of

language (as outlined in Section 3) and a KNOWLEDGE BASE K describing the system’s
model of its domain, its user and the conversational record (as outlined in Section 4.2);

b aset of formulas, UPDATES, describing the specified facts that the utterance must add to
the conversational record;

c agspecification of the ROOT NODE of the syntactic tree corresponding to the utterance.
This specification involves a syntactic category; variables specifying the indices of the
root node; a substitution o describing the intended values that those variables must
have; and atop feature structure, indicating syntactic constraintsimposed on the
utterance from the external context; cf. (18).

For instance, we might specify the task of describing the dliding action al by an instruction such as
(2) asfollows.

(44) a TheGRAMMAR G outlined in Appendices A and B; the knowledge base outlined in
(32), (33), and (34).
b Four UPDATES: move(al, hO,nl11, p(l(on, j2),1(on,e2))); next(al); purpose(al, a2);
uncover (a2, h0,r11).
c Avrootnodes | (E) withintended instance {E < al}.

The grammar and knowledge base of (43a) determinethe search space for the NL G task. States
in the search space are data structures for communicative intent, as argued for in Section 2 and as
illustrated in Section 4.3. In particular, each state involves:

(45) a asyntactic structure T derived according to G and paired with a meaning (A, P, Q)

giving the assertion, presupposition and pragmaticsof T (respectively);

b asubgtitution o determining the discourse referentsintended for the variablesin A, P,
and Q;

c inferencesK — [s]Ag, K — [CR]Pag, and K — [cR]Qo—such inferences show that
the context supports use of this utterance to describe o;

d inferencesof theform K — [CR]([CR]Ac — [CR]F) where F is an update—such
inferences witness that the utterance supplies needed information;

e aconstraint network approximating ¥’ := {0’ € D(0) : K — [CR]P0’ }—this network
represents the hearer’s interpretation of reference resol ution.

The INITIAL STATE for search is given in (46).

(46) a asyntactic structure consisting of a single substitution site matching the root node of the
problem specification (43c) and paired with an empty meaning;
b the specified intended resolution o of variablesin this syntactic structure;
¢ noinferences—arecord that suffices to justify the empty meaning of the initial state but
which shows that this state supplies no needed information;
d anunconstrained network realizing 2’ := {o’ € D(0p)}.
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A GOAL STATE for search is one where the three conditions of (47) are met.

(47) a Thesyntactic structure of the utterance must be complete: top and bottom features of all
syntactic nodes must agree, and all substitution sites must be filled.

b  For each update formulaF, the communicative intent must include an update inference
that establishes a substitution instance of F. More formally, on the assumption that M is
the assertion of the utterance and that o is the intended instance of M, the requirement is
that the communicative intent include an inferential record of the form
K — [CcR]([cR]MO D [CR]FO’).

c Thearc-consistency approximation to the key presupposition-recognition problem the
hearer faces for the communicative intent, as defined in Section 4.4, identifies uniquely
the intended substitution of knowledge-base discourse referents for discourse-anaphor
variablesin the utterance.

The requirements of (47) boil down simply to this: the generator’s communicative intent must pro-
vide a complete sentence (47a) that says what is needed (47b) in away the hearer will understand
(47c). Observe that the communicative intent of Figure 11 fulfills the conditions in (47) for the
microplanning problem of (44).

To derive a new state from an existing state as in (45) involves the steps outlined in (48).

(48) a Construct alexico-grammatical element L, according to the steps of (23).

b Apply asyntactic operation combining L with the existing syntactic structure T
(cf. Section 4.1); the result isa new structure T’ and a new meaning
(AANAPAP QA Q) that takes into account the contribution (A, P, Q') of L.

¢ Ensurethat the use of this element is supported in context, by proving K — [s]A'o,
K — [cR]P'0 and K — [CcR]Q'0; the result is arefined substitution 6’ describing the
intended instantiation not just of T but also of L.

d Record the communicative effects of the new structure in any inferences
K — [CcR]([cR](AAA)d’ — [CR]F) for outstanding updates F-.

e Refinethe constraint network to take into account the new constraint P'.

Any state so derived from agiven stateis called aNEIGHBOR of that state.

Because such searches begin at an initial substitution site and derive neighborsby incorporating
single elementsinto the ongoing structure, this characterization of microplanningintermsof search
buildsin spuD’s head-first derivation strategy. On the other hand, it is compatible with any search
algorithm, including brute-force exhaustive search, atraditional heuristic search method such as A*
(Hart et al., 1968), or a stochastic optimization search (Mellish et a., 1998).

5.2 A Greedy Search Algorithm

We chose to implement a greedy search algorithm in sPuD. Greedy search applies iteratively to
update asingle state in the search space, the CURRENT STATE. In each iteration, greedy searchfirst
obtains all the neighbors of the current state. Greedy search then ranks the neighbors by a heuristic
evaluation intended to assess progress towards reaching a goal state. The neighbor with the best
heuristic evaluation is selected. If this state isa goal state, search terminates; otherwise this state
becomes the current state for the following iteration.
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In developing sPUD, we have identified a number of factors that give evidence of progress to-
wards obtaining acomplete, concise, natural utterance that conveys needed information unambigu-

oudly.
1

How many update formulas the utterance has conveyed. Other things being equal, if fewer
updates remain unrealized, then fewer steps of lexical derivation will be required to convey
this further required information.

How many alternative values the hearer could consider for each free variable which the sys-
tem must resolve. Other things being equal, the fewer values remain for each variable, the
fewer steps of lexical derivation will be required to supply content that eliminates the ambi-
guity for the hearer. The concrete measure for this factor in SPUD is a sorted list containing
the number of possible valuesfor each ambiguous variablein the constraint network; listsare
compared by the lexicographic ordering.

How SALIENT the intended values for each free variable are. Other things being equal, an
utterance referring to salient referents may prove more coherent and easier for the hearer to
resolve (irrespective of its length). Again, the concrete measure for this factor in SPUD isa
sorted list of counts, compared lexicographically; the counts here are the sizes of context sets
for each intended referent.

How many FLAWS remain in the syntactic structure of the utterance. Flawsare open substitu-
tion sites and internal nodes whose top and bottom features do not unify. Each flaw can only
be fixed by a separate step of grammatical derivation. Other things being equal, the fewer
flaws remain, the fewer further syntactic operations will be required to obtain a complete
grammatical utterance. We also prefer states in which an existing flaw has been corrected
but new flaws have been introduced, over a structure with the same overall number of flaws
but where the last step of derivation has not resolved any existing flaws.

How SPECIFIC the meanings for elements in the utterance are. In general, an element with
amore specific assertion offers a more precise description for the hearer; an element with a
more specific presupposition offers more precise constraints for identifying objects; an ele-
ment with a more specific pragmatic conditions fits the context more precisely. We assess
specificity off-line using the semantic information associated with the operator [MP] . If the
query 2K — [MP](M D N) succeeds, we count formulaM as at least as specific as N. We
prefer words with more specific pragmatics; then (other things being equal) words with more
specific presuppositions; then (other things being equal) words with more specific content;
then (other things being equal) words in constructions with more specific pragmatics.

In our implementation of SPUD, we use all these criteria, prioritized as listed, to rank alternative
options. That is, sSPuD ranks option Sahead of option S if one of these factorsfavors Sover S and
al factors of higher priority are indifferent between Sand S'.6

In designing sPUD with greedy search, we drew on the influential example of (Dale and Had-
dock, 1991), which used greedy search in referring expression generation; and on our own experi-
ence using greedy algorithmsto design preliminary plansto achieve multiple goals (Webber et .,

6]t happens that thisis also the treatment of ranked constraintsin optimality theory (Prince and Smolensky, 1997)!
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1998). As described in Sections 6 and 7, we believe that our experience with SPUD supports our
decision to use a sharply constrained search strategy; consistent search behavior makes it easier
to understand the behavior of the system and to design appropriate specifications for it. However,
we do NOT claim that our experience offers ajustification for the specific ranking we used beyond
two very genera preferences—a primary preference for adding lexical elements that make some
progresson the generation task over those that make none (on syntactic, informational or referential
grounds); and a secondary preference based on pragmatic specificity. In general, the relationships
between search a gorithms, specification development and output quality for microplanning based
on communicative intent, remains an important matter for future research.

6 SolvingNLG taskswith sPUD

In this section, we support our claims that decision-making based on communicative intent pro-
vides a uniform framework by which which spub can ssimultaneoudy address all the subtasks of
microplanning. We further argue that such aframework is essential for generating utterances that
are EFFICIENT, inthat they exploit the contribution of asinglelexico-grammatical element to mul-
tiple goals and indeed to multiple microplanning subtasks. Throughout the section, we illustrate
how sPUD’sgrammatical resources, inference processes, and search strategy combineto solvethese
problems together for instruction (2). Additional examples of using SPUD in generation can be
found in (Bourne, 1998; Cassell et al., 2000); we aso investigate these issues from the perspec-
tive of designing specifications for SPUD in Section 7.

6.1 Referring Expressions

The problem of generating a referring expression for a ssimple (i.e., non-event) discourse referent
aisto devise adescription that can be realized as a noun phrase by grammar G and that uniquely
identifies a in context K. Such a problem can be posed to sPuD by the problem specification of
(49).

(49) a thegrammar G and context K
b no updatesto achieve
c aninitial node NP | (X) and aninitial substitution op = {X < a}

By the criteria of (47), asolution to thistask is a record of communicative intent which specifies
a complete grammatical noun phrase and which determines a constraint-satisfaction network that
identifies a unique intended substitution, including the assignment X < a.

The following example demonstrates the close affinity between sPuD’s strategy and the algo-
rithm of (Dale and Haddock, 1991). In Figure 12, we portray a context K which suppliesa number
of salient individuals, including arabbit r1 located in a hat hl; K records each individual with vi-
sua properties such as kind, size, and location. We consider the problem of generating areferring
expression to identify r1l.

With a suitable grammar, K alows us to construct the communicative intent schematized in
Figure 13 for (50).

(50) the rabbit in the hat

sPUD’smodel of interpretation, like Dale and Haddock’s, predicts that the hearer successfully rec-
ognizesthiscommunicativeintent, because the context suppliesauniquepair of valuesfor variables
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Figure 12: A representation of the context for areferring expression generation task

Structure:

rabbit (definite)

in (noun postmodifier)

|
hat (definite)

Assert:
(none)
Presuppose:
rabbit(R) in(RH) hat(H)

rabbi|t(r1) in(r1|, h1) hat(|h1)

Pragmatics:

def(R)  def(H)

def|(r1) deféhl)

Figure 13: Communicative intent for the rabbit in the hat.

Rand H such that Risarabbit, H isahat, and Risin H. Thus, (50) represents a potential solution
to the reference task both for spub and for Dale and Haddock.

Infact, in deriving the rabbit in the hat, the two algorithmswould use parallel considerationsto
take comparable steps. sPuD’sderivation, like Dale and Haddock’s, consists of three stepsinwhich
specific content enriches adescription: first rabbit, then in and finaly hat. For both algorithms, the
primary consideration to use these steps of derivation isthat each narrows the domain of valuesfor
variables more than the avail able aternative steps.

We note threeimportant contrasts between spubD’s approach and Dale and Haddock’s, however.
First, spuD typically formulatesreferring expressions not in isolated subtasks as suggested in (49)
but rather as part of a single, overall process of sentence formulation. sPuD’s broader view isin
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fact necessary to generate instructions such as (2)—a point we return to in detail in Section 6.5.

Second, sSPUD’s options at each step are determined by grammatical syntax, whereas Dale and
Haddock’ smust be determined by aseparate specification of possible conceptual combinations. For
example, spuD directly encodes the syntactic requirement that a description should have a head
noun using the NP substitution site; for Dale and Haddock this requires an ad hoc restriction on
what concepts may be included at certain stages of description.

Third, Dale and Haddock adopt a fixed, depth-first strategy for adding content to a description.
Particularly since (Dale and Reiter, 1995), such fixed (and even domain-specific) strategies have
become common for referring expressionsmade up of propertiesof asingleindividual. Itisdifficult
to generalize afixed strategy to relational descriptions, however. Indeed, Horacek (Horacek, 1995)
challenges fixed strategies with examples that show the need for modification at multiple pointsin
an NP, such as (51).

(51) the table with the apple and with the banana

In sSPUD, the order of adding content isflexible. An LTAG derivation allows modifiersto adjoin at
any node at any step of the derivation. This places descriptions such as (51) within SPUD’s search
space. (spuD’s flexibility also contrasts with a top-down derivation in a context-free grammar,
where modifiers must be chosen before heads and there is a resulting tension between providing
what the syntax requiresand going beyond what the syntax requires. See (Elhadad and Robin, 1992)
for discussion of the resulting difficultiesin search.)

6.2 Syntactic Choice

The problem of syntactic choice is to select an appropriate grammatical construction in which to
realize agiven lexical item. For example, for English noun phrases, the problem isto select an ap-
propriate determiner from among optionsincluding the indefinite marker a, the definite marker the
and the demonstrative markersthisand that. With main verbsin English sentences, the problemin-
volves such decisions as the appropriate use of active or passive voice, and the appropriate fronting
or preposing of marked argument constituents.

For spuD, alternatives for such syntactic choices are represented as aternative states which
SPUD’s greedy search must consider at some stage of generation. All aternative syntactic entries
whose pragmatic conditions are supported in the context will be available. Sincethese syntactic al-
ternatives share acommon lexical specification, their interpretations differ only by the contribution
of the distinct pragmatic conditions. Recall that the pragmatics contributes neither to the updates
that an utterance achieves nor to the resolution of referential ambiguity, in SPuD’s model of inter-
pretation. Accordingly, SPUD’sranking of these alternativesis based only on the specificity of the
pragmatic conditions. SPUD’s strategy for syntactic choiceisto select alicensed form whose prag-
matic condition is maximally specific.

Asan illustration of this strategy, consider the syntactic frame for the verb dlide in instruction
(2). Theinstruction exhibits the imperative frame dide NP. Recall that we associate this frame se-
mantically with the condition that a diding is the next action that the hearer should perform; we
associate it with the pragmatic condition that the speaker is empowered to impose obligations for
action on the hearer. This pragmatic condition distinguishes slide NP from other possible descrip-
tions of this action. One such possibility isyou should dide NP; we would represent this as a neu-
tral aternative with an always true pragmatic condition. Thus, when sPuD considers both alterna-
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tives, it favorsdide NP because of itsspecific pragmatics. (In (Stoneand Doran, 1997), we consider
choice of atopicalized frame, represented with the pragmatic conditions proposed for topicaliza-
tion in (Ward, 1985), over an unmarked frame; we describe how the generation of the syntax book,
we have follows from this specification under sSPUD’s preference for specificity.)

Syntactic framesfor the noun phrases provideasimilar illustration. Noun phrasesin our aircraft
maintenance manuals are realized in one of two frames: a zero definite realization for aunique ref-
erent, asin coupling nut, and a realization with an explicit numeral, used in the other cases (plural
referents, such as two coupling nuts, and indefinite singular referents, such as one coupling nut).
We associate the zero definite realization with apragmatic condition, asin (20), requiring adefinite
referent and an appropriate linguistic genre; the realization with the explicit numeral is a default
whose pragmatic conditions are always satisfied for this genre. The zero definite is chosen when-
ever applicable, by specificity. More generally, whichever of the two entries, the zero-definite noun
phrase or the numerical noun phrase, best applies to a referent in the maintenance domain, SPUD
will prefer that entry to the corresponding ordinary definite (the) or indefinite (a) noun-phraseentry.
The genre-restricted entry carries a pragmatic condition on genre which the ordinary entry lacks;
thus the genre-restricted entry is selected as more specific.

We credit to systemic linguistics the idea that choices in syntactic realization should be made
incrementally, by consulting a model of the discourse and a specification of the functional conse-
guences of grammatical choices. (Mathiessen, 1983) is a classic implementation for generation,
while (Yang et al., 1991) explores the close connection between systemic linguistics and TAG.
However, SPUD departsfrom the systemic approach in that pragmatic conditionsare associated with
individual constructions rather than linguistic systems; this departure also necessitates SPUD’s cri-
terion of specificity. Inspiration for both of these moves can be found in such recent research on
the discourse function of syntactic constructions as (Prince, 1986; Hirschberg, 1985; Ward, 1985;
Gundel et a., 1993; Birner, 1992). More generally, as hinted in our contrast of zero-definite noun
phrases versus the noun phrases, we hypothesize that pragmatically-conditioned constructions, se-
lected in context by specificity, make for grammars that can incorporate general defaults in real-
ization while also modeling the tendency of specific genres or sublanguages to adopt characteristic
styles of communication (Kittredge et al., 1991). This hypothesis meritsfurther detailed investiga-
tion.

6.3 Lexical Choice
Problemsof lexical choice arisewhenever amicroplanner must apportion abstract content onto spe-
cific lexical itemsthat carry this content (in context). Our model of this problem follows (Elhadad
et al., 1997). According to this approach, in lexical choice, the microplanner must select wordsto
contribute several independently-specified conditions to the conversational record. Some of these
conditions characteristically “float”, in that they tend to berealized across a range of syntactic con-
stituents at different linguistic levels, and tend to be realized by lexical items that put other needed
information on the record. We agree with the argument of Elhadad et a. that a solution to such
problems depends on declarative conceptual and linguistic descriptions of lexical items and accu-
rate assessments of the contribution of lexical itemsto interpretation. (We agree further that this
lexical choice cannot be solved as an isolated microplanning subproblem, and must be solved con-
currently with such other tasks as syntactic choice.)

Elhadad et a.’s example is (52); the sentence adopts an informal and concise style to describe
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an Al class for an academic help domain.
(52 Al requires six assignments.

The choice of verb requires here responds to two generation goals. First, it conveys smply that
the Al classinvolves a given set of assgnments. The generator has other lexical alternatives, such
asy hasx or there are x iny, that do the same. In addition, requires conveys that the assignments
represent asignificant demand that the class placesonitsstudents. Thissecond featuredistinguishes
reguires from aternative lexical items and accounts for the generator’s selection of it.

Both for Elhadad et al. and for sPuD, the selection of requires for (52) depends on its lexical
representation, which must spell out the two contributionsthe verb can make. In spuD, these con-
tributions can be represented as assertions made when using require to describe a state Sassociating
aclass C with assignments A, asin (53).

(53) Assertion: involve(S,C, A) A demand(A)

Meanwhile, a microplanning task might begin with goals to convey two specific instances about
the Al class, cl, its assignments, al; and an eventuality, s1, asin (54).

(54) a involve(sl,cl,al)
b demand(al)

In a context which supplies theinformationin (54), SPUD can add an instance of require asin (53)
to augment a sentence about s1; the instantiation o has {S+« s1,C < c1,A < al}. Using M to
abbreviate the require assertion from (53), SPUD’s assessment of interpretation now records the
completed inferencesin (55).

(55) a [CcR](Mo D involve(sl,cl,al))
b [cR](Mo D demand(al))

Thus, sPUD recognizes the opportunistic dual contribution of require, and will therefore prefer re-
quire to other lexical aternativesthat do not make a similar contribution.

Despitethe high-level smilarity, SPUD’s mechanismsfor grammatical and contextual inference
are quite different to those of (Elhadad et a., 1997). Elhadad et al. achieve flexibility of search
by logic-programming constructs that allow programmers to state meaningful dependencies and
alternativesin the generator’ sdecisionsin constructing a context-free phrase structure by top-down
traversal. For sPuD, dependencies and aternatives are represented using the extended domain of
locality of LTAG; sPuD’sstrategy for updating decisions about the linguistic realization of floating
congtraints thus depend on its LTAG derivation and incremental interpretation.

Moreover, because sSPuD’smodel of interpretationisbroader, we account for morediverseinter-
actionsin microplanning; we explorethisin moredetail in Section 6.5 and exploreits consequences
for the design of sPuD specifications for lexical choicein Section 7.3.

6.4 Aggregation

The microplanning process of aggregation constructs complex sentences in which assemblies of
lexical items achieve multiple simultaneous updates to the conversational record. Instruction (2)
represents a case of aggregation because the combination of dide, abareinfinitival purpose clause,
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and uncover conveysfour updatesto the conversational recordwith asingle sentence: thenext event
isadliding whose purpose is an uncovering.

Aggregationis so named because many microplannersproduce complex sentences through syn-
tactic operations that combine together, or aggregate, specifications of smple linguistic structures
(Reiter and Dale, 2000). For example, such a system might derive instruction (2) by stitching to-
gether specifications for these simple sentences: didethe coupling nut to the elbow; the diding has
apurpose; the purposeisuncovering the sealing ring. Each of these sentence specificationsdirectly
correspondsto asingle given update. The specifications can be combined by describing transforma-
tionsthat create embedded syntactic structures under appropriate syntactic, semantic and pragmatic
conditions.

In SPUD, aggregationisnot adistinct stage of microplanningthat drawsonidiosyncraticlinguis-
tic resources; instead, aggregation arises as anatural consequence of theincremental elaboration of
communicative intent using a grammar. Initial phases of lexicalization leave some updates unex-
pressed; for example, after sSPuD’sselectionin (2) of theimperativetransitiveverb dide, spuD still
has the goals of updating the conversational record to the event’s purpose, of uncovering. These
lexical and syntactic decisions also trigger new grammatical entriesthat adjoin into SPUD’S provi-
sional linguistic structure and augment the provisional communicative intent. Such entries provide
the grammatical resources by which sPuD’s subsequent lexicalization decisions can directly con-
tribute to complex sentences that achieve multiple communicative goals.

For example, in (2), slideintroducesaVv Ppurp nodeindexed by thesliding event al and its agent
hO. Thisis asite where the lexico-syntactic entry in (56) could adjoin.

VPpurp(Al, H)
(56) a TREE:
VPpurp(Al, H)* Si (AZ, H) l
b TARGET: VPpurp(Al,H)
C ASSERTION: purpose(Al,A2)
d PRESUPPOSITION and PRAGMATICS. —

(56) isadeclarative description of the form and meaning of an English bareinfinitival purpose con-
struction, expressed in the general terms required for reasoning about the interpretation of assem-
bliesof linguistic constructionsin context. Specifically, (56a) assumesthat the purpose clause mod-
ifies a specific v node and subcategorizes for an infinitive s.”

At thesametime, (56) also has an operational interpretationfor generation, asapattern of possi-
ble aggregation: (56) describes when and how a description of an event can be extended to include
a characterization of the purpose of the event. This operational interpretation provides a comple-
mentary motivation for each of the constituents of (56). An aggregation pattern must indicate how
new material can be incorporated into an existing sentence; this is the role of the target in (56b).
And it must indicate what updates are realized by the addition; thisis the role of the assertion in
(56¢).

More generally, an aggregation pattern must indicate how the syntactic realization of aggregated
material depends on its subordination to or coordination with other linguistic structure. Languages

"Lexicalization purists could add a covert subordinating conjunction to head the tree in (56a), but SPUD does not
requireit.
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generaly offer lightweight constructs, such as participlesand prepositional phrases, which augment
a sentence with less than another full clause. Syntactic trees such as that in (56a) provide a natural
specification of these constructs. Finally, the pattern must characterizetheidiosyncraticinterpretive
congtraintsthat favor one aggregated realization over another. Not all realizationsare equally good;
alternatives may require specific informational or discourse relationships, such as the inferrability
between events that some adjuncts demand (Cheng and Mellish, 2000). Asan aggregation pattern,
(56) represents such characterizations of regquirements on context by appropriate pragmatic condi-
tions or presuppositions.

Selecting entry (56) is sSPUD’s analogue of an aggregation process; by using it, SPUD derives
a provisional sentence including slide and requiring a further infinitive clause. sPuD substitutes
to uncover for the infinitive sentence in the purpose clause in a subsequent step of lexicalization.
This grammatical derivation results in a single complex sentence that achieves four updates to the
conversational record.

6.5 Interactionsin Microplanning
SPUD iscapable of achieving specified behavior onisolated microplanning tasks, but akey strength
of spuUD isitsability to model INTERACTIONS among the requirementsof microplanning. Different
requirementscan usually be satisfied inisolation by assembling appropriate syntactic constituents—
for example, by identifying an individual using anoun phrase that refersto it or by communicating
adesired property of an action using averb phrase that asserts it. However, many sentences exhibit
an aternative, more efficient strategy which we have called TEXTUAL ECONOMY: the sentences
satisfy some microplanning objectives implicitly, by exploiting the hearer’s (or reader’s) recogni-
tion of inferential links to material elsewhere in the sentence that is there for independent reasons
(Stone and Webber, 1998). Such material is therefore overloaded in the sense of (Pollack, 1991).8
The main clause of (2), repeated as (57), isin fact illustrative of textual economy that exploits
interactions among problems of referring expression generation and lexical choice within asingle
clause.

(57 Slide coupling nut onto el bow.

Consider the broader context in which (57) will be used to instruct the action the depicted in Fig-
ure 2. Given the frequent use of coupling nuts and sealing rings to join vents together in aircraft,
we cannot expect this context to supply asingle, unique coupling nut. Indeed, diagrams associated
with instructionsin our aircraft manuals sometimes explicitly labeled multiple similar parts. Allo-
cating tasks of verb choice and referring expression generation to independent constituentsin such
circumstances would therefore lead to unnecessarily verbose utterances like (58).

(58) Slide coupling nut that is over fuel-line sealing ring onto e bow.

Instead, it is common to find instructions such as (57), in which these parts are identified by
abbreviated descriptions; and such instructions seem to pose no difficulty in interpretation. Intu-
itively, the hearer can identify the intended nut from (57) because of the choice of verb: one of the
semantic features of the verb dide is the constraint that its object (here, the coupling nut) moves

8Pollack used the term overloading to refer to cases where a single intention to act is used to wholly or partialy
satisfy severa of an agent’s goals simultaneously.
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in contact along a surface to reach its destination (here, the elbow). Identifying the elbow directs
the hearer to the coupling nut on the fuel line, since that coupling nut alone lies along a common
surface with the elbow.

The formal representation of communicative intent in Figure 11 implements this explanation.
It associates the verb dlide with proofs K — [CR]surf (P), K — [cR]gtart-at(P,N) and K —
[cR]end-on(P, E) which together require the context to establish that the nut lie on a common sur-
face with the elbow. Accordingly, the constraint-network model of communicative-intent recog-
nition described in Section 4.4 uses this requirement in determining candidate values for N and E.
The network will heuristically identify coupling nutsthat lieon acommon surfacewithan elbow. In
this case, the constraints sufficejointly to determine the argumentsin the action. Thus, when sPuD
constructs the communicative intent in Figure 11, it model sand exploits an interaction between the
microplanning tasks of referring expression generation and lexical choice.

In (Stone and Webber, 1998), we make a similar point by analyzing the instruction (59) in the
context depicted in Figure 12.

(59) Remove the rabbit from the hat.

From (59), the hearer should be able to identify the intended rabbit and the intended hat—even
though the context supplies several rabbits, several hats, and even arabbit in a bathtub and aflower
inahat. The verb remove presupposes that its object (here, therabbit) starts out in the source (here,
the hat), and this distinguishes the intended rabbit and hat in Figure 12 from the other ones.

Where instructions such as (57) exploit interactions between referring expression generation
andlexical choice, instructionsexhibiting PRAGMATIC OVERLOADING exploitinteractions between
aggregation and lexical choice (Di Eugenio and Webber, 1996). DiEugenio and Webber character-
ize the interpretation of instructions with multiple clauses that describe complex actions, such as
(60).

(60) a Hold the cup under the spigot—
b —tofill it with coffee.

Here, thetwo clauses (60a) and (60b) are related by enablement, akind of purposerelation. Because
of thisrelation, the description in (60b) formsthe basis of a constrained inference that provides ad-
ditional information about the action described in (60a). That is, while (60a) itself does not specify
the orientation of the cup under the spigot, its purpose (60b) can lead the hearer to an appropri-
ate choice. To fill a cup with coffee, the cup must be held vertically, with its concavity pointing
upwards. Asnoted in (Di Eugenio and Webber, 1996), this inference depends on the information
available about the action in (60a) and its purposein (60b). The purpose specified in (61) does not
constrain cup orientation in the same way:

(61) Hold the cup under the faucet to wash it.

In arepresentation of communicative intent, the pragmatic overloading of (60) manifestsitself
in an update to the conversational record that is achieved by inference. Suppose that we represent
the cup as cl, the action of holding it under the spigot as al, and the needed spatial location and
orientation as 01; at the same time, we may represent the filling as action a2, and the coffee as lig-
uid I1. We contribute by inference that the orientation is upright—upright(ol)—because we assert
that al isan action where the hearer h1 holds cl in o1—hold(al, hl, cl, 01)—whose purposeisthe
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action a2 of filling c1 with | 1—purpose(al, a2) Afill(a2,hl,c1,11); and because we count on the
hearer to recognize that an event in which something is held to be filled must involve an upright
orientation—in symbols:

(62) [cR]Vee'xcal [hold(e, x, ¢,0) A purpose(e, €) Afill (€, x,¢,1) D upright(0)]

The notation of Section 2.1 records this inference as in (63), a constituent of the communicative
intent for (60).

upright(ol)

(63)

hold(al,H,C,O) purpose(al,a2) fill(a2,H,C,L)

Because SPUD assesses the interpretations of utterances by looking for inferential possibilities
such as (63), it can recognize the textual economy in utterances such as (60). Moreover, because
SPUD interleaves reasoning for aggregation and lexical choice (and referring expression genera-
tion), SPUD can orchestrate the lexical content of clauses in order to take advantage of inferentia
linkslike that of (63).

Thus, supposethat sPuD startswith the goal of describing the holding actionin the main clause,
describing thefilling action, and indicating the purpose relation between them. For the holding ac-
tion, sPUD’s goalsinclude making sure that the sentence communi cates where the cup will be held
and how it will be held (i.e., upright). sPUD first selects an appropriate lexico-syntactic tree for
imperative hold; sPuD can choose to adjoin in the purpose clause next, in an aggregation move,
and then to make the appropriate |exico-syntactic choice of fill. After this substitution, the seman-
tic contributions of the sentence describe an action of holding an object which can bring about an
action of filling that object. As shown in (Di Eugenio and Webber, 1996), and as formalized in
(62), these are the premises of an inference that the object is held upright during the filling. When
SPUD assesses the interpretation of this utterance, using logical queries about the updatesit could
achieve, it finds that the utterance has in fact conveyed how the cup isto be held. spub has no
reason to describe the orientation of the cup with additional content.

7 Building specifications

We have seen how sPuD plans sentences not by amodular pipeline of subtasks, but by genera rea-
soning that draws on detailed linguistic models and arich characterization of interpretation. While
thisgenerality makesfor an elegant uniformity in microplanning, it also poses substantial obstacles
to the development of sPuUD specifications. Because of SPUD’s general reasoning, changes to any
lexical and syntactic entry have far-reaching and indirect consequences on generation results.

In response to this challenge, we have developed a methodology for constructing lexicalized
grammatical resources for generation systems such as spub. Our methodology involves guide-
lines for the construction of syntactic structures, for semantic representations and for the interface
between them. In this section, we describe this methodology in detail, and show, by reference to
a case study in a specific instruction-generation domain, how this methodology helps ensure that
SsPUD deploysits lexical and syntactic options as observed in a corpus of desired output. In the
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future, we hope that this methodology can serve as a starting point for automatic techniques of
specification development and validation from possibly paired corpora of syntactic and semantic
representations——a problem that has begun to draw attention from the perspective of interpreta-
tion aswell (Hockenmaier et a., 2001).

The basic principle behind all of our guidelinesis this: THE REPRESENTATION OF A GRAM-
MATICAL ENTRY MUST MAKE IT ASEASY AS POSSIBLE FOR THE GENERATOR TO EXPLOIT ITS
CONTRIBUTION IN CARRYING OUT FURTHER PLANNING. This principle responds to two con-
cerns. First, SPuD iscurrently constrained to greedy or incremental search for reasons of efficiency.
At each step, spuD picksthe entry whose interpretation goes furthest towards achieving its commu-
nicative goals. As the generator uses its grammar to build on these greedy choices, our principle
facilitates the generator in arriving at a satisfactory overall utterance. More generally, we saw in
Section 6 many characteristic uses of language in which separate lexico-syntactic elements jointly
ensure needed features of communicative intent. Thisis an important way in which any generator
needs to be able exploit the contribution of an entry it has already used, in line with our principle.

7.1 Syntax
Our first set of guidelines describes the elementary trees that we specify as syntactic structuresfor
lexical items (including lexical items that involve a semantically-opague combination of words).

1. Thegrammar must associate each item with itsobserved range of complementsand modifiers,
in the observed orders. This constraint is common to any effort in grammar development; it
issufficiently well-understood to allow induction of LTAGs from treebanks (Chen and Vijay-
Shanker, 2000; Sarkar, 2001).

2. All syntactically optional elements, regardless of interpretation, must be represented in the
syntax as modifiers, using the LTAG operation of adjunction. This allows the generator to
select an optional element when it is needed to achieve updates not otherwise conveyed by
its provisional utterance. Recall that, in LTAG, a substitution site indicates a constituent that
must be supplied syntactically to obtain agrammatical sentence; we call aconstituent so pro-
vided a SYNTACTIC ARGUMENT. The alternative isto rewrite a node so as to include addi-
tional material (generally optional) specified by an auxiliary tree; we call material so pro-
vided a SYNTACTIC ADJUNCT. If optional elements are represented as syntactic adjuncts,
it is straightforward to select one whenever its potential benefit is recognized. With other
representations—for example, having a set of syntactic entries, each of which has adifferent
number of syntactic arguments—the representation can result in artificial dependenciesinthe
search spacein generation, or even dead-end statesin which the grammar does not offer away
to more precisaly specify an ambiguous reference. To use this representation successfully, a
greedy generator such as spub would have to anticipate how the sentence would be fleshed
out later in order to select the right entry early on.

3. The desired linear surface order of complements and modifiers for an entry must be repre-
sented using hierarchies of nodes in its elementary tree. In constructions with fixed word-
order (thetypical casefor English), the nodes we add reflect different semantic classes which
tendto berealizedinaparticular order. Inconstructionswith freeword-order (thetypical case
in many other languages), node-ordering would instead reflect the information-structure sta-
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tus of constituents. Introducing hierarchies of nodes to encode linear surface order decou-
ples the generator’s search space of derivations from the overt output word-order. It allows
the generator to select complements and modifiersin any search order, while still realizing
the complements and modifierswith their correct surface order. Thisisimportant for SPUD’s
greedy search; alternative designs—representing word-order in the derivationitself or in fea-
tures that clash when elements appear in the wrong order—introduce dependencies into the
search space for generation that make it more difficult for the generator to build on its ear-
lier choices successfully. However, for agenerator which explores multiple search paths, the
more flexible search space will offer more than one path to the same final structure, and ad-
ditional checkswill be required to avoid duplicate results.

Because of strong parallelsin natural |anguage syntax across categories (see for example (Jackend-
off, 1977)), we anticipate that these guidelines apply for al constructions in a smilar way. Here
wewill illustrate them with verbs, a challenging first case that we have investigated in detail; other
categories, particularly complex adjectives, adverbials and discourse connectives, merit further in-
vestigation.

We collected occurrences of the verbsdide, rotate, push, pull, lift, connect, disconnect, remove,
position and place in the maintenance manual for the fuel system of the American F16 aircraft. In
this manual, each operation is described consistently and precisely. Syntactic analysis of instruc-
tionsin the corpus and the application of standard tests allowed usto cluster the uses of these verbs
into four syntactic classes; these classes are consistent with each verb’s membership in a distinct
Levin class (Levin, 1993). Differences among these classes include whether the verb lexicalizes
a path of motion (rotate), a resulting location (position), or a change of state (disconnect); and
whether a spatial complement is optional (as with the verbs just given) or obligatory (place). The
sentences from our corpusin (64) illustrate these alternatives.

(64) a Rotate valve one-fourth turn clockwise. [Path]

b Rotate halon tube to provide access. [Path, unspecified]

¢ Position one fire extinguisher near aircraft servicing connection point. [Resulting
location]

d Position drain tube. [Resulting location, unspecified]

e Disconnect generator set cable from ground power receptacle. [Change of state,
specified source]

f  Disconnect coupling. [Change of state, unspecified source]

g Placegrommet on test set vacuum adapter. [Resulting location, required)]

We used our guidelines to craft SPUD syntactic entries for these verbs. For example, we asso-
ciate dide with the tree in (65). The structure reflects the optionality of the path constituent and
makes explicit the observed characteristic order of three kinds of modifiers: those specifying path,
such as onto elbow, which adjoin at VPpath; those specifying duration, such as until it is released,
which adjoin at vPy,,; and those specifying purpose, such asto uncover sealing ring, which adjoin
at VPpurp-
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The requirements of generation in SPUD induce certain differences between our trees and other
LTAG grammarsfor English, such asthe XTAG grammar (Doran et al., 1994; The XTAG-Group,
1995), even in cases when the X TAG trees do describe our corpus. For example, the XTAG gram-
mar represents slide smply asin (66).

S

T
(66) NP VP

/\
vOl NP

The XTAG grammar does not attempt to encode the different orders of modifiers, nor to assign any
special status to path PPs with motion verbs.

7.2 Semantic Arguments and Compositional Semantics

Recall that, to expressthe semantic links between multiple entriesin aderivation, we associate each
node in a syntactic tree with indices representing individuals. When one tree combines with an-
other, and a node in one tree is identified with a node in the other tree, the corresponding indices
are unified. Thus, the central problem of designing the compositional semantics for agiven entry
isto decide which referentsto explicitly represent in the tree and how to distribute those referents
asindicesacrossthe different nodesin thetree. (Of course, these decisions also inform subsequent
specification of lexical semantics.)

We refer to the collection of al indices that 1abel nodes in an entry as the SEMANTIC ARGU-
MENTS of the entry. This notion of semantic argument is clearly distinguished from the notion of
syntactic argument that we used in Section 7.1 to characterizethe syntactic structure of entries. Each
syntactic argument position correspondsto one semantic argument (or more), since the syntactic ar-
gument position is a node in the tree which is associated with some indices. semantic arguments.
However, semantic arguments need not be associated with syntactic argument positions. For ex-
ample, in averb entry, we do not have a substitution site that realizes the eventuality that the verb
describes. But we treat this eventuality as a semantic argument to implement a Davidsonian ac-
count of event modifiers, cf. (Davidson, 1980). Because we count these implicit and unexpressed
referents as semantic arguments, our notion is broader than that of (Candito and Kahane, 1998) and
ismoresimilar to Palmer’s essential arguments (Palmer, 1990).

Our strategy for specifying semantic arguments is as follows. We always include at |east one
implicit argument that the structure as awhol e describes; these arethe MAJOR ARGUMENTS of the
structure. (Thisiscommon inlinguistics, e.g. (Jackendoff, 1990), and in computational linguistics,
e.g. (Joshi and Vijay-Shanker, 1999).) Moreover, since complements require semantic arguments,
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we have found the treatment of complements relatively straightforward—we simply introduce ap-
propriate arguments.

Thetreatment of optional constituents, however, ismore problematic, and requiresspecial guide-
lines. Often, it seems that we might express the semantic relationship between a head h and amod-
ifier min two ways, as schematized in (67).

(67) a h(RA)AM(A)
b h(RAMRA)

In (67a), we represent the head as relating its major argument R to another semantic argument A,
we interpret the modifier m as specifying A further. In this case, we must provide A as an index at
the node where m adjoins. In contrast, in (67b), we interpret the modifier m as relating the major
argument R of the head directly to A. Inthis case, A need not be a semantic argument of h, and we
need only provide R as an index at the node where m adjoins.

We treat the case (67b) as a default, and we require specific distributional evidence before we
adopt a representation such as (67a). If a class of modifiers such as m passes any of the three tests
below, we represent the key entity A as a semantic argument of the associated head h, and include
A as an index of the node to which m adjoins.

1. The PRESUPPOSITION TEST requires us to compare the interpretation of a sentence with a
modifier m, in which the head h contributes an update, to the interpretation of a correspond-
ing sentence without the modifier. If thereferent A specified by the modifier can beidentified
implicitly as discourse-bound—so that the sentence without the modifier can have the same
interpretation as the sentence with the modifier—then the modifier must specify A as a se-
mantic argument of the head A. Infact, A must figurein the presupposition of h. Thisisonly
apartia diagnostic, because semantic arguments need not alway's be presupposed.

(68) illustrates an application of the presupposition test for the locative modifier of the verb
disconnect.

(68) a (Findthe power cable.) Disconnect it from the power adaptor.
b (Thepower cableis attached to the power adaptor.) Disconnect it.

In (68b), it is understood that the power cable isto be disconnected from the power adaptor;
the modifier in (68a) makes this explicit. Thus disconnect and from the power adaptor pass
the presupposition test.

The motivation for the presupposition test is asfollows. In spuD, implicit discourse-bound
references can occur in an entry h used for an update, only when the presupposition of h
evokes a salient referent from the conversational record, as suggested by (Saeboe, 1996). In
(68b), for example, thisreferent isthe power adaptor and the presupposition isthat the power
cable is connected to it. The representation of such presuppositions must feature a variable
for thereferent—we might have avariable A for the adaptor of (68b). Accordingly, inSPUD’s
model of interpretation, the speaker and hearer coordinate on the value for this variable (that
Ais the power adaptor, say) by reasoning from the presupposed constraints on the value of
thisvariable. To guarantee successful interpretation (again using greedy search), SPUD needs
to be ableto carry out further steps of grammatical derivation that add additional constraints
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on these variables. (For example, sPuD might derive (68a) from (68b) by adjoining fromthe
power adaptor to describe A.) But thisis possible only if the variable isrepresented as a se-
mantic argument.

. The CONSTITUENT ELLIPSIS TEST looksat theinterpretation of cases of constituent ellipsis—
certain anaphoric constructionsthat go proxy for amajor argument of thehead h. If modifiers
in the same class as m cannot be varied across constituent ellipsis, then these modifiers must

characterize semantic arguments other than the major argument of h.

For verbs, do so is one case of constituent ellipsis. The locative PPs in (69a) pass the con-
stituent ellipsis test for do so, as they cannot be taken to describe Kim and Chris's separate
destinations; theinfinitivalsin (69b), which provide different reasonsfor Kim and Sandy, fail
the constituent ellipsis test for do so:

(69) a *Kim ran quickly to the counter. Chris did so to the kiosk.
b Kimleft early to avoid the crowd. Sandy did so to find one.

A suceesful test with do so suggests that m contributes a description of areferent that isinde-
pendently related to the event—in other words, that m specifies some semantic argument. Its
meaning should therefore be represented in the form m(A). For (69a), for example, we can
use a congtraint to(P, O) indicating that the path P (a semantic argument of the verb) goesto
the object O.

A failed test with do so suggests that m directly describes a complete event. Its meaning
should therefore be represented in the form m(R, A), where m is some relational constraint
and Risan event variable. For (69b), for example, we can use the constraint purpose(E, E'),
which we have already adopted to describe bare infinitival purpose clauses.

A theoretical justification for the constituent ellipsis test depends on the assumption that ma-
terial recovered from context in constituent ellipsisisinvisibleto operationsof syntactic com-
bination. (For example, the material might be supplied atomically as discourse referent, as
in (Hardt, 1999), where do so recovers a property or action discourse referent that has been
introduced by an earlier predicate on events.) Then a phrase that describes the major argu-
ment R can combine with the ellipsis, but phrases that describe any another implicit referent
A cannot; these implicit referents are syntactically invisible.

. The TRANSFORMATION test looks at how modifiers are realized across different syntactic
framesfor h; itisparticularly useful when misheaded by aclosed-classitem. If someframes
for h permit mto be realized as a discontinous constituent with an apparent “long-distance”
dependency, then the modifier mspecifiesasemantic argument. (Notethat failureof thetrans-
formation test would be inconclusive in cases where syntax independently ruled out the al-
ternative realization.)

For verbs, wh-extraction constructions illustrate the transformation test:

(70) a What did you remove the rabbit from? (A: the hat)
b *What did you removethe rabbit at? (A: the magic show)
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Inthese cases, amodifier isrealized effectively in two parts: what...fromin (70a) and what...at
in (70b). Intuitively, we have acase of extraction of the NP describing Afromwithinm. When
thisisgrammatical, asin (70a), it suggests that m specifies A as a semantic argument of the
head; when it isnot, asin (70b), the test fails.

INLTAG, atransformationisinterpreted asarelationamong treesin atreefamily that have es-
sentially the same meaning and differ only in syntax. (In oneformalization (Xiaet al., 1998),
these relationships between trees arerealized as descriptions of structureto add to elementary
trees.) A transformation that introduces the referent A in the syntax—semantics interface and
relates A to the available referent R in the semantics cannot be represented this way. How-
ever, if some semantic argument Aisreferencedinthe original tree, the transformed anal ogue
to thistree can easily realize A differently. If we describe the source location as the semantic
argument A in (70a) for example, the new realization involves an initial wh-NP substitution
site describing the source A, and the corresponding stranded structure of the PP fromt.

Of course, these tests are not perfect and have on occasion revealed difficult or ambiguous cases,
here too, further research remains in adapting these tests to categories of constituents that did not
reguire intensive investigation in our corpus.

We have combined these tests to designing the syntax—semanticsinterface for verbsin our gen-
eration grammar. Inthe case of dide, thesetests show that the path of motion isasemantic argument
but a syntactic modifier. (71) presents our diagnostics. extraction is good, do so substitution is de-
graded, and slide can make a presupposition about the path of motion that helpsto identify both the
object and the path.

(71) a What did you dide the eeve onto?
b *Mary did adeeve onto the elbow and John did so onto the pressure sense tube.
c Slide deeve onto elbow [acceptable in a context with many sleeves, but only one
connected on a surface with the elbow].

Suppose we describe an event A in which H slides object O along path P. We label the nodes
of (65) with theseindicesasin (72).

(72) a subject NP: H

b object NP: O
S, VPqur: A
VPpurp: A H
VPpach A OP

D QO

Thislabeling is motivated by patterns of modification we observed in maintenance instructions. In
particular, the index H for (72d) alows us to represent the control requirement that the subject of
the purpose clause is understood as the subject of the main sentence; meanwhile, theindices O and
P for (72e) allows us to represent the semantics of path particles such as back; back presupposes
an event or state preceding A in time in which object O was located at the endpoint of path P.

7.3 Lexical Semantics
To completea sPuD specification, after following the methods outlined in Sections 7.1 and 7.2, we
have only to specify the meanings of individual lexical items. This task aways brings potential
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difficulties. However, the preceding decisions and the independent effects of SPUD’s specifications
of content, presupposition and pragmatics greatly constrain what needs to be specified.

By specifying syntax and compositional semantics already, we have determined what |exical-
ized derivation trees the generator will consider; this maps out the search space for generation.
Moreover, our strategy for doing so keeps open as many optionsas possiblefor extending adescrip-
tion of an entity we have introduced; it allows entries to be added incrementally to an incomplete
sentence in any order, subject only to the constraint that a head must be present before we propose
to modify it. Syntactic specifications guarantee correct word order in the result, while the syntax—
semantics interface ensures correct connections among the interpretations of combined elements.
Thus, all that remainsis to describe the communicative intent that we associate with the utterances
in this search space.

The communicative intent of an utterance is made up of records for assertion, presupposition
and pragmatics that depend on independent specifications from lexical items. The content condi-
tion determines the generator’s strategy for contributing needed information to the hearer; the pre-
supposition determines, inter alia, reference resol ution; the pragmatics determines other contextual
links. Thus we can consider these specifications separately and base each specification on clearly
delineated evidence. Inwhat followswewill describe this process for the motion verbswe studied.

We begin with the content condition. We know the kind of relationship that this condition must
express from the verb’s syntactic distribution (i.e., for dide, the frames of (64) that lexicalize an
optional path of motion), and from the participants in the event identified as semantic arguments
of the verb (i.e., dide, the event itself and its agent, object and path). To identify the particular
relationship, we consider what basic information we learn from discovering that an event of this
type occurred in asituation wherethe possibility of thisevent was known. For verbsin our domain,
we found just four contrasts:

(73) a Whether the event merely involves a pure change of state, perhapsinvolving the spatial

location of an object but with no specified path; e.g., remove but not move.

b  Whether the event must involve an agent moving an object from one place to another
along a specified path; e.g., move but not remove.

c Whether the event must involve the application of force by the agent; e.g., push but not
move.

d Whether the event must brought about directly through the agent’s bodily action (and
not through mechanical assistance or other indirect agency); e.g., place but not position.

Obviously, such contrasts are quite familiar from such research in lexical semantics as (Tamy,
1988; Jackendoff, 1990); they have also been explored successfully in action representation for
animation (Badler et a., 1999; Badler et al., 2000)

Many sets of verbs are identical in content by these features. One such set contains the verbs
move, dlide, rotate and turn; these verbs contribute just that the event involves an agent moving an
object along a given path. Note that when sPUD assesses the contribution of an utterance contain-
ing these verbs, it will treat the agent, object and path as particular discourse referentsthat it must
and will identify. Thisis why we smply assume that the path is given in specifying the content
condition for these verbs. Of course, the verbs do provide different path information; we represent
this separately, as a presupposition.

To specify the presupposition and pragmatics of a verb, we must characterize the links that the

54



verbsimpose between the action and what is known in the context about the environment in which
the action isto be performed. 1n some cases, these links are common across verb classes. For in-
stance, all motion verbs presuppose a current location for the object, which they assert to be the
beginning of the path traveled. In other cases, these links accompany particular lexical items; an
exampleisthe presupposition of dide, that the path of motion maintains contact with some surface.

In specifying these links, important evidence comes from the uses of lexical itemsobservedina
corpus. Thefollowingillustrationisrepresentative. Intheaircraft vent system, pipesmay be sealed
together using a leeve, which fits snugly over the ends of adjacent pipes, and a coupling, which
snaps shut around the Sleeve and holdsit in place. At the start of maintenance, one removes the cou-
pling and didesthe s eeve away from thejunction between the pipes. Afterwards, one (re-)positions
the deeve at the junction and (re-)installs the coupling around it. In the F16 corpus, these actions
are always described using these verbs.

This use of verbs reflects not only the motions themsel ves but a so the general design and func-
tion of the equipment. For example, the verb position is used to describe a motion that leaves its
object in some definite location in which the object will be ableto perform someintended function.
In the case of the deeve, it would only be IN POSITION when straddling the pipeswhose junction it
seals. Identifying such distinctionsin a corpus thus points to the specification required for correct
lexical choice. In thiscase, we represent position as presupposing some* position” wherethe object
carries out its intended function.

These specifications now directly control how spPUD realizes the alternation. To start, SPUD’s
strategy of linking the presupposition and pragmaticsto aknowledge base of shared informationre-
strictswhat verbsare applicablein any microplanning task. For example, when the sleeveismoved
away from the junction, we can only describe it by side and not by position, because the presup-
position of position is not met.

At the same time, in contexts which support the presupposition and pragmatics of several alter-
natives, SPUD selects among them based on the contribution to communicative intent of presuppo-
sition and pragmatics. We canillustratethiswith dide and position. We can settleon asyntactictree
for each verb that best fits the context; and we have designed these trees so that either choice can
be fleshed out by further constituents into a satisfactory utterance. Similarly, theseitems are alike
in that their assertions both specify the motion that the instruction must convey to the hearer.® The
syntax, the syntax—semantics interface, and the assertion put side and position on an equal footing,
and only the presupposition and pragmatics could distinguish the two.

With differencesin presuppositionscomedifferencesin possi bl e resol utionsof discourse anaphors
to discourse referents; the differences depend on the properties of salient objects in the common
ground. The fewer resolutions that there are after selecting a verb, the more the verb assists the
hearer inidentifying the needed action. Thisgivesareason to prefer oneverb over another. In gen-
eral, we elect to specify a constraint on context as a presupposition exactly when we must model
its effects on reference resol ution.

In our example, general background indicates that each sleeve only has a single place where it
belongs, at thejoint; meanwhile, there may be many “way points” along the pipeto dide the deeve

9Notethat if the assertions were different in some relevant respect, the difference would provide a decisive reason
for spuD to prefer one entry over another. SPUD’S top priority is to achieve its updates. For example, spub would
prefer an entry if its assertion achieved a specified update by describing manner of motion and alternative entries did
not.
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to. This makes the anaphoric interpretation of position less ambiguous than that of dlide; to obtain
an equally constrained interpretation with dide, an additional identifying modifier likeinto its po-
sition would be needed. Thisfavors position over dide—exactly what we observe in our corpus of
instructions. The exampleillustrates how sPUD’s meaning specifications can be devel oped step by
step, with a close connection between the semantic distinctions we introducein lexical entries and
their consequences for generation.

With differences in pragmatics come differencesin the fit between utterance and context. The
more specific the pragmatics the better the fit; this gives another reason to prefer one verb over
another. We did not find such cases among the motion verbs we studied, because the contextual
linksweidentified all had effects on referenceresol ution and thuswere specified as presuppositions.
However, we anticipate that pragmaticswill prove important when differencesin meaning involve
the perspective taken by the speaker on an event, asin the contrast of buy and sell.

Appendix B details our resultsfor the ten verbswe studied; (74) presents the final sample entry
for dide. Thetree givesthe syntax for one element in the tree family associated with dlide, with its
associated semantic indices; the associated formul as describe the semantics of the entry in terms of
presuppositions and assertions about the individuals referenced in the tree.

(74) a Syntax and syntax—semantics interface:

b Assertion: move(A,H,O,P)
c Presupposition: start-at(P,O) A surf(P)

Of course, the corresponding entries (75) and (81) that we used in assembling concrete communica-
tiveintent for (2) in Figure 11 refine (74) only in adopting the specific syntactic and semantic refine-
ments of an imperative use of the verb. The entries are provided as (75) and (81) in Appendix A.

8 PreviousWork
In the discussion so far, we have been able to contrast sPuD with arange of research from the sen-
tence planning literature. Asfirst observed in Section 2.3 and substantiated subsequently, SPUD’s
representationsand al gorithms, and the specification strategiesthey afford, greatly improveon prior
proposals for communicative-intent—based microplanning such as (Appelt, 1985; Thomason and
Hobbs, 1997). Meanwhile, as catalogued in Section 6, SPUD captures the essence of techniquesfor
referring expression generation, such as (Dale and Haddock, 1991); for syntactic choice, such as
(Mathiessen, 1983; Yang et a., 1991); for lexical choice, such as (Nogier and Zock, 1991; Elhadad
et a., 1997; Stede, 1998); and for aggregation, such as (Dalianis, 1996; Shaw, 1998).

At the same time, sPUD goes beyond these pipelined approaches in modeling and exploiting
interactions among microplanning subtasks, and SPUD captures these efficiencies using a uniform
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model of communicative intent. In contrast, other research has succeeded in capturing particular
descriptive efficiencies only by specialized mechanisms. For example, Appelt’s planning formal-
ismincludesplan-criticsthat can detect and collapse redundanciesin sentence plans (Appelt, 1985).
This framework treats subproblems in generation as independent by default; and writing tractable
and general criticsis hampered by the absence of abstractions like those used in SPUD to Simulta-
neously model the syntax and the interpretation of a whole sentence. Meanwhile, in (McDonald,
1992), McDonald considers descriptions of events in domains which impose strong constraints on
what information about events is semantically relevant. He shows that such material should and
can be omitted, if it is both syntactically optional and inferentially derivable:

FAIRCHILD Corporation (Chantilly VA) Donald E Miller was named senior vice pres-
ident and genera counsel, succeeding Dominic A Petito, who resigned in November,
at this aerospace business. Mr. Miller, 43 years old, was previously principal attorney
for Temkin & Miller Ltd., Providence RI.

Here, McDonald points out that one does not need to explicitly mention the position that Petito
resigned from in specifying the resignation sub-event, since it must be the same as the one that
Miller has been appointed to. Whereas McDonald adopts special-purpose module to handle this,
weregard it as a special case of pragmatic overloading.

More generaly, like many sentence planners, SPUD achieves aflexible association between the
content input to a sentence planner and the meaning that comes out. Other researchers (Nicolov
et al., 1995; Rubinoff, 1992) have assumed that thisflexibility comes from a mismatch between in-
put content and grammeatical options. In sPuD, such differences arise from the referential require-
ments and inferential opportunitiesthat are encountered.

Previous authors (McDonald and Pustejovsky, 1985; Joshi, 1987) have noted that TAG has
many advantages for generation as a syntactic formalism, because of its localization of argument
structure. (Joshi, 1987) statesthat adjunctionisa powerful tool for elaborating descriptions. These
aspects of TAGs are crucial for us; for example, lexicalization allows us to easily specify local se-
mantic and pragmatic constraintsimposed by the lexical item in a particular syntactic frame.

Various efforts at using TAG for generation (McDonald and Pustejovsky, 1985; Joshi, 1987;
Yang et a., 1991; Danlos, 1996; Nicolov et al., 1995; Wahlster et al., 1991) enjoy many of these
advantages. They vary in the organization of the linguistic resources, the input semantics and how
they evaluate and assemble alternatives. Furthermore, (Shieber et al., 1990; Shieber, 1991; Prevost
and Steedman, 1993; Hoffman, 1994) exploit similar benefitsof |exicalization and localization. Our
approach is distinguished by its declarative synthesis of a representation of communicative intent,
which alows sPUD to construct a sentence and its interpretation simultaneously.

9 Concluson

Most generation systems pipeline pragmatic, semantic, lexical and syntactic decisions (Reiter, 1994).
With the right formalism—an explicit, declarative representation of COMMUNICATIVE INTENT—

it iseasier and better to construct pragmatics, semantics and syntax simultaneously. The approach

elegantly captures the interaction between pragmatic and syntactic constraints on descriptionsin a
sentence, and the inferential interactions between multiple descriptionsin a sentence. At the same

time, it exploits linguistically motivated, declarative specifications of the discourse functions of

syntactic constructions to make contextually appropriate syntactic choices.
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Realizing a microplanner based on communicative intent involves challenges in implementa-
tion and specification. Inthe past (Appelt, 1985), these challenges may have made communicative-
intent—based microplanning seem hopeless and intractable. Nevertheless, in this paper, we have
described an effective implementation, SPUD, that constructs representations of communicativein-
tent through top-down LTAG derivation, logic-programming and constrai nt-sati sfaction models of
interpretation, and greedy search; and we have described a systematic, step-by-step methodology
for designing generation grammarsfor SPUD.

With these results, the challenges that remain for the program of microplanning based on com-
municativeintent offer fertileground for further research. sPuD’smodel of interpretation omitsim-
portant features of natural language, such as plurality (Stone, 2000a), discourse connectivity (Web-
ber et al., 1999) and such defeasible aspects of interpretation as presupposition-accommodation
(Lewis, 1979). spuD’s search procedure is simplistic, and is vulnerable to stalled states where
lookahead is required to recognize the descriptive effect of a combination of lexical items. (Gar-
dent and Striegnitz, 2001) illustrate how refinementsin sPuD’s model s of interpretation and search
can lead to interesting new possibilitiesfor NLG. At the same time, the construction of lexicalized
grammarsfor generation with effective representations of semantics calls out for automation, using
techniques that make lighter demands on devel opers and make better use of machine learning.
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A Instruction Grammar Fragment
Al Syntactic Constructions
(75) a NAME: axnpVnpopp
b PARAMETERS: AH,O,P S
C PRAGMATICS: Obl(SH)
S(A)
Npm(A,H)

| |
d TREE: € VPqyr (A)

|
VPpath(A O, P)

PR
vel NP(O) |

(76) NAME: bvpPsinf
PARAMETERS: Al,H,A2

C PRAGMATICS. —
VPpurp(Al, H)

oo

d TREE:
VPpurp(Al, H)* Si (AZ, H) l

(77) NAME: anpxVinp
PARAMETERS: A/H,0

C PRAGMATICS. —

oo

65



Si(A/H)

T

NP(H) VPpurp(A, H)

d TREE: e(PRO) to vPpurp(AH)
|
VPdur(AaH)
/\
vl NP(O) |
(78) a NAME zeroDefNP
b PARAMETERS:. R

C PRAGMATICS: zero-genre A def (R)
NP(R)
|
d TREE: N(R)

|
N1

(79 NAME: bvpPnp
PARAMETERS: E,O,P.R
C PRAGMATICS: zero-genre A def (R)

VPpath(E, O, P)

[@p

d TREE: VPpath(E, O, P)« PP(P)
/\
PGl NP(R) |
(80) a NAME: bNnn
b PARAMETERS: A B
C PRAGMATICS: def(A)
N'(B)
/\
NP(A)  N'(B)«
d TREE: |
N'(A)
|
NOL

A2 Lexical Entries
(81) NAME: dide
b PARAMETERS: A/H,O,PS
C CONTENT: move(A,H,O,P) A next(A)
d PRESUPPOSITION: start-at(P,O) A surf (P) Apartic(SH)
e PRAGMATICS. —

o]
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(82)

(83)

(84)

(85)

(86)

Q -

Q +~0O® QO O T QD Q 0O QO T QD Q 0O QO O T QD Q —+-~0O QO T QD

-~ DO QO O T D

TARGET: S(A) [complement]
TREE LIST: axnpVnpopp(A,H,O,P,S)

NAME: (purpose)
PARAMETERS: Al,H,A2
CONTENT: purpose(Al, A2)
PRESUPPOSITION: —
PRAGMATICS: —

TARGET: VP2(Al,H) [modifier]
TREE LIST: bvpPsinf(Al,H,A2)

NAME: uncover
PARAMETERS: A/H,0
CONTENT: uncover (A /H,O)
PRESUPPOSITION: —
PRAGMATICS: —

TARGET: Si(A/H)

TREE LIST: anpxVinp(A,H, O)

NAME: sealing-ring
PARAMETERS: N

CONTENT: sr(N)
PRESUPPOSITION: —
PRAGMATICS: —

TARGET: NP(N) [complement]
TREE LIST: zerodefnptree(N)

NAME: coupling-nut
PARAMETERS: N

CONTENT: cn(N)
PRESUPPOSITION: —
PRAGMATICS. —

TARGET: NP(N) [complement]
TREE LIST: zerodefnptree(N)

NAME: onto

PARAMETERS: E,O,P.R
CONTENT: end-on(P,R)
PRESUPPOSITION: —
PRAGMATICS: —

TARGET: VPpathE o,p) [modifier]
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g TREE LIST: bvpPnp(E,O,P,R)

NAME: elbow

PARAMETERS: N

CONTENT: €l(N)
PRESUPPOSITION: —
PRAGMATICS: —

TARGET: NP(N) [complement]
TREE LIST: zerodefnptree(N)

(87)

Q -~ 0D Q0O TwL

(88) NAME: fuel-line
PARAMETERS: N, R X
CONTENT: fI(N) Ann(RN, X)
PRESUPPOSITION: —
PRAGMATICS. —

TARGET: N(R) [modifier]
TREE LIST: bNnn(N)

Q +~0O QO O T QD

B Motion Verb Entries

B.1 Pure Motion \erbs

The verbs dide, rotate, turn, push, pull, and lift all share auseinwhich they describe an event Ain
which some agent H moves an object O along a path P. Our analysis of this use was presented in
detail in Section 7. (89) givesthe syntactic frame for this class.

S(A)
/\
NP(H) VPpurp(A, H)

(89) \% PdL||r (A)

|
VPpath(A, O,P)

/\
vl NP(O)]

Semantically, dide, rotate and turn al assert simple motions; the verbs differ in that dide presup-
poses motion along a surface while turn presupposes a circular or helical path around an axis by
which an object can pivot and rotate presupposes a circular path around an axis through the center
of an object. (90) representsthis.

(90) a dlide: assert move(A H, O, P); presuppose start-at(P, O) A surf (P)
b turn: assert move(A H, O, P); presuppose start-at(P, O) A around(P, X) A pivot(O, X)
c rotate: assert move(A H, O, P); presuppose start-at(P, O) A around(P, X) A center (O, X)

The verbs push, pull and lift involve force as well as motion; they differ in presuppositions about
the direction of force and motion: for push, it is away from the agent; for pull, it is towards the
agent; lift has an upward component:
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(91) a push: assert forced-move(A, H, O, P); presuppose start-at(P, O) A away(P,H)
b pull: assert forced-move(A, H, O, P); presuppose start-at(P, O) A towards(P,H)
c lift: assert forced-move(A H, O, P); presuppose start-at(P, O) A upwards(P)

B.2 Pure Change-of-state \ierbs

This category of verbs describes an event A in which an agent H changes of state of an object O;
these verbs appeal to asingle optional semantic argument U which hel psto specify what the change
of state is. Examples of this class are remove [from U], disconnect [from U] and connect [to U];
U isalandmark object and the change-of-state involves a spatial or connection relation between O
and U.

Our diagnostic testsgiveanumber of reasonsto think of the parameter U asasemantic argument
that isreferenced in the tree but described by syntactic adjuncts. Here areillustrations of these tests
for the case of disconnect. It is possible to extract from it, and impossible to supply it by do so
substitution.

(92) a What did you disconnect the cable from €?
b ?Mary disconnected a coupling from system A, and John did so from system B.

It is possible to take the initial connection between O and U as presupposed, and to factor in this
congtraint inidentifying O and U. Thus, with many systems and couplings, we might till find:

(93) Disconnect the coupling from system A.
These considerations lead to the syntactic frame of (94).

S(A)

NP(H) VPpurp(A, H)

(94) v PdL||r (A)

|
VParg(A,O,U)

/\
v<ol NP(O)|

Note that syntactic features can allow the verb to determine which preposition is used to specify
the optional argument. That is, we can use lexical entries for verbs that indicate that they impose
feature-value constraints on the syntactic features of the anchor v< node.

Inorder to characterizethe semanticsof change-of-state verbs, weintroduce apredicate caused-event(A, H, O)
indicating that A isan event in which H has a causal effect on O; and an operator result(A, p) indi-
cating that the proposition p holdsin the state that resultsfrom doing A. (For more on thisontology,
see (Steedman, 1997).) (95) uses this notation to describe connect, disconnect and remove.

(95) a connect: assert caused-event(A, H, O) A result(A, connected(O,U)); presuppose
free(O,U)
b disconnect: assert caused-event(A,H, O) Aresult(A, free(O,U)); presuppose
connected(O,U)
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c remove: assert caused-event(A,H,O) Aresult(A, free(O,U)); presuppose
dependent(O,U )

That is, connecting causes O to be connected to the optional argument U where O is presupposed to
be presently spatially independent of, or free of, U ; disconnecting, conversely, causes O to befree of
U, where O ispresupposed to be connected toU . Finally, removeismore general than disconnect. It
presupposes only that thereis some dependent spatial relation between O and U ; O may be attached
to U, supported by U, contained in U, etc.

B.3 Near-motion \erbs

Distinct from motion verbs and ordinary change-of-state verbs is a further class which we have
called near-motion verbs: near-motion verbs are change-of-state verbs that encode a spatial change
by evoking the final location where an object comesto rest. Semantically, they involve arguments
A, H, O, and L—thefourth, spatial argument L represents a spatial configuration rather than a path
(asin the case of motion verbs). The canonical near-motion verb is position; others are reposition
and install. According to our judgments, turn and rotate can be used as near-motion verbs as well
as genuine motion verbs, whereas dide, push, pull and lift cannot.

Now, whenever thereis a change of location, there must be motion (in our domain); and when-
ever an object movesto anew place, thereisachange of location. Thissemantic correspondence be-
tween motion verbs and near-motion verbsis mirrored in similar syntactic realizations with prepo-
sitional phrases that describe an final location. So we find both:

(96) a Pushthe coupling on the deeve.
b Postion the coupling on the deeve.

The difference between motion verbs and near-motion verbsis that motion verbs permit an ex-
plicit description of the PATH the object takes during the motion, while near-motion verbs do not:

(97) a Pushthe couplingto the deeve.
b *Postion the coupling to the Seeve.

Another way to substantiate the contrast is to consider the interpretation of ambiguous modi-
fiers. In (984), downward modifies the path by describing the direction of motion in the event. In
(98b), with the near-motion verb, this path interpretation is not available: the reading of downward
instead isthat it describes the final orientation of the object that is manipulated.

(98) a Push handle downward.
b Position handle downward.

These readings are paraphrased in (99).

(99) a Pushhandleinadownward direction.
b Postion handle so that it is oriented downward.

The natural wh-questions associated with the two constructions are also different:

(100) a { Inwhich direction, *How } did you push the handle? Downward.
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b { *Inwhich direction, How } did you position the handle? Downward.
(101) schematizes the syntax of near-motion verbs.

S(A)
/\
NP(H) VPpurp(A, H)

(101) v PdL||r (A)

|
VParg(A,O,L)

N
v<ol NP(O)|

Like motion verbs, near-motion verbs share a common assertion—there is an event A of H acting
on O whose result isthat O is located at place L. The differences among near-motion verbsliein
their presuppositions. position presupposes that L isa position in which O will be ableto perform
itsintended function, asin (102a); reposition further presupposes a state preceding A where O was
located at L—we write this as back(A, O, L) in (102b); finally, install presupposes that the spatial
position for O is one which fastens O tightly, asin (102c).

(102) a position: assert caused-event(A, H, O) Aresult(A, loc(L, O)); presuppose
position-for(L, O)
b reposition: assert caused-event(A,H,O) Aresult(A,loc(L, O)); presuppose
position-for(L, O) A back(A,O,L)
c install: assert caused-event(A,H,O) Aresult(A,loc(L, O)); presuppose
position-for (L, O) A fastening(L, O)

B.4 Put \erbs

Closely related to the near-motion verbsarethe put verbs. These differ from near-motion verbsonly
in that put verbs take the configuration Pp as a syntactic complement—rather than as an optional
syntactic modifier.

S(A)
NP(H) VPpurI|3(A, H)
(103) VPaur (A)

vl NP(O)]  PP(L)]
Verbsin this class include not only put, but also place.

(104) a put: assert caused-event(A,H, O) Aresult(A,loc(L, O))
b place: assert body-caused-event(A,H,O) Aresult(A,loc(L,O)); presuppose
place-for (L, O)
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Note that a placement must be performed by hand; the presupposition that L be a place for O sig-
nifies that O’s specific location at L is required for the success of future actions or events. (Place
contrasts with position in that places depend on the action of an agent on the object in a particu-
lar activity whereas positions are enduring regions that depend on the functional properties of the
object itself; contrast working place and working position.)

72



