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#### Abstract

In this study, we consider the selective combining in hybrid cooperative networks (SCHCNs scheme) with one source node, one destination node and $N$ relay nodes. In the SCHCN scheme, each relay first adaptively chooses between amplify-and-forward protocol and decode-and-forward protocol on a per frame basis by examining the error-detecting code result, and $N_{c}\left(1 \leq N_{c} \leq N\right)$ relays will be selected to forward their received signals to the destination. We first develop a signal-to-noise ratio (SNR) threshold-based frame error rate (FER) approximation model. Then, the theoretical FER expressions for the SCHCN scheme are derived by utilizing the proposed SNR threshold-based FER approximation model. The analytical FER expressions are validated through simulation results.
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## I. Introduction

Cooperative communication has been widely used to improve system robustness and capacity by allowing nodes to cooperate in their transmissions to form a virtual antenna array [1]-[5]. In [5], several relay protocols have been studied for the wireless cooperative networks, and amplify-and-forward (AF) and decode-and-forward (DF) are recognized as two basic cooperative transmission protocols. While using the AF protocol, the relay node amplifies the received signal sent by the source, and then retransmits it to the destination without decoding. In contrast, the DF protocol requires the relay node to decode the received signal and then forward the re-encoded signal to the destination. However, the performance of the AF is mainly limited by the noise amplification phenomenon at the relay nodes and the DF may cause serious error propagation problem when the relay fails to decode the received signal correctly [6]-[9].

Motivated by the above-described disadvantages of the AF and DF protocols, various improved cooperative transmission protocols have been proposed, such as signal-to-noise ratio (SNR) threshold-based selective digital relaying schemes [6], [10]-[12], cooperative maximum ratio combining (MRC)-based DF [13], [14] and smart relaying scheme [15], [16], log-likelihood-ratio (LLR) threshold-based selective DF [17], decode-amplify-forward (DAF) [18], [19]. A hybrid forward (HF) protocol was proposed in [8], [9], [20]-[23], which provides superior performance than both the AF and the DF protocols and thus has received lots of attention recently. In [8], [9], the author studied the symbol error rate (SER) of the HF protocol by adaptively choosing the AF and the DF protocols on a per symbol basis, which is, however, hard to realise in practice. This work focuses on a more practical HF protocol on a per frame basis.

In conventional cooperative wireless networks, all $N$ relays will forward the signals received from the source to the destination through $N$ orthogonal channels in the relaying phase [24]-[28]. Then the destination combines all the signals received from the source and the relays using MRC technique. In [27], [28], the authors show that the all participate AF (AP-AF) scheme can achieve the full diversity order of $N+1$. However, MRC, which combines the signals received from all the links in order to have the best possible combining gain, will certainly result in extremely complicated hardware implementation required for phase coherence and amplitude estimation on each link [29], [30]. Furthermore, note that the links with low SNRs may possibly lead to inefficient estimation on both phase and amplitude; hence MRC is sensitive to the channel estimation errors [31]. To simplify the hardware implementation and make the communication systems more robust towards channel estimation errors while still retaining good system performance, Kong et al. [32] first proposed the selection combining (SC) scheme at the receiver, which combines $N_{c}$ links with the largest instantaneous SNRs out of $N$ links, for a rake receiver
operating over a multipath fading channel. As a result, the SC scheme has a fixed and low processing complexity since it only combines $N_{c}$ links, instead of all the $N$ links in the network [30]. In addition, in the SC scheme, the weakest SNR paths are excluded from the combining process to make the system more robust towards channel estimation errors.

Recently, the SC scheme was extended to the cooperative communication networks by selecting proper number of relay nodes to forward the signals to the destination for the source during the transmission phase. The work in [33] and [34] studies the SER performances of the SC with the AF and the DF protocols on a per symbol basis. Note that the conventional cooperative scheme [24]-[28], in which all $N$ relays will forward the signals to the destination, can be viewed as a special case of the SC scheme when $N_{c}=N$, and the conventional relay selection (RS) scheme [21], [22], [35], [36], in which only the relay that has the highest SNRs at the destination is chosen as the active relay, is also a special case of the SC scheme when $N_{c}=1$. Obviously, the SC scheme is able to describe the cooperative networks in a unified and convenient manner, and provides insight into the system designs. However, to the best of our knowledge, no results for the HF scheme with the SC have been reported in the literature so far. Furthermore, most earlier works have been focusing on SER performance analysis and limited works for the analytical frame error rate (FER) performance of the HF scheme, which is more frequently used in the evaluation of the system performance, have been presented. These motivated our work.

In this paper, we consider a two-hop network with one source node, one destination node and $N$ relay nodes, and with links experiencing independent block Rayleigh fading. The main contributions of the present work can be briefly summarized as follows:

1) We propose and study the selective combining in hybrid cooperative networks (SCHCN scheme) on a per frame basis. In the proposed SCHCNs scheme, each relay adaptively chooses, frame by frame, between the AF and DF protocols by examining the error-detecting code results. Specifically, we use cyclic redundancy check (CRC) codes for the AF and DF adaptation in this work. The relays, which decode correctly, will utilize the DF protocol, and the rest will operate in the AF mode. Meanwhile, $N_{c}$ relays that have the highest effective SNRs at the destination are chosen out of $N$ relays, and then retransmit their received signals to the destination.
2) We develop an SNR threshold-based FER approximation model and then establish the relationship between the outage probability and the FER by using a novel analytical SNR threshold.
3) Using the proposed FER approximation model, a closed-form FER expression as well as a high SNR asymptotic FER expression for the SCHCN scheme are derived. The derived FER expressions clearly indicate that the SCHCN scheme can achieve full diversity order. Analytical results are
verified through simulations. Simulation results show that the best RS scheme outperforms the multiple RS scheme under a total transmit power constrain 1 , whereas the multiple RS scheme provides better performance than the best RS scheme under an individual transmit power constrain 2 . The rest of the paper is organized as follows: we describe the system model and the SCHCN scheme in Section [II In Section [II] we develop an SNR threshold-based FER approximation model and derive an improved SNR threshold. In Section IV, we calculate the closed-form average FER and the simplified asymptotic FER expressions for the SCHCN scheme by using the FER approximation model. In Section (V) we present some simulation results. In Section (VI) we draw the main conclusions.

Notation: For a random variable $(\mathrm{RV}) X, \operatorname{Pr}(\cdot)$ represents its probability, $f_{X}(\cdot)$ represents its probability density function (PDF) and $F_{X}(\cdot)$ denotes its cumulative density function (CDF). Let $\mathcal{L}_{X}(s)$ and $\hat{\mathcal{L}}_{X}(s)$ stand for the Laplace transform of the PDF and CDF of $X$, respectively. $X \sim \mathcal{C N}(0, \Omega)$ denotes a circular symmetric complex Gaussian variable with a zero mean and variance $\Omega$. $Q(x)$ represents the $Q$-function, that is, $Q(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} e^{-t^{2} / 2} \mathrm{~d} t$.

## II. System Model and the SCHCN Scheme

## A. System Model

We consider a general two-hop wireless relay network with $N+2$ terminals consisting of one source node, $N$ relay nodes and one destination node, as shown in Fig. 11. The channels of all links are assumed to be quasi-static Rayleigh fading, i.e., the channel is fixed within one frame and changes independently from one frame to another. Let $h_{0}, h_{1, i}$ and $h_{2, i}$ represent the channel coefficients of the source-destination, source-relay $i$ and relay $i$-destination channels, respectively. Let $h_{0} \sim \mathcal{C N}\left(0, \Omega_{0}\right), h_{1 i} \sim \mathcal{C N}\left(0, \Omega_{1 i}\right)$ and $h_{2 i} \sim \mathcal{C N}\left(0, \Omega_{2 i}\right)$. Let $n_{0}, n_{1 i}$ and $n_{2 i}$ represent the corresponding additive white Gaussian noises (AWGNs). It is assumed that $n_{0} \sim \mathcal{C N}\left(0, N_{0}\right), n_{1 i} \sim \mathcal{C N}\left(0, N_{0}\right)$ and $n_{2 i} \sim \mathcal{C N}\left(0, N_{0}\right)$. Finally, let $\mathcal{E}_{s}$ and $\mathcal{E}_{r, i}$ denote the average transmit power at the source and the $i$ th relay, respectively.

## B. Hybrid Forward Scheme

It is assumed that each terminal in the network is in the half-duplex mode with single antenna. Signals are transmitted over orthogonal channels, either through time or frequency division, in order to prevent

[^0]interference. Thus, one frame transmission in the relaying scheme consists of two separate phases, i.e., the broadcasting (1st) phase and the relaying (2nd) phase.

1) The Broadcasting Phase: The source broadcasts a signal to both the $N$ relays and the destination in the broadcasting phase. The received signals at the destination and the $i$ th relay, at time $t$, denoted by $y_{0}(t)$ and $y_{1 i}(t)$, can be expressed as

$$
\begin{equation*}
y_{0}(t)=\sqrt{\mathcal{E}_{s}} h_{0} s(t)+n_{0}(t) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
y_{1 i}(t)=\sqrt{\mathcal{E}_{s}} h_{1 i} s(t)+n_{1 i}(t), \tag{2}
\end{equation*}
$$

respectively, where $s(t)$ is the signal transmitted at the source. The corresponding instantaneous SNRs are given as $\gamma_{0}=\frac{\mathcal{E}_{s}}{N_{0}}\left|h_{0}\right|^{2}=\tilde{\gamma}_{0}\left|h_{0}\right|^{2}$ and $\gamma_{1 i}=\frac{\mathcal{E}_{s}}{N_{0}}\left|h_{1 i}\right|^{2}=\tilde{\gamma}_{0}\left|h_{1 i}\right|^{2}$, respectively, where $\tilde{\gamma}_{0}=\frac{\mathcal{E}_{s}}{N_{0}}$.
2) The Relaying Phase: During the relaying phase, each relay adaptively chooses, frame by frame, between the AF and DF protocols by examining the error-detecting code result. We use CRC codes for the AF and DF adaptation in this paper. The relays which decode correctly, i.e., the CRC checking result is correct, are included in the DF group, denoted by $\mathcal{G}_{D F}$, and the rest are included in the AF group, denoted by $\mathcal{G}_{A F}$.

The corresponding received signal at the destination, denoted by $y_{2 i}(t)$ can be written as

$$
\begin{equation*}
y_{2 i}(t)=\sqrt{\mathcal{E}_{r, i}} h_{2 i} x_{i}(t)+n_{2 i}(t) \tag{3}
\end{equation*}
$$

where $x_{i}(t)$ represents the signal transmitted from the $i$ th relay. Note that the transmit signal $x_{i}(t)$ satisfies the following power constraint, $\mathbb{E}\left(\left|x_{i}(t)\right|^{2}\right) \leq 1$. Hence, the corresponding transmit signal $x_{i}(t)$ can be expressed as [5]

$$
x_{i}(t)= \begin{cases}\frac{y_{1 i}(t)}{\sqrt{\mathcal{E}_{s}\left|h_{1 i}\right|^{2}+N_{0}}} & \text { if } i \in \mathcal{G}_{A F},  \tag{4}\\ s(t) & \text { if } i \in \mathcal{G}_{D F}\end{cases}
$$

Therefore the instantaneous SNR of the link through the $i$ th relay node, denoted by $\gamma_{i}$, is given as [38]

$$
\gamma_{i}= \begin{cases}\frac{\gamma_{1 i} \gamma_{2 i}}{\gamma_{1 i}+\gamma_{2 i}+1} & \text { if } i \in \mathcal{G}_{A F}  \tag{5}\\ \gamma_{2 i} & \text { if } i \in \mathcal{G}_{D F}\end{cases}
$$

where $\gamma_{2 i}$ is the instantaneous SNR of the link between the $i$ th relay and the destination, which is given by $\gamma_{2 i}=\frac{\mathcal{E}_{r, i}}{N_{0}}\left|h_{2 i}\right|^{2}=\tilde{\gamma}_{2 i}\left|h_{2 i}\right|^{2}$ and $\tilde{\gamma}_{2 i}=\frac{\mathcal{E}_{r, i}}{N_{0}}$.

## C. SCHCN Scheme

On receiving the signal sent from the source, each relay needs to send one bit indicator to inform the destination that it uses the AF or DF protocols. In the SCHCN scheme, destination then calculates the overall received SNR from each relay accordingly and selects the $N_{c}$ relays with the largest effective SNRs. After finding the optimum $N_{c}$ relays, through a feedback channel, the destination will inform which relays are selected for transmission during the relaying phrase and other unselected relays will be in an idle state. Let $\gamma_{(1)} \geq \gamma_{(2)} \geq \cdots \geq \gamma_{(N)}$ represent the decreasing ordered SNRs of the $\left\{\gamma_{n}\right\}_{n=1}^{N}$. Then, the instantaneous SNR of the MRC output at the destination is given by ${ }^{3}$ [39]

$$
\begin{equation*}
\gamma_{S C H C N}=\gamma_{0}+\sum_{n=1}^{N_{c}} \gamma_{(n)}=\gamma_{0}+\gamma_{c o o p} \tag{6}
\end{equation*}
$$

where $\gamma_{\text {coop }}=\sum_{n=1}^{N_{c}} \gamma_{(n)}$.
It is assumed that all channel state information (CSI) needed for decoding is available at the relay nodes and the destination node [5], [14], [16]. This can be easily achieved in practice. For example, the relay acquires the CSI of the source-relay channel via the pilot symbol sent from the source and then transmits it to the destination via a feedback channel. Similarly, the destination can acquire the CSI of the relay-destination via the pilot symbol sent from the relay. For simplicity, let $\lambda_{0}=\frac{1}{\gamma_{0} \Omega_{0}}, \lambda_{1 i}=\frac{1}{\gamma_{0} \Omega_{1 i}}$, and $\lambda_{2 i}=\frac{1}{\hat{\gamma}_{2 i} \Omega_{2 i}}$. As $\gamma_{0}, \gamma_{1 i}$ and $\gamma_{2 i}$ are exponentially distributed, their PDFs can be expressed as

$$
\begin{equation*}
f_{\gamma_{k}}(\gamma)=\lambda_{k} e^{-\lambda_{k} \gamma}, k \in\{0,1 i, 2 i\} . \tag{7}
\end{equation*}
$$

It is also assumed that $\left\{\gamma_{1 i}\right\}_{i=1}^{N}\left(\left\{\gamma_{2 i}\right\}_{i=1}^{N}\right)$ are independent and identically distributed (i.i.d.) RVs and let $\lambda_{1 i}=\lambda_{s r}$ and $\lambda_{2 i}=\lambda_{r d}$ for analysis tractability in this work.

## III. SNR Threshold-Based FER Approximation Model

In this section, an SNR threshold-based FER approximation model is proposed for diversity systems. As we know, cooperative systems can be viewed as a special kind of general diversity systems [5].

[^1]Therefore, we can apply the results obtained in this section to the FER analysis of the SCHCN scheme presented in next section.

In the following, the SNR threshold-based FER approximation model is described in Subsection $\Pi$ II-A some existing related works are presented in Subsection $\Pi$ II-B and then an improved criterion and the corresponding SNR threshold are presented in Subsection III-C Finally, a multiple-input multipleoutput (MIMO) system using the proposed SNR threshold-based FER approximation model is presented as a simple example in Subsection III-D

## A. SNR threshold-based FER approximation model

Note that the average FER, represented by $\bar{P}_{f}$, can be calculated by integrating the instantaneous FER in AWGN channel, denoted by $P_{f}^{G}(\gamma)$, over the fading distribution [40]

$$
\begin{equation*}
\bar{P}_{f}(\bar{\gamma})=\int_{0}^{\infty} P_{f}^{G}(\gamma) f_{\gamma}(\gamma, \bar{\gamma}) \mathrm{d} \gamma \tag{8}
\end{equation*}
$$

where $\gamma$ and $\bar{\gamma}$ represent the instantaneous and average SNR , respectively, and $f_{\gamma}(\cdot)$ represents the PDF of $\gamma$.

Eq. (8) is an exact expression to calculate $\bar{P}_{f}$; however, its closed-form expression is still difficult to be derived. The SNR threshold-based FER approximation model is an accurate and simple approach to evaluate FER. Assume that the instantaneous FER is 1 when the instantaneous SNR $\gamma$ is below a given SNR threshold $\gamma_{t}$, otherwise it is 0 [41]-[43], i.e.,

$$
\begin{equation*}
P_{f}^{G}\left(\gamma \mid \gamma \leq \gamma_{t}\right) \approx 1 \text { and } P_{f}^{G}\left(\gamma \mid \gamma>\gamma_{t}\right) \approx 0 \tag{9}
\end{equation*}
$$

Then, the average FER is given as [41]-[43]

$$
\begin{align*}
\bar{P}_{f}(\bar{\gamma}) & =\int_{0}^{\gamma_{t}} P_{f}^{G}(\gamma) f_{\gamma}(\gamma, \bar{\gamma}) \mathrm{d} \gamma+\int_{\gamma_{t}}^{\infty} P_{f}^{G}(\gamma) f_{\gamma}(\gamma, \bar{\gamma}) \mathrm{d} \gamma  \tag{10}\\
& \approx \int_{0}^{\gamma_{t}} f_{\gamma}(\gamma, \bar{\gamma}) \mathrm{d} \gamma=F_{\gamma}\left(\gamma_{t}, \bar{\gamma}\right)
\end{align*}
$$

where $F_{\gamma}(\cdot)$ represents the CDF of $\gamma$.
According to the SNR threshold-based FER approximation model, the average FER is approximately calculated as an outage probability. Hence the accuracy of the FER model is principally determined by the value of the given SNR threshold.

## B. Related Works

In [41], the SNR threshold-based FER approximation model is applied to the iteratively decoded systems with turbo codes. It is shown that the optimal SNR threshold coincides with the convergence
threshold of the iterative turbo decoder. Furthermore, the SNR threshold-based FER model is extended to non-iterative coded and uncoded systems in [42], [43]. The minimum absolute error sum criterion is adopted in [42], [43] to minimize the sum of absolute error

$$
\begin{equation*}
\gamma_{t}=\arg \min _{\gamma}\left\{\int_{0}^{\infty}\left|\bar{P}_{f}(\bar{\gamma})-F_{\gamma}(\gamma, \bar{\gamma})\right| \mathrm{d} \bar{\gamma}\right\} \tag{11}
\end{equation*}
$$

where $\bar{\gamma}$ denotes the average $\operatorname{SNR}$, and the SNR threshold is given as

$$
\begin{equation*}
\gamma_{t}=\left(\int_{0}^{\infty} \frac{1-P_{f}^{G}(\gamma)}{\gamma^{2}} \mathrm{~d} \gamma\right)^{-1} \tag{12}
\end{equation*}
$$

Since the minimum absolute error sum criterion does not consider the fact that the FER decreases more quickly at high SNR region in high diversity order systems, it needs to be improved for general diversity order systems.

## C. Improved SNR Threshold

A new SNR threshold-based FER approximation model is developed for the diversity systems based on two important aspects.

Firstly, a minimum relative error sum criterion, which taking into account the fact that the FER decreases quickly when SNR increases and minimizing the sum of relative error, is used instead of the minimum absolute error sum criterion in Eq. (11) as

$$
\begin{equation*}
\gamma_{t}=\arg \min _{\gamma}\left\{\int_{0}^{\infty}\left|\frac{\bar{P}_{f}(\bar{\gamma})-F_{\gamma}(\gamma, \bar{\gamma})}{\bar{P}_{f}(\bar{\gamma})}\right| \mathrm{d} \bar{\gamma}\right\} \tag{13}
\end{equation*}
$$

In the Appendix $\mathbb{A}$, we will show that the minimum relative error sum criterion will lead to a minimum relative error criterion at high $S N R$ as

$$
\begin{equation*}
\gamma_{t}=\arg \lim _{\gamma, \bar{\gamma} \rightarrow \infty}\left\{\bar{P}_{f}(\bar{\gamma})-F_{\gamma}(\gamma, \bar{\gamma})=0\right\} \tag{14}
\end{equation*}
$$

Secondly, the calculation of SNR threshold should take into account the factor of the diversity order. We note that in a Rayleigh fading channel, the CDF of SNR is given by $F_{\gamma}(\gamma, \bar{\gamma})=1-e^{-\gamma / \bar{\gamma}}$, then we have $\lim _{\bar{\gamma} \rightarrow \infty} F_{\gamma}(\gamma, \bar{\gamma})=\bar{\gamma}^{-1} \gamma$. Similarly, in a Nakagami-m fading channel, the CDF of SNR is $F_{\gamma}(\gamma, \bar{\gamma})=\frac{\Gamma(m, m \gamma / \bar{\gamma})}{\Gamma(m)}$, where $\Gamma(m)$ denotes the Gamma function, and $\Gamma(m, x)$ denotes the lower part incomplete Gamma function given by $\Gamma(m, x)=\int_{0}^{x} t^{m-1} e^{-t} \mathrm{~d} t$. At high SNR , we have $\lim _{\bar{\gamma} \rightarrow \infty} F_{\gamma}(\gamma, \bar{\gamma})=\Gamma(m)^{-1} \int_{0}^{m \gamma / \bar{\gamma}} t^{m-1} \mathrm{~d} t=\frac{m^{m-1}}{\Gamma(m)(\bar{\gamma})^{m}} \gamma^{m}$. Generally speaking, the CDF of a system with a diversity order of $d$ at high SNR can be approximated as [43]-[45]:

$$
\begin{equation*}
\lim _{\bar{\gamma} \rightarrow \infty} F_{\gamma}(\gamma, \bar{\gamma}) \rightarrow G(\bar{\gamma}) \gamma^{d} \tag{15}
\end{equation*}
$$

where $G(\bar{\gamma})$ represents a constant related to $\bar{\gamma}$.
Combining Eq. (8), Eq. (14) and Eq. (15), we derive the closed-form improved SNR threshold as

$$
\begin{align*}
\gamma_{t, d} & =\arg \lim _{\gamma_{t}, \bar{\gamma} \rightarrow \infty}\left\{\int_{0}^{\infty} f_{\gamma}(\gamma, \bar{\gamma}) P_{f}^{G}(\gamma) \mathrm{d} \gamma-G(\bar{\gamma}) \gamma_{t}^{d}=0\right\} \\
& =\arg \lim _{\gamma_{t}, \bar{\gamma} \rightarrow \infty}\left\{\int_{0}^{\infty} G(\bar{\gamma}) d \gamma^{d-1} P_{f}^{G}(\gamma) \mathrm{d} \gamma-G(\bar{\gamma}) \gamma_{t}^{d}=0\right\} \\
& =\arg \lim _{\gamma_{t}, \bar{\gamma} \rightarrow \infty}\left\{\gamma_{t}^{d}=d \int_{0}^{\infty} \gamma^{d-1} P_{f}^{G}(\gamma) \mathrm{d} \gamma\right\}  \tag{16}\\
& =\left(d \int_{0}^{\infty} \gamma^{d-1} P_{f}^{G}(\gamma) \mathrm{d} \gamma\right)^{1 / d} .
\end{align*}
$$

Note that $P_{f}^{G}(\gamma)$ can be calculated in closed-form for uncoded systems. For example, for linear modulation, $P_{f}^{G}(\gamma)$ is given as [40], [42]

$$
\begin{equation*}
P_{f}^{G}(\gamma)=1-(1-Q(\sqrt{c \gamma}))^{L} \tag{17}
\end{equation*}
$$

where $c$ represents modulation constant ( $c=2$ for binary-phase-shift-keying (BPSK)), $Q(\cdot)$ represents the $Q$ function, and $L$ denotes the frame length.

Substituting Eq. (17) into Eq. (16), the SNR threshold $\gamma_{t, d}$ for uncoded systems is given as:

$$
\begin{equation*}
\gamma_{t, d}=\left(d \int_{0}^{\infty} \gamma^{d-1}\left(1-(1-Q(\sqrt{c \gamma}))^{L}\right) \mathrm{d} \gamma\right)^{1 / d} \tag{18}
\end{equation*}
$$

In Table [1 we present the SNR thresholds by using Eq. (18) for the systems with different diversity orders when $c=2$.

We note that when substituting $c=2$ (BPSK), $L=1$ and $d=1$ into Eq. (18) and with the help of [46, Eq. (6.313.2)], we have $\gamma_{t, 1}=\frac{1}{4}$ and $\bar{P}_{f}=1-e^{-\frac{1}{4 \gamma}} \approx \frac{1}{4 \bar{\gamma}}$, which is equivalent to the average BER of BPSK over Rayleigh fading channel at high SNR: $\bar{P}_{b}=\frac{1}{2}\left(1-\sqrt{\frac{\bar{\gamma}}{1+\bar{\gamma}}}\right) \approx \frac{1}{4 \bar{\gamma}}$ [40].

## D. Simple Example of MIMO Systems

Let us use a MIMO system as a simple example to illustrate the usage of the developed SNR thresholdbased FER model. Assume that the MIMO system has $N_{T}$ inputs and $N_{R}$ outputs, and the transmitter uses space-time block coding (STBC) [47]. The receiver use MRC technique to combine the $N=N_{T} N_{R}$ independent fading paths, and the PDF and CDF of the instantaneous SNR, represented by $\gamma$, at the output of the combiner are given by [40], [43]:

$$
\begin{equation*}
f_{\gamma}(\gamma, \bar{\gamma})=\frac{\gamma^{N-1} e^{-\gamma /\left(\bar{\gamma} / N_{T}\right)}}{\left(\bar{\gamma} / N_{T}\right)^{N}(N-1)!}, \tag{19}
\end{equation*}
$$

and

$$
\begin{equation*}
F_{\gamma}(\gamma, \bar{\gamma})=1-e^{-\gamma N_{T} / \bar{\gamma}} \sum_{k=0}^{N-1} \frac{\left(\gamma N_{T} / \bar{\gamma}\right)^{k}}{k!}, \tag{20}
\end{equation*}
$$

respectively, where $\bar{\gamma}$ represents the average SNR per receive antenna.
It should be mentioned here that the approximation in Eq. (15) still holds for the MIMO system.
Proof: With the fact that $\lim _{\bar{\gamma} \rightarrow \infty} e^{-\gamma N_{T} / \bar{\gamma}}=1$, we have

$$
\begin{align*}
\lim _{\bar{\gamma} \rightarrow \infty} F_{\gamma}(\gamma, \bar{\gamma}) & =\lim _{\hat{\gamma} \rightarrow \infty} \int_{0}^{\gamma} f_{\gamma}(t, \bar{\gamma}) \mathrm{d} t \\
& =\int_{0}^{\gamma} \frac{t^{N-1}}{\left(\bar{\gamma} / N_{T}\right)^{N}(N-1)!} \mathrm{d} t  \tag{21}\\
& =\frac{1}{\left(\bar{\gamma} / N_{T}\right)^{N} N!} \gamma^{N} \\
& =G(\bar{\gamma}) \gamma^{N},
\end{align*}
$$

where $G(\bar{\gamma})=\frac{1}{\left(\bar{\gamma} / N_{T}\right)^{N} N!}$.
In the following, with the derived SNR threshold $\gamma_{t, N}$ in Subsection 历II-C, the FER of the MIMO system in quasi-static fading channel is approximately calculated as

$$
\begin{align*}
\bar{P}_{f}(\bar{\gamma}) & \approx F_{\gamma}\left(\gamma_{t, N}, \bar{\gamma}\right) \\
& =1-e^{-\gamma_{t, N} N_{T} / \bar{\gamma}} \sum_{k=0}^{N-1} \frac{\left(\gamma_{t, N} N_{T} / \bar{\gamma}\right)^{k}}{k!} . \tag{22}
\end{align*}
$$

In the simulation section, we compare the proposed SNR threshold obtained in Eq. (16) and the optimal SNR threshold obtained in Eq. $[23]^{4}$ by using numerical method for the MIMO system. Simulation results show that the proposed SNR threshold converges well with the optimal SNR threshold especially at medium and high SNRs, which justifies the proposed FER approximation model.

$$
\begin{equation*}
\gamma_{t, N}^{o p t}=F_{\gamma}^{-1}\left(\bar{P}_{f}(\bar{\gamma}), \bar{\gamma}\right) . \tag{23}
\end{equation*}
$$

So far, an improved SNR threshold-based FER approximation model is developed for diversity systems. In this developed FER model, the average FER is approximately calculated as an outage probability as Eq. (10), the improved SNR threshold can be calculated using Eq. (16) for general systems and can be calculated using Eq. (18) for uncoded systems. In the next section, we will apply this model to the FER analysis of the SCHCN scheme for cooperative systems. We should emphasize that our analysis in this work can be easily extended to the coded systems. However, the corresponding details for coded systems are omitted here because of limited space and please refer to [38], [52] for details.

[^2]
## IV. FER ANALYSIS

We first apply the SNR threshold-based FER approximation model to calculate the closed-form analytical FER of the SCHCN scheme in Subsection IV-A. We then present the asymptotic FER expression for the SCHCN scheme in Subsection IV-B.

## A. Closed-form analytical FER

The following properties for the SCHCN scheme are first established before performing FER calculation.

Property 1: The CDF of the end-to-end SNR of the indirect link $S \rightarrow R_{i} \rightarrow D$ for the SCHCN scheme can be expressed as

$$
F_{\gamma_{i}}(\gamma) \approx \begin{cases}1-e^{-\left(\lambda_{s r}+\lambda_{r d}\right) \gamma}, & \text { if } \gamma<\gamma_{t, 1}  \tag{24}\\ 1-e^{-\lambda_{s r} \gamma_{t, 1}} e^{-\lambda_{r d} \gamma}, & \text { if } \gamma \geq \gamma_{t, 1}\end{cases}
$$

For simplicity, Eq. (24) can be further approximated by an exponential function to extend the range of $\gamma$ from $\gamma_{t, 1}$ to $\gamma_{t, d}$

$$
\begin{equation*}
F_{\gamma_{i}}(\gamma) \approx 1-e^{-\lambda_{e q} \gamma}, 0 \leq \gamma \leq \gamma_{t, d} \tag{25}
\end{equation*}
$$

where the lower bound and upper bound of $\lambda_{e q}$ are $\lambda_{s r} \gamma_{t, 1} / \gamma_{t, d}+\lambda_{r d}$ and $\lambda_{s r}+\lambda_{r d}$, respectively. From Table $\square$ we note that $\gamma_{t, 1} / \gamma_{t, d} \approx 1$ which implies that either the lower bound or upper bound can be used to approximate Eq. (24) and the approximation is tight.

Proof: Please see Appendix B
Property 2: Let $\left\{\gamma_{i}\right\}_{i=1}^{N}$ be i.i.d. exponential RVs, represented by $\gamma_{i} \sim \mathcal{E}\left(\lambda_{e q}\right)$. Let $\gamma_{(1)} \geq \gamma_{(2)} \geq \cdots \geq$ $\gamma_{(N)}$ denote the order statistics obtained by arranging the $\left\{\gamma_{n}\right\}_{n=1}^{N}$ in a decreasing order. According to Eq. (6), the CDF of $\gamma_{S C H C N}$ in closed-form expression is derived for the two cases of both $\lambda_{0} \neq \lambda_{e q}$ and $\lambda_{0}=\lambda_{e q}$ as follows
a) Case of $\lambda_{0} \neq \lambda_{e q}$ :

$$
\begin{align*}
F_{\gamma_{S C H C N}}\left(\gamma, \lambda_{e q}\right)= & \sum_{i=1}^{N_{c}} \frac{\alpha_{i}}{\lambda_{e q}^{i}}\left[1-e^{-\lambda_{e q} \gamma} \sum_{m=0}^{i-1} \frac{\left(\lambda_{e q} \gamma\right)^{m}}{m!}\right] \\
& +\sum_{j=1}^{N-N_{c}} \frac{\beta_{j}}{\left(1+\frac{j}{N_{c}}\right) \lambda_{e q}}\left(1-e^{-\left(1+\frac{j}{N_{c}}\right) \lambda_{e q} \gamma}\right)  \tag{26}\\
& +\frac{\beta_{0}}{\lambda_{0}}\left(1-e^{-\lambda_{0} \gamma}\right)
\end{align*}
$$

 $\frac{c}{\left(N_{c}-i\right)!}\left[\frac{\theta_{0}(-1)^{N_{c}-i}\left(N_{c}-i\right)!}{\left(-\lambda_{e q}+\lambda_{0}\right)^{N_{c}-i+1}}+\sum_{k=1}^{N-N_{c}} \frac{\theta_{k}(-1)^{N_{c}-i}\left(N_{c}-i\right)!}{\left(\frac{k}{N_{c}} \lambda_{e q}\right)^{N_{c}-i+1}}\right], \beta_{0}=\frac{c \cdot \theta_{0}}{\left(\lambda_{e q}-\lambda_{0}\right)^{N_{c}}}$ and $\beta_{j}=\frac{c \cdot \theta_{j}}{\left(-\frac{j}{N_{c}} \lambda_{e q}\right)^{N_{c}}}$.
b) Case of $\lambda_{0}=\lambda_{e q}$ :

$$
\begin{align*}
F_{\gamma_{S C H C N}}\left(\gamma, \lambda_{e q}\right)= & \sum_{i=1}^{N_{c}+1} \frac{\alpha_{i}^{*}}{\lambda_{e q}^{i}}\left[1-e^{-\lambda_{0} \gamma} \sum_{m=0}^{i-1} \frac{\left(\lambda_{0} \gamma\right)^{m}}{m!}\right] \\
& +\sum_{j=1}^{N-N_{c}} \frac{\beta_{j}^{*}}{\left(1+\frac{j}{N_{c}}\right) \lambda_{0}}\left(1-e^{-\left(1+\frac{j}{N_{c}}\right) \lambda_{0} \gamma}\right) \tag{27}
\end{align*}
$$

where ${ }^{6} c^{*}=\frac{N!}{N_{c}!N_{c}^{N-N_{c}}} \lambda_{0}^{N+1}, \theta_{k}^{*}=\frac{1}{\prod_{n=1, n \neq k}^{N-N_{c}}\left[\left(\frac{n-k}{N_{c}}\right) \lambda_{0}\right]}, \alpha_{i}^{*}=\frac{c^{*}}{\left(N_{c}+1-i\right)!}\left[\sum_{k=1}^{N-N_{c}} \frac{\theta_{k}^{*}(-1)^{N_{c}+1-i}\left(N_{c}+1-i\right)!}{\left(\frac{k}{N_{c}} \lambda_{0}\right)^{N_{c}-i+2}}\right]$ and $\beta_{j}^{*}=\frac{c^{*} \cdot \theta_{j}^{*}}{\left(-\frac{j}{N_{c}} \lambda_{0}\right)^{N_{c}+1}}$.

Proof: Please see Appendix C.
According to the SNR threshold-based FER approximation model in Section III, the average FER of the SCHCN scheme can be expressed as an outage probability with an appropriate SNR threshold. Thus, the average FER of the SCHCN scheme, denoted by $\bar{P}_{f}$, is given as

$$
\begin{equation*}
\bar{P}_{f} \approx F_{\gamma_{S C H C N}}\left(\gamma_{t, d}, \lambda_{e q}\right) \tag{28}
\end{equation*}
$$

where $d$ denotes the diversity order of the cooperative system using the SCHCN scheme and the calculation methods of parameters $\gamma_{t, d}$ are presented in Section III. The accuracy of the derived close-form FER expression, i.e., Eq. (28), is verified through simulation results in the next section.

## B. Asymptotic FER

In this subsection, we derive the asymptotic FER for the SCHCN scheme at high SNR.
Property 3: The asymptotic CDF of $\gamma_{S C H C N}$ at high SNR can be written in closed-form as

$$
\begin{equation*}
F_{\gamma_{S C H C N}}\left(\gamma, \lambda_{e q}\right) \approx \frac{\lambda_{0} \lambda_{e q}{ }^{N} \gamma^{N+1}}{(N+1) N_{c}!N_{c}^{N-N_{c}}} \tag{29}
\end{equation*}
$$

Proof: Please see Appendix D
With the help of Property 3, we can obtain the asymptotic FER expression of the SCHCN scheme as

$$
\begin{equation*}
\bar{P}_{f} \approx F_{\gamma_{S C H C N}}\left(\gamma_{t, d}, \lambda_{e q}\right) \approx \frac{\lambda_{0} \lambda_{e q}^{N} \gamma_{t, d}^{N+1}}{(N+1) N_{c}!N_{c}^{N-N_{c}}} \tag{30}
\end{equation*}
$$

${ }^{5}$ Note that as a special case of $N_{c}=N$, the following parameters are reduced to $c=\lambda_{0} \lambda_{e q}^{N}, \theta_{0}=1, \theta_{k}=0, \alpha_{i}=$ $\frac{c}{(N-i)!}\left[\frac{\theta_{0}(-1)^{N-i}(N-i)!}{\left(-\lambda_{e q}+\lambda_{0}\right)^{N-i+1}}\right], \beta_{0}=\frac{c \cdot \theta_{0}}{\left(\lambda_{e q}-\lambda_{0}\right)^{N}}$, and $\beta_{j}=0$.
${ }^{6}$ It is noteworthy that as a special case of $N_{c}=N$, the following parameters are reduced to $c^{*}=\lambda_{0}^{N+1}, \theta_{k}^{*}=0, \alpha_{i}^{*}=$ $0(i \neq N+1), \alpha_{N+1}^{*}=c^{*}$, and $\beta_{j}^{*}=0$.

From Eq. (30) it shows that full diversity order of $N+1$ can be achieved in the SCHCN scheme, and thus, $\gamma_{t, d}=\gamma_{t, N+1}$. We should emphasize that the asymptotic FER is more simple and intuitive compared with the FER expression in Eq. (28).

## V. Simulation results

In this section, the analytical and the simulated results are provided for the SCHCN scheme. Without specific mention, all simulations are performed by a BPSK modulation and a frame size of 100 symbols over block Rayleigh fading channels [53]-[55]. We consider the multiple relay nodes scenario, e.g., $N=1,2,3$. Specifically, $N_{c}=0$ corresponds to the direct transmit case, and thus, no relay node is selected. $N_{c}=1$ denotes the best RS, and all the relay nodes are participated for the transmission when $N_{c}=N$. Without specific mention, we assume that a fixed total energy per symbol constraint in the network and equal power division among cooperating nodes, i.e., $\left(\mathcal{E}_{s}=\mathcal{E}_{r, i}=\frac{\mathcal{E}}{N_{c}+1}\right)$, and $\lambda_{e q}=\lambda_{s r}+\lambda_{r d}$. We also take into account the relay's location as: 1). the symmetric case, where relays are placed halfway between the source and destination and 2). the asymmetric case, where relays are close to the source or destination. In Table $\square$ we show the SNR thresholds derived in Section $\square I$ for the systems of different diversity order. The simulation scenarios in this section are shown in Table [ $\mathbb{I}$.

In Fig. 2] we compare our proposed FER model in Section [III] with the FER model in [42] for case 0. For case 0 , the SNR thresholds are found to be 4.61 dB based on the FER model in [42], i.e., Eq. (12], and are found to be $5.10 \mathrm{~dB}, 5.36 \mathrm{~dB}$ and 5.89 dB for $N=1,2,4$, respectively, based on our proposed FER model, i.e., Eq. (16). Fig. 2 shows that our proposed model matches well with the simulated FER as the SNR increases while the gap between the FER model in [42] and the simulated FER cannot be ignored even at high SNR. We also note that, as the diversity order increases, our proposed model is still accurate; however the FER results based on the model in [42] become less accurate.

In Fig. 3], we present the optimal SNR threshold, i.e., Eq. (23), obtained by using the numerical method, when the FER well matches the outage probability. We also include the proposed SNR threshold, i.e., Eq. (16), and the SNR threshold of [42], i.e., Eq. (12]). It can be observed that our proposed SNR threshold converges to the optimal SNR threshold at medium and high SNR regimes quickly, which validates our analysis in Section III.

In Fig. 4 and Fig. 5, we show the closed-form FER, asymptotic FER and simulated FER results of the SCHCN scheme for symmetric case, i.e., case 1. From Fig. 4 we can see that the closed-form curves given by Eq. (28) match well with the simulated results and Fig. [5 shows that the asymptotic results given by Eq. (30) converge to the simulated results at high SNRs. These validate our derived analytical

FERs in Section IIII In addition, Fig. 6 indicates that the derived FER of the SCHCN scheme is also accurate for the case 2 (asymmetric case). Case 3 is also verified through simulation, but omitted here for brevity. Hence, our FER analysis is valid for both symmetric case and asymmetric case.

Fig. 4 shows that the best RS provides superior performance than the multiple RS under a total transmit power constraint, i.e., $\mathcal{E}_{s}=\mathcal{E}_{r, i}=\frac{\mathcal{E}}{N_{c}+1}$, whereas Fig. 5 shows that the multiple RS outperforms the best RS under an individual transmit power constraint i.e., $\mathcal{E}_{s}=\mathcal{E}_{r, i}=\frac{\mathcal{E}}{N+1}$. Moreover, from Fig. 5 we note that the cooperative system with $N_{c}=2$ has very slight quality deterioration compared to the cooperative system with $N_{c}=3$. However, the cooperative system with $N_{c}=2$ requires lower implementation complexity and is more robust towards channel estimation errors. Hence, the SCHCN scheme has more merits than the conventional cooperative scheme in the practical systems for both with and without total transmit power constraint cases.

In Fig. 7, we compare the $\operatorname{SCHCN}$ scheme with the non-cooperative system, i.e., $N_{c}=0$. It is obviously shown that the SCHCN scheme can provide superior performance than the non-cooperative system, especially at high SNRs. This is easy to understand as the cooperative system achieves a full diversity order of $N+1$ as long as $N_{c}>0$, whereas the non-cooperative system only has the diversity of 1. The simulation results of the SCHCN scheme with various frame lengths are shown in Fig. 88, From Fig. 8 , it shows that as the frame length decreases, the FER decreases. This finding is consistent with [48]

## VI. Conclusions

In this paper, we have analyzed the average FER of the SCHCN scheme in cooperative wireless networks. Specifically, we considered a two-hop network with one source node, one destination node and multiple relay nodes. The closed-form average FER expression as well as the asymptotic FER expression at high SNRs have been derived for the SCHCN scheme. Theoretical analysis closely matches the simulated results. Simulations also indicate that the best RS can achieve better performance than the multiple RS under a total transmit power constraint, whereas the multiple RS outperforms the best RS under an individual transmit power constraint.

[^3]
## Appendix A

## Proof of EQ. (14)

We notice that the relative error at high SNR cannot be ignored because the integration in Eq. (13) is from 0 to $\infty$. Hence, we should have $\lim _{\bar{\gamma} \rightarrow \infty}\left|\frac{\bar{P}_{f}(\bar{\gamma})-F_{\gamma}\left(\gamma_{t}, \bar{\gamma}\right)}{\bar{P}_{f}(\bar{\gamma})}\right| \rightarrow 0$, which leads to Eq. (14).

Otherwise, suppose that existing a sufficiently big value $T(0<T<\infty)$ and a small enough value $\delta(0<\delta<\infty)$, the absolute relative error can be greater than $\delta$, i.e. $\left|\frac{\bar{P}_{f}(\bar{\gamma})-F_{\gamma}\left(\gamma_{t}, \bar{\gamma}\right)}{\bar{P}_{f}(\bar{\gamma})}\right|>\delta$, when $\bar{\gamma}>T$. Note that the sum of absolute relative error cannot be minimized in this situation as it will approach infinity: $\int_{0}^{\infty}\left|\frac{\bar{P}_{f}(\bar{\gamma})-F_{\gamma}\left(\gamma_{t}, \bar{\gamma}\right)}{P_{f}(\bar{\gamma})}\right| \mathrm{d} \bar{\gamma}>\int_{T}^{\infty} \delta \mathrm{d} \bar{\gamma}=\infty$. Thus, Eq. (14) is proved.

## Appendix B

CDF of $\gamma_{i}$ In the SCHCN scheme: The Proof of EQ. (24) and EQ. (25)
Note that the CDF of $\gamma_{i}$ is given as

$$
\begin{align*}
F_{\gamma_{i}}(\gamma)= & \operatorname{Pr}\left(\gamma_{i}<\gamma\right) \\
= & \operatorname{Pr}\left(i \in \mathcal{G}_{A F}\right) \operatorname{Pr}\left(\gamma_{i}<\gamma \mid i \in \mathcal{G}_{A F}\right)  \tag{31}\\
& +\operatorname{Pr}\left(i \in \mathcal{G}_{D F}\right) \operatorname{Pr}\left(\gamma_{i}<\gamma \mid i \in \mathcal{G}_{D F}\right) .
\end{align*}
$$

In the HF scheme, the relays which decode correctly are included in the $\mathcal{G}_{D F}$ and the rest are included in the $\mathcal{G}_{A F}$. According to our proposed FER approximation model, a frame error only occurs when SNR is below the SNR threshold $\gamma_{t}$. If $\gamma_{1 i} \geq \gamma_{t, 1}$ then $i \in \mathcal{G}_{D F}$, and if $\gamma_{1 i}<\gamma_{t, 1}$ then $i \in \mathcal{G}_{A F}$. Hence, we have $\operatorname{Pr}\left(i \in \mathcal{G}_{A F}\right)=1-e^{-\lambda_{s r} \gamma_{t, 1}}$ and $\operatorname{Pr}\left(i \in \mathcal{G}_{D F}\right)=e^{-\lambda_{s r} \gamma_{t, 1}}$, respectively.

If $i \in \mathcal{G}_{D F}, \gamma_{i}=\gamma_{2 i}$, then the conditional CDF of $\gamma_{i}$ given $i \in \mathcal{G}_{D F}$ can be expressed as

$$
\begin{equation*}
\operatorname{Pr}\left(\gamma_{i}<\gamma \mid i \in \mathcal{G}_{D F}\right)=\operatorname{Pr}\left(\gamma_{2 i}<\gamma\right)=1-e^{-\lambda_{r d} \gamma} . \tag{32}
\end{equation*}
$$

If $i \in \mathcal{G}_{A F}$, using the approximation $\frac{x y}{x+y+1} \approx \min \{x, y\}$ [25], then the corresponding conditional CDF of $\gamma_{i}$ given $i \in \mathcal{G}_{A F}$ can be expressed as [49]

$$
\begin{align*}
& \operatorname{Pr}\left(\gamma_{i}<\gamma \mid i \in \mathcal{G}_{A F}\right) \\
\approx & \operatorname{Pr}\left(\min \left\{\left.\gamma_{1 i}\right|_{i \in \mathcal{G}_{A F}}, \gamma_{2 i}\right\}<\gamma\right)  \tag{33}\\
= & 1-\left(1-\operatorname{Pr}\left(\gamma_{1 i}<\gamma \mid i \in \mathcal{G}_{A F}\right)\right)\left(1-\operatorname{Pr}\left(\gamma_{2 i}<\gamma\right)\right)
\end{align*}
$$

where the conditional CDF of $\gamma_{1 i} \mid i \in \mathcal{G}_{A F}$ is given by

$$
\operatorname{Pr}\left(\gamma_{1 i}<\gamma \mid i \in \mathcal{G}_{A F}\right)= \begin{cases}\frac{1-e^{-\lambda_{s r} \gamma}}{1-e^{-\lambda_{s r} \gamma_{t, 1}}}, & \text { if } \gamma<\gamma_{t, 1}  \tag{34}\\ 1 . & \text { if } \gamma \geq \gamma_{t, 1}\end{cases}
$$

Combining Eq. (33) and Eq. (34), the corresponding conditional CDF of $i \in \mathcal{G}_{A F}$ can be calculated as

$$
\operatorname{Pr}\left(\gamma_{i}<\gamma \mid i \in \mathcal{G}_{A F}\right) \approx \begin{cases}1-\frac{e^{-\lambda_{s r} \gamma}-e^{-\lambda_{s r} \gamma_{t, 1}}}{1-e^{-\lambda_{s \gamma \gamma} \gamma_{t, 1}}} e^{-\lambda_{r d} \gamma}, & \text { if } \gamma<\gamma_{t, 1}  \tag{35}\\ 1, & \text { if } \gamma \geq \gamma_{t, 1}\end{cases}
$$

Thus, after doing some substitutions in Eq. (31), it yields Eq. (24). When $\gamma_{t, 1} \leq \gamma \leq \gamma_{t, d}$, we use an exponential function to approximate Eq. (24). Let $1-e^{-\lambda_{s r} \gamma_{t, 1}} e^{-\lambda_{r d} \gamma}=1-e^{-\lambda_{e q} \gamma}$, that is, $\lambda_{e q}=\lambda_{s r} \gamma_{t, 1} / \gamma+\lambda_{r d}$. Hence, we have $\lambda_{s r} \gamma_{t, 1} / \gamma_{t, d}+\lambda_{r d} \leq \lambda_{e q} \leq \lambda_{s r}+\lambda_{r d}$. We note that this inequality still holds when considering the whole range from 0 to $\gamma_{t, d}$.

## Appendix C

## Proof of Property 2

According to Eq. (6), $\gamma_{S C H C N}=\gamma_{0}+\gamma_{\text {coop }}$, in the following, we first derive the Laplace transforms of the PDF of $\gamma_{\text {coop }}$ and $\gamma_{0}$, and then the PDF of $\gamma_{S C H C N}$ can be directly obtained by using the inverse Laplace transform.

As $\left\{\gamma_{i}\right\}_{i=1}^{N}$ are i.i.d. exponential RVs, with the help of [50, Eq. (9.321)], the Laplace transform of the PDF of $\gamma_{\text {coop }}$ can be expressed as

$$
\begin{align*}
\mathcal{L}_{\gamma_{\text {coop }}}(s) & =\frac{1}{\left(1+\frac{s}{\lambda_{e q}}\right)^{N_{c}-1} \prod_{n=N_{c}}^{N}\left(1+\frac{s N_{c}}{\lambda_{e q} n}\right)} \\
& =\frac{\frac{N!}{N_{c}!N_{c}^{s-N_{c}} \lambda_{e q}^{N}}}{\left(s+\lambda_{e q}\right)^{N_{c}} \prod_{n=1}^{N-N_{c}}\left[s+\left(1+\frac{n}{N_{c}}\right) \lambda_{e q}\right]}, \tag{36}
\end{align*}
$$

and with the help of [46, Eq. (17.13.7)], the Laplace transform of the PDF of $\gamma_{0}$ can be expressed as

$$
\begin{equation*}
\mathcal{L}_{\gamma_{0}}(s)=\frac{\lambda_{0}}{s+\lambda_{0}} . \tag{37}
\end{equation*}
$$

As $\gamma_{\text {coop }}$ and $\gamma_{0}$ are mutually independent, the Laplace transforms of the PDF of $\gamma_{S C H C N}$ is given as

$$
\begin{align*}
\mathcal{L}_{\gamma_{S C H C N}}(s) & =\mathcal{L}_{\gamma_{\text {coop }}}(s) \cdot \mathcal{L}_{\gamma_{0}}(s) \\
& =\frac{\frac{N!}{N_{c}!N_{c}^{N}-N_{c}} \lambda_{0} \lambda_{e q}^{N}}{\left(s+\lambda_{e q}\right)^{N_{c}}\left(s+\lambda_{0}\right) \prod_{n=1}^{N-N_{c}}\left[s+\left(1+\frac{n}{N_{c}}\right) \lambda_{e q}\right]} . \tag{38}
\end{align*}
$$

Note that Eq. (38) can be rewritten for the two cases $\lambda_{0} \neq \lambda_{e q}$ and $\lambda_{0}=\lambda_{e q}$ as follows.

1) Case of $\lambda_{0} \neq \lambda_{e q}$ : Applying the partial fraction expansion [51], Eq. (38) can be rewritten as

$$
\begin{equation*}
\mathcal{L}_{\gamma_{S C H C N}}(s)=\sum_{i=1}^{N_{c}} \frac{\alpha_{i}}{\left(s+\lambda_{e q}\right)^{i}}+\frac{\beta_{0}}{s+\lambda_{0}}+\sum_{j=1}^{N-N_{c}} \frac{\beta_{j}}{s+\left(1+\frac{j}{N_{c}}\right) \lambda_{e q}} \tag{39}
\end{equation*}
$$

where

$$
\begin{gather*}
c=\frac{N!}{N_{c}!N_{c}^{N-N_{c}}} \lambda_{0} \lambda_{e q}^{N},  \tag{40}\\
\theta_{0}=\frac{1}{\prod_{n=1}^{N-N_{c}}\left[\left(1+\frac{n}{N_{c}}\right) \lambda_{e q}-\lambda_{0}\right]},  \tag{41}\\
\theta_{k}=\frac{1}{\left[-\left(1+\frac{k}{N_{c}}\right) \lambda_{e q}+\lambda_{0}\right] \prod_{n=1, n \neq k}^{N-N_{c}}\left[\left(\frac{n-k}{N_{c}}\right) \lambda_{e q}\right]},  \tag{42}\\
\alpha_{i}=\left.\frac{c}{\left(N_{c}-i\right)!} \frac{d^{N_{c}-i}}{d s^{N_{c}-i}}\left[\frac{1}{\left(s+\lambda_{0}\right) \prod_{n=1}^{N-N_{c}}\left[s+\left(1+\frac{n}{N_{c}}\right) \lambda_{e q}\right]}\right]\right|_{s=-\lambda_{e q}} \\
\left(N_{c}-i\right)!
\end{gathered} \frac{\theta_{0}(-1)^{N_{c}-i}\left(N_{c}-i\right)!}{\left.\left(-\lambda_{e q}+\lambda_{0}\right)^{N_{c}-i+1}+\sum_{k=1}^{N-N_{c}} \frac{\theta_{k}(-1)^{N_{c}-i}\left(N_{c}-i\right)!}{\left(\frac{k}{N_{c}} \lambda_{e q}\right)^{N_{c}-i+1}}\right],} \begin{gathered}
\beta_{0}=\frac{c}{\left(\lambda_{e q}-\lambda_{0}\right)^{N_{c}} \prod_{n=1}^{N-N_{c}}\left[\left(1+\frac{n}{N_{c}}\right) \lambda_{e q}-\lambda_{0}\right]}, \tag{43}
\end{gather*}
$$

and

$$
\begin{equation*}
\beta_{j}=\frac{c}{\left(-\frac{j}{N_{c}} \lambda_{e q}\right)^{N_{c}}\left[-\left(1+\frac{j}{N_{c}}\right) \lambda_{e q}+\lambda_{0}\right] \prod_{n=1, n \neq j}^{N-N_{c}}\left[\left(\frac{n-j}{N_{c}}\right) \lambda_{e q}\right]} . \tag{45}
\end{equation*}
$$

Applying the inverse Laplace transforms in Eq. (39), we can obtain the PDF of $\gamma_{S C H C N}$ in closed form as [46, Eq. (17.13.17)]

$$
\begin{align*}
f_{\gamma_{S C H C N}}(\gamma) & =\mathcal{L}^{-1}\left[\mathcal{L}_{\gamma_{S C H C N}}(s)\right] \\
& =\sum_{i=1}^{N_{c}} \frac{\alpha_{i}}{(i-1)!} \gamma^{i-1} e^{-\lambda_{e q} \gamma}+\beta_{0} e^{-\lambda_{0} \gamma}+\sum_{j=1}^{N-N_{c}} \beta_{j} e^{-\left(1+\frac{j}{N_{c}}\right) \lambda_{e q} \gamma} . \tag{46}
\end{align*}
$$

The CDF of $\gamma_{S C H C N}$ can be obtained directly by integrating the PDF of $\gamma_{S C H C N}$ in closed form as

$$
\begin{align*}
F_{\gamma_{S C H C N}}(\gamma)= & \int_{0}^{\gamma} f_{\gamma_{S C H C N}}(t) \mathrm{d} t \\
= & \sum_{i=1}^{N_{c}} \frac{\alpha_{i}}{(i-1)!} g\left(i-1, \lambda_{e q}, \gamma\right)+\beta_{0} g\left(0, \lambda_{0}, \gamma\right)+\sum_{j=1}^{N-N_{c}} \beta_{j} \cdot g\left(0,\left(1+\frac{j}{N_{c}}\right) \lambda_{e q}, \gamma\right)  \tag{47}\\
= & \sum_{i=1}^{N_{c}} \frac{\alpha_{i}}{\lambda_{e q}^{i}}\left[1-e^{-\lambda_{e q} \gamma} \sum_{m=0}^{i-1} \frac{\left(\lambda_{e q} \gamma\right)^{m}}{m!}\right]+\sum_{j=1}^{N-N_{c}} \frac{\beta_{j}}{\left(1+\frac{j}{N_{c}}\right) \lambda_{e q}}\left(1-e^{-\left(1+\frac{j}{N_{c}}\right) \lambda_{e q} \gamma}\right) \\
& \quad+\frac{\beta_{0}}{\lambda_{0}}\left(1-e^{-\lambda_{0} \gamma}\right),
\end{align*}
$$

where $g(n, \beta, \gamma)$ is defined as [46, Eq. (3.351.1)]

$$
\begin{align*}
g(n, \beta, \gamma)= & \int_{0}^{x} e^{-\beta t} t^{n} \mathrm{~d} t \\
= & \frac{n!}{\beta^{n+1}}\left[1-e^{-\beta x} \sum_{m=0}^{n} \frac{(\beta x)^{m}}{m!}\right],  \tag{48}\\
& {[\gamma>0, \operatorname{Re} \beta>0, n=0,1,2, \ldots] . }
\end{align*}
$$

2) Case of $\lambda_{0}=\lambda_{\text {eq }}$ : Eq. (38) can be rewritten as

$$
\begin{align*}
\mathcal{L}_{\gamma_{\text {SCHCN }}}(s) & =\mathcal{L}_{\gamma_{\text {coop }}}(s) \cdot \mathcal{L}_{\gamma_{0}}(s) \\
& =\frac{\frac{N!}{N_{c}!N_{c}^{\delta-N_{N}}} \lambda_{0}^{N+1}}{\left(s+\lambda_{0}\right)^{N_{c}+1} \prod_{n=1}^{N-N_{c}}\left[s+\left(1+\frac{n}{N_{c}}\right) \lambda_{0}\right]} . \tag{49}
\end{align*}
$$

Hence, applying the partial fraction expansion in Eq. (49), we can further simplify it as

$$
\begin{equation*}
\mathcal{L}_{\gamma_{S C H C N}}(s)=\sum_{i=1}^{N_{c}+1} \frac{\alpha_{i}^{*}}{\left(s+\lambda_{0}\right)^{i}}+\sum_{j=1}^{N-N_{c}} \frac{\beta_{j}^{*}}{s+\left(1+\frac{j}{N_{c}}\right) \lambda_{0}}, \tag{50}
\end{equation*}
$$

where

$$
\begin{gather*}
c^{*}=\frac{N!}{N_{c}!N_{c}^{N-N_{c}}} \lambda_{0}^{N+1},  \tag{51}\\
\theta_{k}^{*}=\frac{1}{\prod_{n=1, n \neq k}^{N-N_{c}}\left[\left(\frac{n-k}{N_{c}}\right) \lambda_{0}\right]},  \tag{52}\\
\alpha_{i}^{*}=\left.\frac{c^{*}}{\left(N_{c}+1-i\right)!} \frac{d^{N_{c}+1-i}}{d s^{N_{c}+1-i}}\left[\frac{1}{\prod_{n=1}^{N-N_{c}}\left[s+\left(1+\frac{n}{N_{c}}\right) \lambda_{0}\right]}\right]\right|_{s=-\lambda_{0}}  \tag{53}\\
=\frac{c^{*}}{\left(N_{c}+1-i\right)!}\left[\sum_{k=1}^{N-N_{c}} \frac{\theta_{k}^{*}(-1)^{N_{c}+1-i}\left(N_{c}+1-i\right)!}{\left(\frac{k}{N_{c}} \lambda_{0}\right)^{N_{c}-i+2}}\right],
\end{gather*}
$$

and

$$
\begin{equation*}
\beta_{j}^{*}=\frac{c^{*}}{\left(-\frac{j}{N_{c}} \lambda_{0}\right)^{N_{c}+1} \prod_{n=1, n \neq j}^{N-N_{c}}\left[\left(\frac{n-j}{N_{c}}\right) \lambda_{0}\right]} . \tag{54}
\end{equation*}
$$

Similarly, we can derive the expression of the PDF and CDF of $\gamma_{S C H C N}$ as follows:

$$
\begin{equation*}
f_{\gamma_{S C H C N}}(\gamma)=\mathcal{L}^{-1}\left[\mathcal{L}_{\gamma_{S C H C N}}(s)\right]=\sum_{i=1}^{N_{c}+1} \frac{\alpha_{i}^{*}}{(i-1)!} \gamma^{i-1} e^{-\lambda_{0} \gamma}+\sum_{j=1}^{N-N_{c}} \beta_{j}^{*} e^{-\left(1+\frac{j}{N_{c}}\right) \lambda_{0} \gamma}, \tag{55}
\end{equation*}
$$

and

$$
\begin{align*}
F_{\gamma_{S C H C N}}(\gamma) & =\int_{0}^{\gamma} f_{\gamma_{S C H C N}}(t) \mathrm{d} t \\
& =\sum_{i=1}^{N_{c}+1} \frac{\alpha_{i}^{*}}{\lambda_{e q}^{i}}\left[1-e^{-\lambda_{0} \gamma} \sum_{m=0}^{i-1} \frac{\left(\lambda_{0} \gamma\right)^{m}}{m!}\right]+\sum_{j=1}^{N-N_{c}} \frac{\beta_{j}^{*}}{\left(1+\frac{j}{N_{c}}\right) \lambda_{0}}\left(1-e^{-\left(1+\frac{j}{N_{c}}\right) \lambda_{0} \gamma}\right) . \tag{56}
\end{align*}
$$

Hence, Property 2 is proved.

## Appendix D

## Proof of Property 3

The Laplace transform of the PDF of $\gamma_{S C H C N}$ is derived in Appendix $\mathbb{C}$ as

$$
\begin{equation*}
\mathcal{L}_{\gamma_{S C H C N}}(s)=\frac{\frac{N!}{N_{c}!N_{c}^{N-N_{c}}} \lambda_{0} \lambda_{e q}^{N}}{\left(s+\lambda_{e q}\right)^{N_{c}}\left(s+\lambda_{0}\right) \prod_{n=1}^{N-N_{c}}\left[s+\left(1+\frac{n}{N_{c}}\right) \lambda_{e q}\right]} . \tag{57}
\end{equation*}
$$

Since the Laplace transform of the PDF and CDF of $\gamma_{S C H C N}$ are related by

$$
\begin{equation*}
\hat{\mathcal{L}}_{\gamma_{S C H C N}}(s)=\frac{\mathcal{L}_{\gamma_{S C H C N}}(s)}{s}, \tag{58}
\end{equation*}
$$

where $\hat{\mathcal{L}}_{\gamma_{S C H C N}}(s)$ is the Laplace transform of the CDF of $\gamma_{S C H C N}$. Applying the inverse Laplace transforms, the CDF of $\gamma_{S C H C N}$ can be expressed as

$$
\begin{align*}
F_{\gamma_{S C H C N}}(\gamma) & =\mathcal{L}^{-1}\left[\frac{\mathcal{L}_{\gamma_{S C H C N}}(s)}{s}\right] \\
& =\mathcal{L}^{-1}\left[\frac{N}{s\left(s+\lambda_{e q}\right)^{N_{c}}\left(s+\lambda_{0}\right) \prod_{n=1}^{N-N_{c}}\left[s+\left(1+\frac{n}{N_{c}}\right) \lambda_{e q}\right]}\right] . \tag{59}
\end{align*}
$$

At high SNR, $\bar{\gamma}_{0}$ and $\bar{\gamma}_{e q}$ are large. According to $\lambda_{0}=1 / \bar{\gamma}_{0}$ and $\lambda_{e q}=1 / \bar{\gamma}_{e q}$, we know that $\lambda_{0}$ and $\lambda_{e q}$ are small. Hence, Eq. (59) can be simplified as [46, Eq. (17.13.2)]

$$
\begin{align*}
F_{\gamma_{S C H C N}}(\gamma) & \approx \mathcal{L}^{-1}\left[\frac{N!}{N_{c}!N_{c}^{N-N_{c}}} \frac{\lambda_{0} \lambda_{e q}{ }^{N}}{s^{N+2}}\right]  \tag{60}\\
& =\frac{1}{(N+1) N_{c}!N_{c}^{N-N_{c}}} \lambda_{0} \lambda_{e q}{ }^{N} \gamma^{N+1} .
\end{align*}
$$

Hence, Eq. (29) is proved.
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TABLE I
SNR THRESHOLD

| Diversity Order: $d$ | Frame Length: $L$ | Proposed SNR Threshold: $\gamma_{t, d}, \mathrm{~dB}$ | SNR Threshold of [42]: $\gamma_{t}, \mathrm{~dB}$ |
| :---: | :---: | :---: | :---: |
| 1 | 100 | 5.10 |  |
| 2 | 100 | 5.36 |  |
| 3 | 100 | 5.62 |  |
| 4 | 100 | 5.89 |  |
| 4 | 200 | 6.45 | 5.50 |
| 4 | 400 | 6.97 | 6.24 |

TABLE II

## SCENARIOS

|  | System Type | Number of Nodes | Diversity Order: $d$ | SNRs |
| :---: | :---: | :---: | :---: | :---: |
| case 0 | MIMO | $N_{T}=1, N=N_{R}=1,2,4$ | $d=1,2,4$ | $\Omega=1$ |
| case 1 | SCHCN | $N=1,2,3$ | $d=2,3,4$ | $\Omega_{0}=\Omega_{1 i}=\Omega_{2 i}=1$ |
| case 2 | SCHCN | $N=3$ | $d=4$ | $\Omega_{0}=1, \Omega_{1 i}=16, \Omega_{2 i}=1$ |
| case 3 | SCHCN | $N=3$ | $d=4$ | $\Omega_{0}=1, \Omega_{1 i}=1 / 16, \Omega_{2 i}=1$ |



Fig. 1. Block diagram of the SCHCN scheme.


Fig. 2. FER comparison of the proposed model and the model of [42] for case 0 : general MIMO channels with $N_{T}=1$, $N=N_{R}=1,2,4, \Omega=1$ and $L=100$.


Fig. 3. SNR threshold comparison of the proposed model and the model of [42] for case 0 : general MIMO channels with $N_{T}=1, N=N_{R}=1,2,4, \Omega=1$ and $L=100$.


Fig. 4. Closed-form and simulated FER results of the SCHCN scheme under a total transmit power constraint: $N=3$, $\Omega_{0}=\Omega_{1 i}=\Omega_{2 i}=1$ and $L=100$.


Fig. 5. Asymptotic and simulated FER results of the SCHCN scheme under an individual power constraint: $N=3, \Omega_{0}=$ $\Omega_{1 i}=\Omega_{2 i}=1$ and $L=100$.


Fig. 6. Closed-form and simulated FER results of the SCHCN scheme under a total transmit power constraint: $N=3, \Omega_{0}=1$, $\Omega_{1 i}=16, \Omega_{2 i}=1$ and $L=100$.


Fig. 7. Closed-form and simulated FER results of the SCHCN scheme under a total transmit power constraint ( $N=1,2,3$, $\left.N_{c}=1\right)$ and non-cooperative system $(N=0), \Omega_{0}=\Omega_{1 i}=\Omega_{2 i}=1$ and $L=100$.


Fig. 8. Closed-form and simulated FER results of the SCHCN scheme under a total transmit power constraint: $N=3, N_{c}=1$, $\Omega_{0}=\Omega_{1 i}=\Omega_{2 i}=1$ and $L=100,200,400$.


[^0]:    ${ }^{1}$ In some scenarios, such as sensor networks, energy efficiency emerges as a critical issue, and we can use the total transmit power constraint to portray the actual limitation.
    ${ }^{2}$ Here, we also investigate the case with individual transmit power constraint because in some relay scenarios, for example, fixed relay scenario [37], the battery problem is not so sensitive as the mobile user relay scenario.

[^1]:    ${ }^{3}$ It it noteworthy that, during the pilot phase, the destination has to estimate $N$ channels from the relay nodes and one channel from the source, and then selects the $N_{c}$ best relay nodes. Thus the complexity of the pilot phase, is mainly dominated by the $N+1$ channel estimation process. The exact complexity is dependent on the channel estimation approach, for example, when using zero-forcing (ZF) to estimate the channel, one needs $N+1$ floating-point operations. Furthermore, during the data transmission phase, the destination has to combine $N_{c}$ links from the relay nodes as well as the direct link from the source by using the MRC technique. Thus, the complexity of the data combining process requires $N_{c}+1$ multiplies and $N_{c}$ additions, i.e., $2 N_{c}+1$ floating-point operations.

[^2]:    ${ }^{4} F_{\gamma}^{-1}(\cdot, \bar{\gamma})$ represents the inverse function of $F_{\gamma}(\gamma, \bar{\gamma})$ with respect to $\gamma$.

[^3]:    ${ }^{7}$ We would refer the reader to [48] for more details on the choice of a proper frame length.

