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Abstract

In this paper, an energy harvesting (EH) based cooperatineonthogonal multiple access (NOMA)
system is considered, where node S simultaneously sendpéndent signals to a stronger node R and
a weaker node D. We focus on the scenario that the direct katwden S and D is too weak to meet
the quality of service (QoS) of D. Based on the NOMA princjplede R, the stronger user, has prior
knowledge about the information of the weaker user, node ®sdtisfy the targeted rate of D, R
also serves as an EH decode-and-forward (DF) relay to fartre traffic from S to D. In the sense of
equivalent cognitive radio concept, node R viewed as a skrgruser assists to boost D’s performance,
in exchange for receiving its own information from S. Speailly, transmitter beamforming design,
power splitting ratio optimization and receiver filter dgsito maximize node R’s rate are studied with
the predefined QoS constraint of D and the power constraii8. @dince the problem is non-convex,

we propose an iterative approach to solve it. Moreover, doice the computational complexity, a zero-

arxXiv:1608.07672v1 [cs.IT] 27 Aug 2016

forcing (ZF) based solution is also presented. Simulatesults demonstrate that, both two proposed

schemes have better performance than the direction tragsmi

Index Terms

Cooperative non-orthogonal multiple access, energy Istingg beamforming, convex optimization.

I. INTRODUCTION

Self-sustainability and high spectral efficiency are tw@artant metrics for future wireless

communication networks. As a promising solution to enapbelf-sustainable communications,
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radio frequency energy harvesting (RF-EH) technology basntly rekindled considerable inter-
est. The ambient electromagnetic radiation can be caphyrétuke receiver antennas and converted
into direct current (DC) voltagée [1]. More importantly, RFH enables simultaneous wireless
information and power transfer (SWIPT) [2]. To implementito practical receiver architectures
called time switching (TS) and power splitting (PS) are mwgd [3]. TS switches the receiver
between information decoding (ID) and EH modes over timeilevRS divides the received
signal into two streams with one for ID and the other for EHr Feday-assisted networks with
SWIPT, the energy-constrained relays are allowed to uskaheested RF energy broadcasted by
sources to relay the sources’ information to destinatidhg. achievable throughput performance
of decode-and-forward (DF) protocol is given in [4]. Furtiere, relay selection and energy
cooperation strategy of multiple users are respectivelgliet! in [5] and[[6]. To enhance the EH
efficiency, multiple antennas are introduced in relay systeJoint beamforming design of source
and relay node as well as power splitter ratio optimizatinnvestigated in[[7]. In addition,
SWIPT has been extended to cooperative cognitive radioarksn8] and full duplex networks
[9].

To improve the spectrum efficiency, non-orthogonal mudtiatcess (NOMA) allows multiple
users to be served in the same time and frequency resourcarzypower domain multiplexing.
For user fairness, less powers are allocated to users whe fetter channel gains. Moreover,
successive interference cancellation (SIC) is adopted d®rsuwith better channel conditions
to subtract signals intended for other users before degottieir own. Based on the power
allocation strategy, as proposed [in][10], NOMA can be cfegbinto two categories, i.e., fixed
power allocation NOMA (F-NOMA), and cognitive radio inspdt NOMA (CR-NOMA). F-
NOMA means that user powers are strictly assigned accorttingpe order of their channel
conditions. The performance of downlink NOMA with randonibgated user and the impact of
user pairing are respectively characterized i [10] and {a1lF-NOMA. Despite that F-NOMA
scheme has superior system performance, it does not worklifpie antennas are considered.
This is owing to the fact that precoders would affect the dehrconditions and hence it is
challenging to order users.

As for the CR-NOMA scheme, users with better channel comastiare viewed as secondary
users and opportunistically served by the source on theittomdhat the quality of service (Qo0S)
of weaker users is satisfied. Based on this principle, théyaca outage probability of the

stronger user is given in [10], since the weaker user’s QaSal@ady been guaranteed. For the
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multiple-antenna case, a zero-forcing (ZF) based beanifigraesign and user clustering strategy
are investigated for the downlink multiuser NOMA system2][1n that paper, users within the
same cluster share the same beamforming vector. To fullloixtpe spatial multiplexing gain,
two different beamforming vectors respectively for two ngsare optimized to maximize the
system sum rate performance subject to the QoS constratheafieaker usef [13].

It is worth pointing out that the additional introduced sedary users (stronger users) de-
teriorate the performance of weaker users. In order to ingtbe reliability of weaker users,
cooperative NOMA approach is proposéd|[14]. To be specifionger users serve as relays to
forward the traffic from the source to weaker users. It is ratior stronger users to do this, since
the messages intended for weaker users have been decodedankhown by stronger users
if the SIC is successful. In the sense of the equivalent ¢vgniadio concept, stronger users
would like to relay messages intended for weaker users, amange for receiving their own.
This cooperation is especially preferred when direct cenbetween the source and weaker
users are too poor to guarantee their predefined QoS.

However, the QoS satisfaction for weaker users is broughhbystronger users’ extra trans-
mission power consumption. The energy shortage at stramggns will break this cooperation
strategy, even though the channel states between the saumicstronger users are well enough
for the information cooperation. This motivates us to idtroe the wireless energy transfer to
cooperative NOMA systems. That is, the source will trandwotth the information and energy
to stronger users, in return for stronger users to boost &reakers’ performance. Different
from the user clustering approach and outage probabilitgrgin [15] with randomly deployed
single-antenna users, in this paper, we focus on the beammfgrdesign within one user cluster
consisting of two paired users to further enhance the sysgtniormance.

In particular, we consider a RF-EH based cooperative NOMs#tesy in which three nodes
are included, i.e., M-antenna node S, N-antenna node R agtesantenna node D. Node R has
a better connection to node S, while node D, whose serviceifyris higher, unfortunately has
a worse channel condition. We particularly focus on the @eovhere the direct link between
S and D is too weak to guarantee the required rate of D. It isnanoonly seen situation when
the direct link between S and D suffers from a deep fading eréguired rate of S is too high.
This motivates node R to simultaneously act as an EH relayptwdrd the traffic from S to
D. Thus, the cooperative NOMA scheme is proposed. Multipiteranas at relay node are to

enhance the spectral efficiency and energy transfer eftigien
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The main contributions of this work are summarized as fadliow

1) In the proposed three nodes cooperative NOMA system, wasf@mn the transmitter
beamforming design, power splitting ratio optimizatiorddhe receiver filter design to maximize
the rate of R under constraints that the QoS of D is guarardeédhe transmission power of
S is restricted.

2) Due to the coupling nature of variables, the considerethlpm is non-convex. Then, an
iterative approach is presented. Specifically, with thedfiseceiver filter, the optimal transmitter
beamforming and power splitting ratio are obtained via seéefinite relaxation (SDR) and the
dual method. With the fixed transmitter beamforming and positting ratio, the optimal
receiver filter is also derived.

3) Moreover, to reduce the complexity, ZF-based solutioprigposed to find a suboptimal
transmitter beamforming and power splitting ratio with fhesd receiver filter.

4) Comparing these two schemes, the optimal transmittemfoeening scheme always out-
performs ZF transmitter beamforming scheme in terms of riRderate. Yet, it has almost the
same performance with ZF transmitter beamforming schenterins of the outage probability
of node D. More importantly, both proposed schemes havelbetitage performance that the
direct transmission.

The remainder of the paper is organized as follows. In Sedticsystem model and problem
formulation are introduced. In Section Ill, we present arative solution to problerP1. In
Section IV, we further state the ZF-based suboptimal smiuto problemP2 to reduce the
complexity. The simulation results are presented and dsamliin Section V. Finally, Section VI
concludes the paper.

Notation: Bold lower and upper case letters are used to denote colwtions and matrices,
respectively. The superscripld” and H” is standard transpose and (Hermitian) conjugate
transpose oftl, respectively.|h| refers to the Euclidean norm df. rank(W) and Tr(W)
denote the rank and trace of mati¥, respectivelyW > 0(=< 0) means that matridV is
positive semidefinite (negative semidefinitp)y, = X(XHX)_IXH is the orthogonal projection
onto the column space &, while Hj( = I-[ [« is the orthogonal projection onto the orthogonal

complement of the column space Xf.
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[I. SYSTEM MODEL AND PROBLEM FORMULATION

Considering a cooperative NOMA system, in which a M-antenode S simultaneously
communicates with a N-antenna node R and a single-antenti@ Do Node R and node D
are users with better and worse connections to S, resplgctWe consider the scenario that the
direct link between S and D is too weak to satisfy the rate dwhwd the node D. Therefore, the
RF-EH based cooperative NOMA scheme needs to carry out.rticplar, the energy-constrained
node R also acts as a relay to first harvest the RF energy lasiadicby S and then uses all the
harvested energy to forward the information from S to D. TBeaPproach to realize SWIPT is
adopted at node R in this paper. Without loss of generaligyswppose thdf’ is normalized to
be unity. All channels are assumed to be quasi-static, winerehannel coefficients remain the
same for each communication duration but vary randomly oMéerent time slots. Note that
our considered system model is readily applicable to thentiaw transmission with receiver
cooperation enhanced 5G systems. In 5G, the access-pdMtwi serve diverse devices with
different capabilities, such as different number of angenmlifferent battery capacities, different

data requirements, different priorities and so on.

A. Phase 1: Direct Transmission

During this phase, node S transmits two independent syHMQIsand e (K [|x1\2} =
E [|z2°] = 1) with power 2P, to nodes R and D respectively in the same frequency and time
slot. The factor 2 is due to the fact that S only transmits aigyuring the first half duration.

The transmitted signal at S can be written as

X = \/2Pswix1 4+ \/2PsWsxo, Q)

wherew,; € CM*! andw, € CM*! denote the precoding vectors for R and D, respectively. The

observations at D and R are respectively given by

Yp1 = V/2Pshipwizi + /2Pshi,wazs + np 1, (2
yr1 =V 2PsHE w21 + /2PsHY pwoxs + 1R 1, 3)

10On one hand, according t6][3], single data stream maximizesharvested energy at EH receiver. So it can substantially
benefit the EH-based node R. On the other hand, single-stpramides better diversity gain in terms of the information

transmission.
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where hy,, € CM*! and Hy, € C**Y denote the channel matrices from S to D and R,
respectivelynp ; is additive Gaussian white noise (AWGNs) at D with varianegsandng ; €
CN*1js AWGNSs vector at R, satisfyingg 1 ~ CA(0,0%Iy).

From (2), the received signal to interference plus noise (&NR) at D to detect is given

by

2Ps}thw2‘2
2Pg|h wi|* + 02

Node R is assumed to be energy-limited and has the abilityRiefEH [16]. To decode
information and harvest energy concurrently, the practiR&-based receiver architecture is

(4)

YD1 =

applied at node R. The PS approach works as follows. The nogj@ifR the received RF signal
into two streams: one for decoding the information of R andrd #he other for harvesting
energy to power node R, with the relative power ratigpaddnd 1 — p, respectively. The stream
flow for information decoding will be converted from the RFtte baseband, and consequently

be written as

Yi1 = PYr1+r1=/p (\/ 2PsH w1 + /2PsHY pwoxy + IIR,1> +ng1, (5)

whereng, ~ CN(0,6%Iy) is the N x 1 circuit noise vector caused by the signal frequency
conversion from RF to baseband. After applying the recereetorwy, the estimated signal at

R can therefore be represented as

TR1 = Wg |:\/ﬁ (\/ 2P5HgRW1.CE1 + 2P5HI;RW2$2 + IIR71> + flR71i| . (6)

According to the NOMA protocol, SIC is carried out at node Re@fically, R first decodes
the information of Dz, by treating the interference caused by as noise, and then removes
this part from the received signal to decode its own inforamatMathematically, the received

SINRs at R to decode, andz; can be respectively written as

2pPS‘WgHgRW2}2

YD1-R1 = = s (7)
2pPs|WHHE w1 |” + po% |wr|® + 6% [|wal
2
2pPg|wHHY w,
- ‘ rtlgRr ‘ (8)

2 ~ 27
po [IWell™ + 6% [[wel
which results in the rate of node Rz = $1og,(1 + vr,1).

The signal flow for energy harvesting is

ygf =vV1-pyr1=+v1—0p (\/ QPngRW1$1 + v/ QPngRWﬂz + nR,l) . 9)
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Let n denote the energy harvesting efficiency, the harvestedygragrR is

L1 (QPs(HH?R;H%HHszvvzH?)) 10

The noise power is ignored compared with the signal power.

We assume that the energy consumed for signal processingglgyible, as compared with
the power for signal transmission. Moreover, the transimmsperiod for two phases is equal.

Accordingly, the total transmission power at R is

Pr = 2Ps(1 = p) (|| B [|* + [ Ews ") (11)

B. Phase 2: Cooperative Transmission

In phase 2, node S keeps silent, and node R forwards the dkcigleal z, to D with the
transmission powePy. That is, DF protocol is used. The received signal at D is

Yn2 =/ PRthWD@ +npo2, (12)

wherehgp € CV*! andnp, ~ CN(0,0%) represent the channel vector from R to D and the
AWGN at D, respectivelyw p is R’s transmit beamforming. Intuitively, maximal ratiombining

(MRC) is the best transmission choice, thatws, = 222 ¢ CV*! [17], since only a single

Ibrpll
data stream is considered here. Then, the received SNReas bl

Palbl?  21Ps( = p) (B |+ [ Ews ) e
2T 2 - ) : (13)

D) D)

At the end of this phase, MRC strategy is applied to combimesilgnal ofyp; and yp .

Consequently, the combined SINR at D is

2Ps\h§{DW2}2 +277PS(1 —p) (HHnglHQ + HHgRWHZ) [hap|”

2P5‘thW1|2 + O'2D U%) (14;

’Yi\){ﬁg =YD11+VD2 =
which results in the achievable destination r&tg = jlog,(1 +7}15).

C. Problem Formulation

In accordance with the CR-NOMA proposed in[[10], the node Misar with weak channel
condition, is viewed as a primary user who occupies the comication channel if orthogonal

multiple access (OMA) is used. Based on the equivalent tiwgniadio concept, node R is
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treated as the secondary user to co-work with node D undeurtierlay mode. Hence, it is of
significant importance to meet the predefined QoS of the pyimaer D, especially when the
direct link between S and D cannot satisfy the QoS of D. As altem this paper, we aim to
maximize the rate of node R subject to the targeted rate @nsbf node D and transmission
power constraint of S. The optimization problem can be chate

2,0PS}WgH§{RW1‘2

P1: i (15a)
mamiecs oot el + o [walP
HYTH 2
s t. 20Ls Wit Hipws > (15b)
HY, H 2 2 2 | ~9 2 = Dy
2pPs|wihgpwi|” + pog |[Wrl|” + 6% [|[wrl|
2 2 2
2Po hlyw[? 20— 0)Ps ([Epwa |+ [ FLwel|”) [
+ > 'y' (15c¢)
H 2 2 2 = TpDs
2PS|hsDW1‘ +O’D UD
[we||* + [[wa]® < 1, (15d)

where v, = 227" — 1 is the minimal SINR threshold at node D with the minimal rate
requirementR%™". What noteworthy is that the constraint (15b) is to ensug tiode R can
successfully detect node D’s informatien [11]. Different from the single-antenna case where
the successful SIC decoding at R is guaranteed by its béttéemel gain, beamforming vectors at
multiple-antenna S will change the SINRs of R and D. So it bee®necessary to add constraint
(15b) [13]. Besides, (15c) and (15d) are the rate const@ird and the transmission power

constraint of S, respectively.

[1I. OPTIMIZATION SOLUTION

In this section, we propose an iterative approach to solgentin-convex problerf1.

A. Sep one: Joint optimization of w,, wy and p

With fixed wp, settinghg, = Hg,w, € CM*!, the problemP1 is simplified as

- 2
2pPs thwl‘
P2 max — (16a)
w1,w2,0<p<1 pogp+op
~ 2
QpPS‘thWQ ,
S. t. — 2 Z f}/D? (16b)
20P5|Bllwi| -+ pork + 7
2 2
2P hywo? 200 = p)Ps ([Ewi|* + [ Fllgwsl ) Bl
+ > > 7p,  (16c)

2P3|thW1|2+0'2D )
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lwal* + [[we|* < 1. (16d)

Obviously, problemP2 is non-convex, so the key idea to solve it lies in the refdation
of the problem. In order to solve proble2 efficiently, we introduce a positive variableto

rewrite the problem as the following2.1:

- 2
2pPg
P2.1: max — (17a)
w1, w2,0<p<1 POR T+ 0%
- 2
2pps)thW2‘
s. t. - - > Yp, (17Db)
2pPS)thW1) + pof + 0%
2P |[ht,w, |’
5| 22‘ >T, (17¢c)
2P5|thW1| + 0'%)
2 2
21(1 = p) Ps ([Flgwi[* + [Fws ) [l
= >4, -1, (17d)
lwl” + [|w | * < 1. (17e)

Clearly, there exist$' that makes the probler?2.1 identical to problenP2. In the following
description,I' is treated as a constant.

We present the optimal solution to probleR2 by applying the celebrated technique of
semidefinite relaxation (SDR). Defils; = hgzhZ,, Hsr = HggHY,, Hgp = hgphf,,
W, = Wlwf and W, = wzwgf and ignore the rank-one constraint ; and W5, the SDR

of problem”P2.1 can be expressed as

2P Tr (ﬁSRW1>

2.2: 18

P W W OSp<1 op +0%/p (182)
S. L. 2Pg Tr (ﬁSRW2> Z (QPS Tr <HSRW1> + UR + O'R/p> (18b)

2Ps Tr (HSDW2 (2PS TI HSDW1) + O'D) (18C)

(vp = D)o
Tr HSRW1 + Tr HSRWQ (18d)
(H ) (H )2 2nPs|hrp|*(1 - p)’
Tr (W) + Tr (Wy) < 1. (18e)

Note that constraints (18b) and (18d) are convex owing tdabethat bothl /p and1/(1—p)
are convex functions with respectgavith 0 < p < 1. However, ProblenP2.2 is still nonconvex

due to its objective function. Fortunately, this objectiumction is quasi-concave fractional.
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10

According to [18], a positive parametércan be introduced to formulate a new probléf.3

which is closely related withP2.2.

P23: | max 2Py (FsrWy) =t (o} + 53/p) (19a)
st 2P (FspWa) = ), (2Ps Tr (HspWi ) + 03 +33/p) . (19b)

2Ps Tr (HspWs) > T (2Ps Tr (Hsp W) + 07)) (19¢)

Tr (HspW1) + Tr (HsaWs) > —— -~ (19d)

Tr (W) + Tr (W) < 1, (19)

wherea = %. Givent andI’, ProblemP2.3 is a convex semidefinite problem (SDP)
and can be efficiently solved by off-the-shelf convex optiation solvers, e.g., CVX [19].

Remark 1: It is worth pointing out that probler?2.3 belongs to the so-called separate SDP
[20]. Let (W7, W1, p*) be the optimal solution to problef2.3. According to [20, Theorem 2.3],
the optimal solution to probler®2.3 always satisfiesank®(W*) + rank?*(W3) < 4 , since the
number of generalized constraints are 4. We consider thegimahcase wheréV; # 0, W3 # 0,
then rankW7) = 1 and rankW;) = 1 can be derived. So the SDR problem is tight.

Though the rank-one beamforming vectors can be directlieaetd by solving problenP2.3,
the computational complexity is high. To reduce the comipfexve resort to the Lagrangian
dual problem ofP2.3 for more insightful results.

Since problenP2.3 is convex and satisfies the Slater’s condition, its tyadi zero. Let),
A2, A3 and A4 denote the Lagrange multipliers respectively associatighl four constraints of
problem”P2.3. Then, the Lagrangian function of problgp2.3 is given by
t+MVp)oR  Asa

LW, Wy, p, A1, Ao, Az, Ag) = Tr(AW,) + Tr(BW3) — (

p I—p
—toh — MYpoR — Aaloh + Ay, (20)
where
A = 2P3(1 — )\1’}/2))1."1313 + AgﬁSR — 2P3)\2FHSD — )\4:[, (21)
B = 2Ps\Hgg + A\sHsp + 2Ps A2 Hgp — AL (22)

With the Lagrangian function, the dual function of problé?2.3 is expressed as

nax £(W17W27p7 )\17)\27)\37)\4) (23)

W120,W2-0,0<p<1
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11

The optimal dual variables are represented s X;, A5, A;), and hence the optimal and B
are denoted ag\* and B*, respectively. To guarantee a bounded dual optimal valu@ 3,
A* and B* must be negative semidefinite. As a result, we can obtainTth@*W;) = 0 and
Tr(B*WJ) = 0. In addition, according to (20) and (23), the optimal powglitter p* must be
a solution of the following problem:

(t + )\1’}//[))5'}2% i )\3&

P24 : min (24a)
p p L=p
s.t. 0<p<l1. (24Db)

b

Proposition 1: The optimal solution to probler®2.4 is p* = e

b+ ¢+ 2Vbe, whereb = (t + \yh)5% > 0(t > 0), ¢ = a)s > 0.
Proof: See Appendix A.

and the optimal value is

Proposition 2: The optimal dual solutior\; to problem?P2.3 satisfies\; > 0.
Proof: See Appendix B.
Definey (A, Ao, Az, A\y) = max L(W1, Wy, p, A1, A2, A3, \4) , then the Lagrangian

W1-0,W2>0,0<p<1

dual problem ofP2.3is  min (A, A2, A3, \4), Which is expanded asP@.5)

A1,A2,A3,A4

R )\ml/\n - (t+ MY p)or — Asa — 2\/512,%(15 + MYp)Asa —tog — My por — Lo} + Ay (25a)
1;A2,A3,M4

P25: s.t. AjO,BjO,)\l20,)\220,)\3>0,)\420. (25b)

The problemP2.5 is convex, since\/(r}%(tjL M7Yp)Asa in (25a) is Geometric mean and thus
concavel[21]. Due to the zero dual gap, probf®25 has the same optimal value with problem
P2.3.

With the optimal\}, A3, A5, A} achieved by problenP2.5, based orProposition 1, we can
obtainp*. Moreover, the complementary slackness condition of gmol2.3 yields toA*W7 =
0 and B*W3} = 0. Since rankK¥v;) = 1 and rankW3) = 1, we haverank(A*) = M — 1 and
rank(B*) = M — 1. Let u; andu, be the basis of the null space af* and B*, respectively,
and defineW/ = uw;uf’ and W/, = uyuf/. Since); > 0, we have

2Pgr Tr (Fsn W1 ) — t (o + 63/p") = d,
a (26)
1—p*’

whered* is the optimal value of dual problef2.5 andr, m» are the power allocation coefficients

T12 Tr (IjISRwll) + 7'22 Tr (ITISRW;) =

for node R and D, respectively.
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12

Thus, from (26), we have

) d* +t(ok +3/p")
2P Tr (ﬁSRW’1> ’

. \/ - — T2 T (HspWH)

= Tr (HsrW))

(27)

Then, optimal beamforming vectors awe = 7'u; andw} = 7,u, with givent andT'.

Remark 2: Note that2)M/ complex variables and one real variable are to be optimined f
problem?P2.3, while only four real variables for proble®2.5. Obviously, problenP2.5 has a
lower computational complexity thaR2.3. Furthermore, the complexity reduction is remarkable
as the number of antennas at S grows.

Now, we turn our attention to find the optimBland¢. Givent, define the optimal value of
problemP2.3 asp(I") and its dual function ag(\;, Ao, A3, Ay, I') = max L(W1, W,

W1-0,W2>0,0<p<1

P, A1, A2, Az, A, IT'). Using the zero dual gap, we hayél’) = R inixn R g (A1, A2, Az, A\, ). Itis
1,A2,A3,N\4

easily checked thap(I") is a pointwise minimum of a family of affine function in term§ b
and as a result concave for So the optimal™ can be found via the one-dimensional search.

Based on (20), the gradient bfis expressed as

r ‘52
o) _ 9PN (Hsp W) — A2, + 301

dr’ nlbro*(1 = p*)
According to the fractional programming [18], the optimalwtion to problemP2.2 is the

(28)

same with problen2.3 when

F(t") = err’l%’p 2Pg Tr (HSRwl) — (Ué + 5’%3/0) = 0. (29)

The optimalt* can be found by the Dinkelbach methdl|[18]. Therefore, o2 is success-

fully solved. Detailed steps of proposed Algorithm 1 are marized as below.

B. Step two: Optimization of wp
With fixed wy, wo and p, defineh, = HY,w, € CV*! andh, = Hf,w, € C"*!, the

optimization problem is formulated as

P3 max by’ WR\2 (30a)

2
Iwrl“=1

2
2pPS hHWR
Al WA (30b)
2pPs|hy'wr|™ + pof, + 05,

May 7, 2019 DRAFT



13

Algorithm 1 The optimal solution to probler#2
1: Initialize ¢ satisfying /'(¢) > 0 and tolerance;

2: while (|F(t)| > ¢) do
3. Initialize I™», T™2x gnd tolerance;

4:  while I'™max — ['min ~ § do

5: [« ([min 4 max) /2

6: Solve problentP2.5 to obtainA}, A5, A, A} and p*;

7: Calculatew; andw; according to (27) and calculaﬁégg according to (28);
g if 20 >0 then

o: R e

10: else

11 [max T

12: end if

13:  end while
2PS|B§{RWT|2.
cr%—i—&%/p* !
15: end while

14: t <

16: return wji, w; andp®;

It is easy to observe that constraint (30b) is active at thtemym. That is,
2 2 ~
2pPs|hy'wr|™ = 2pPsp|hi'wg|" +7p0% + 7po% - (31)

Sincewy, is only related tdh; andh,, according to([22], the optimal z can be parametrized

as

_ o B [T, 41— hadhe Tl [Ti, by 0< A< (32)
T [T |
Then, we have
2
m:uﬁmﬁz(¢mem+vﬁ—Mm;mM (33)
and §(\) = [hfwg|” = Ahy| (34)

Substituting (33) and (34) into (31), we have

2pPsG(N) = 2pPs f(N) + Vpok + Vpis (35)
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g(A) and f()\)

Fig. 1. A brief relationship betweeq(\) and f(\).

which is a quadric equation after simple mathematical déowns.

Next, we check that whether (35) has a solution witftinl]. Seta = ||II,,h|| and 8 =
115, by ||, thenf(\) = a?A+B82(1-X\)+2a8+/A(1 — A). So we havg”(\) = —2PA~3(1 - \) 7 <
0. Thus, f(\) is a concave function i with f(0) = 52 and f(1) = 2. While §()) is a linear

increasing function withj(0) = 0 and j(1) = ||h,||*>. Fig. 1 gives a brief relationship between
g(\) = 2pPsg(\) and f(\) = 2pPsyp f(N) + Yo% + 7% It is easy to observe that, if and
only if g(1) > f(1), i.e.,

2pPs ||ha||® > 2pPsypa® +vpok + Vi (36)

is satisfied, equation (35) has a unique solution within], i.e., problemP3 is feasible. Actually,
if problem P2 is solvable, problenP3 is feasible. This is because that, at least, the initiahipoi
of wg is one solution to probler®3. Based on the roots formula of the quadric equation, the

optimal A* can be derived. Therefore, the optimaj, is obtained.

C. Proposed solution

To solve problenfP1, we optimize the transmitter beamforming and power splif;, wo,
p) with the receiver vectorwg) iteratively. The approach consists of two steps: (i) Giveg,
optimal (or suboptimalyv;, w; and p* can be achieved via Algorithm 1 (or Algorithm 2 listed
in Section 1V); (ii) Givenw,, w, and p, optimal wg, is obtained by the solution to problem

P3. Repeat these two procedures until problem converges. Woish pointing out that the
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obtained solution to probler®1 can converge. The reason is that, the rate of R increases afte
each iteration, and the transmission power at S is redfridt®wever, since probler®1 is

non-convex, convergence to global maximum is not yet gueeah

V. THE ZF-BASED SUBOPTIMAL SOLUTION TO PROBLEM P2

Although solving problemP2.5 instead of problenP2.3 can decrease the computational
complexity as described in subsectidghof the previous section, the double round search for
finding optimall™ and¢* reduces the feasibility of Algorithm 1 to a certain extentpnmactice.

In this section, we propose a ZF-based suboptimal beamfigr®theme to further reduce the
complexity of problemP2.

The ZF beamforming is considered to cancel the interfererazesed byzr; ( the message
of node R) at node D. Assume that; lies in the null space oh%,, i.e., hf,w, = 0. The
singular value decomposition (SVD) &, is expressed ah?, = UAVH = UA[V, V],
whereU € C*! andV € CM*M are unitary matricesA € C'*™ is a rectangular diagonal
matrix. V.e CM*(M-1) which satisfiesVZV = I is the last\M — 1 columns of right singular
vectors and forms an orthogonal basis for the null spackef. Thus,w;, = Vw,. Problem
P2 is consequently formulated as

~ ~ 2
20 Ps ) b Vv, ‘

P4 - max 372
W1,w2,0<p<1 pod + 7% (372)

~ 2

20 Ps| Bl ,
st — >, (37b)
2pPs‘h§IRVW1 + po? + 5%
2
_ H v H 2 2
2Ps |ty wo | 2n(1 — p) Ps <’HSRVW1’ + [HEpws| ) |hgo| /

2 + 5 >4, (37¢)

9D or
W |[* + [[wo* < 1. (37d)

To effectively tackle probler®4, we slightly reduce its feasible region by multiplyi%}égm,

2
9D

the first term in constraint (16c), by — p). At the same time, we introduce a positive parameter
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t to the objective of problerP4, then the reformulated proble®4.1 is written as

~ ~ 2
P41 max 2P5p‘thV€v1) — t(po% + 52) (38a)
wi,w2,0<p<1
~ 2
2 Ps thwz‘
s. t. > VD (38b)

~ ~ 2
20P5 |y Vwi| + po + 5%

2
_ H v H 2 2
2(1 — p)PS‘thWQ‘Q 2n(1 — p)Ps <‘HSRVW1) + [HEpws| ) lhrpl| /
2 + 2 Z D> (38C)
0p 0h

1|+ [[wa® < 1. (38d)

According to problenfP2.1 and its following reformulations, the SDR of problépd.1 can be

solved by CVX. Obviously, the achieved optimal solutionoasstisfies the rank-one constraint.
Similarly, we can also tackle problef4.1 by its Lagrangian dual problem for complexity

reduction. Define\;, \,, \; as dual variables anW, = w,w¥, H,, = V¥hg,h,V, H,, =

VIH,,HZ.V, the Lagrangian function of problef4.1 is given by

_ o _ t A !\ &2 by /2
‘C(W17W2>P> )\17)\27)\3) = Tl"(AWl) +TI(BW2) B ( - lpfyD)UR B iyfng

— tO’% — )\1’}//[)0'}2% + )\3, (39)
whereA = 2Ps(1—\vp)Hyp + onHyp — AT andB = 2Ps\ Hgr + AonHgr +2Ps Ao Hgp —
Az3l. Then, the dual function of problef®4.1 is expressed as

max £<W17 W, p, A1, A2, Ag). (40)

W1>0,W3>0,0<p<1
To ensure that (40) is bounded* and B* must be negative semidefinite. As a result, we
can obtain thaflr(A*W?) = 0 and Tr(B*W?3) = 0. Similar to Proposition 2, we can prove
that A3 > 0. According toProposition 1, the Lagrangian dual problem of probleR#.1 can be

similarly expressed as

Jmin - —(t+ MYDp)GR — AaYpoh — 2\/ TRt + MY AaVpoh — toh — MVpok + A5 (418)
1,A2,A3
P42: s.t. A<0,B=<0,)\>0A >0 )\ >0, (41b)

which is convex. Moreover, by using the zero dual gap, we daaio the optimal solution to

problemP4.1. Letu; andu, be the basis of the null space af* and B*, respectively, and
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define W), = uw;u’ and W}, = u,ul’. Following the same spirit of (26) and (27), we have

wi = 7fu; andwj = 75 uy, where

p

. [@ i@t one)
1 = )

2P Tt (ﬁstvVg)

(42)

I 52 N 9 ~
sl = il | Tr (Pl W1 )

Tr (HapW5) + 11l[hgp |* Tr (F,W5)
By adopting Dinkelbach method to search optinialdetailed steps of proposed Algorithm 2

are outlined as below.

Algorithm 2 The ZF-based suboptimal solution to problém
1: Initialize ¢ satisfying /'(¢) > 0 and tolerance;

- while (|F(t)| > ¢) do
3:  Solve problenP4.2 to obtain\;, A\s, A5 and p*;

N

4. Calculatew] andw’ according to (42);
2P [Rl, Vwi|”

G

6: end while

5: t <+

7. return wj, wi and p*;

Remark 3: Compared with the optimal beamforming scheme with Aldortl, the proposed
ZF-based suboptimal beamforming approach with Algorithfarther reduces the computational
complexity by dropping a round search Iof This reduction is significant since the optini&l

needs to be found for every iteration ofn Algorithm 1.

V. SIMULATION RESULTS

In this section, simulation results are presented to etaltiee performance of the proposed
schemes. We assume that node S is equipped With 2 antennas, while node R haé = 4
antennas. We consider a scenario where channel path loesesndde S to R and D are 10 dB
and 30 dB, respectively, as well as the path loss from node R i®©25 dB. The transmission
power of S is set ta’s = 30 dB, unless otherwise specified. The variances of noisewoare
assumed to unity, i.eq? = 0% = 6% = 1. Moreover, the energy harvesting efficiency is set as
0.8, i.e.,n = 0.8. Not only the performance of node R’s rate, but also the aufmgbability of

node D are evaluated. The optimal scheme and ZF scheme igditii®n respectively mean the
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Fig. 2. Node D - node R rate region for different schemes viith= 30 dB.

— #* — Optimal Scheme, Ps=25dB| |
— & —ZF Scheme, Ps=25 dB
—*— Optimal Scheme, Ps=30 dB| 7
—— ZF Scheme,Ps=30 dB

The Rate of Node R (bps/Hz)
N
(%))

0 0.5 1 15 2 2.5 3 3.5 4
The Rate of Node D (bps/Hz)

Fig. 3. Node D - node R average rate region for different s@semith Ps = 30 dB.

optimal transmitter beamforming scheme and the ZF-basstsmmitter beamforming scheme.
The direct transmission is used as a baseline scheme forutageo performance, which refers
to that node S only serves node D with powey during the whole time slot. Outage occurs
when the required rate of node D cannot be guaranteed. Thisr@s this section are obtained
over 500 independent channel realizations, except for Eig.

In Fig. 2, the rate regions achieved by a specific randomlgehahannel realization are char-
acterized for different schemes. To be specHgg = [0.4035+0.10874,0.2944+4-0.2835i, —0.3285—
0.21167,0.7751 4+ 0.07677; —0.1413 + 0.07407, 0.3469 + 0.24387,0.0396 — 0.09817, —0.0480 —
0.01317], hgp = [—0.0137 + 0.01234,0.0054 + 0.0105i]7 and ||hgp||* = 0.0723. It is observed

May 7, 2019 DRAFT



19

3.5

— % — Optimal Scheme, Rgi"=2

The Rate of Node R (bps/Hz)
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—s— Optimal Scheme, Rgi"=3

—e— ZF Scheme, Rg‘inza

2 3 4 5 6 7 8 9 10 11 12
The Number of Antennas at Node R, N

Fig. 4. The rate of node R versus the number of antennas atRdde different schemes witlPs = 30 dB.

that the optimal scheme achieves better rate regions tleaBRrscheme. In addition, the higher
rate node D requires, the smaller gap the optimal and ZF sehHeame. Then, the impact of
transmission power at node S on the achieved rate regiongifferent schemes are shown in
Fig. 3. Observing from this figure, we can see that with thegasing of transmission power at
node S, the rate regions for both optimal and ZF schemes asdlygrenlarged.

Fig. 4 compares the rate of node R for different schemes sdis number of antennas at
node R, whenRk;™ takes value of 2 bps/Hz and 3 bps/Hz. As excepted, the raferpance of
node R is enhanced as the number of antennas grows. Yet tiwthgrend gradually becomes
slow. Besides, the gap between optimal and ZF schemes irs tefmode R’s rate is reducing
with the increasing of rate requirement of node D.

Next, Fig. 5 presents the outage performance of node D wheeratk requirement of D varies
from O to 4 bps/Hz. It is first noted that the proposed ZF schaamgeves almost the same outage
performance with the optimal one. This is owing to the faettivhen the rate deman@y™
is extremely close to the outage rate, all powers should lbeaed to beamforming vectev,
to first satisfy the rate demand of D. So the beamforming veetp has little effect on the
system performance no matter it is designed optimally orcptbmally (i.e., ZF-based). This
phenomenon is also confirmed in Fig. 2 and Fig. 3 that node && Ibecomes zero almost
at the same value oRy™ for the optimal and ZF schemes. More importantly, our pregos
two schemes significantly decrease the outage probabilibode D compared with the direct

transmission. In addition, the higher power node S trarsntite better outage performance
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Fig. 6. The outage probability of node D versus its rate fdiedint schemes different schemes with = 30 dB.

node D has. The outage performance of node D versus the nurhlzgrtennas at node R is
investigated in Fig. 6. It is observed that as the number téraras at R increases, the outage

probability of node D reduces obviously.

VI. CONCLUSION

In this paper, we have considered an EH-based cooperativdAN€ystem, where node S
simultaneously communicates with a near user, R and a far Dsdo satisfy the QoS of D,
R also serves as an EH DF relay to forward the traffic from S tdnDparticular, transmitter

beamforming design, power splitting ratio optimizatiordameceiver filter design to maximize
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node R’s rate have been studied with the predefined QoS eartstf D and the power constraint

of S. Two iterative approaches have been presented to sbisenbn-convex problem. And

extensive numerical experiments have been carried out atuae the performance of our

proposed schemes.
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APPENDIX A

PROOF OFPROPOSITION1

With b (t + )\17D)O‘R > 0 andc =aX3 > 0, problemP2.4 becomesgug1 2 + =. Define
p<

(p) with respective tg and settlng% =0. We
have (¢ — b)p* + 2bp — b = 0. Then,A = 4b*> — 4(c — b)(—b) = 4bc > 0.
(1) If ¢ — b > 0, we havep, = ==Y < ( and p, = =2:Y% > (), wherep, and p, are two

_ 2 o — —btvbe _ (=bFVbe)(=b—Vbe)
roots for (c — b)p* 4 2bp — b = 0. Moreover,p, = = = Db vEe) b+f < 1. So

f(p) decreases if0, po] and increases ifps, 1]. Thus,p* = py = HL\@
(2) If c—b < 0, we havep, = =22 > () and p, = =2=¥% > (. In this casep, = —2Vk —

(=b+Vbe)(=b—Vbe) _ b _ —b—vbe _ (Zb=Vho)(=bivhe) b
e v < L ANde = TR = ST T v o L Thus, f()

decreases if0, p;] and increases il[pl, 1]. Therefore,p* = p; =

— b

b

b+Vbe’
(3) If b=c, we havep* =1 = b+\/%
Above all, the optimap* is p* = ;-2~—, which results in the optimal value 672.4 f(p*) =

b+ ¢+ 2v/be. This completes the proof.

APPENDIX B

PROOF OFPROPOSITIONZ2

Observing probleniP2.4, note that ifA; = 0, the optimal solution will bep* — 1 (since
t > 0 and then(t + \v))d% > 0). As mentioned before, we consider the scenario where the
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direct link between S and D cannot meet the rate of D. So theinedj SNR of relay channel is
positive, i.e.;y, —[' > 0, which results imre > 0 in (19d). Sop < 1 must hold. This contradiction

indicates that\; # 0. Since\; > 0, then\j > 0. This completes the proof.
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