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Different approaches have been also proposed for key-
In this paper, a user-centric approach for video summanizat frame selection. In [3], the Heterogeneity Image Patchsnde
is introduced. The method produces meaningful video suig-introduced, where the level of heterogeneity of the video
maries, by fusing low-level visual information, extracteyg frames is measured, and is used to select a set of candidate
processing consecutive frames, with high-level informatle- key frames. In [6], the visual content change of a video se-
rived from detected events. The video summaries are pegerjuence is calculated by frame to frame differences usingrcol
to the user in the form of most representative frames, winile and edge direction histograms, and wavelets statistice.fifh
intuitive user interface allows the user to adjust the lesfel nal key frames are curvature points in the cumulative frame
granularity of the presented summaries. differences curve. Finally, in [4], inter-frame differeascare
calculated based on the correlation of RGB colour channels,
colour histogram and moments of inertia, and then, an aggreg
tion mechanism is employed to combine these difference mea-

In recent years, the rapid development of the visual medra te SUTeS and to extract key frames.
nology has led to an impressive increase of the producedvide The visualization of the video summary aims to create an
data. Surveillance system applications is one of the aseasgf appealing and at the same time informative presentationeof t
this problem. Video surveillance systems typically consfsa  Video. In [1], a multi-level storyline visualization metthas
high number of cameras with overlapping or not field of viewgresented, where a still image is created featuring a nuofber
(FOVs) [5]. To avoid exhaustive manual inspection of thet vagub-stories summaries. In [11], the authors present a 3D vis
amounts of video data, which is definitely a time-consumir@ization of a video sequence which represents the video as a
task, video summarization has been utilized to facilitates- Space-time cube, using volume rendering techniques. [ [14
ing and navigation in video repositories, attracting therston two visualization methods are proposed for the generatfon o
of the research community. arbitrary length summaries of large sports video archiwes:
Video summary has been defined in [13] as “a sequencec@mpressed video clip, and a video poster, as a 2D plane of im-
still or moving images presenting the content of a video in@ge key frames. The authors in [9] extract Regions Of Interes
way that the respective target group is rapidly providechwiROIs) from the frames, and arrange them on a given canvas,
concise information about the content while the essentes-m Preserving the temporal structure of the video content2]n [
sage of the original is preserved”. A number of methods a#fte authors propose to collect the most significant moving ob
techniques have been proposed for the automatic extraafiod€Cts to construct a compact video, where the temporal ¢oord
video summaries; however, no robust answer has been gifd@es of the moving objects are rearranged, but the apgearin
to overcome all challenges. Two are the main aspects of vid¥igler is preserved.
summarization: the selection of frames that can representt A common drawback of the existing video summarization
content of the video and the visualization of those frames irsystems is that they cannot adapt the amount of image/video
user intuitive manner. content to be presented in the summary to the varying impor-
Representative frames, also known as key-frames, are #@gce of the content itself as well as to the specific usersieed
tracted from the video source [15]. A common approach fdhey are based on a number of heuristic assumptions regardin
key-frame selection is clustering. Color histograms oocolthresholds and content importance, offering no controhto t
features are extracted from the video frames; then Delaurgfual viewer. This can result to either information recamey
triangulation [10] ,modified hierarchical clustering [8}; line Or omission. While this can be an adequate assumption for
Gaussian Mixture Model clustering [12] are applied to proglu SOme applications, in surveillance systems the user may nee
clusters. The cluster centroids are selected as keyfranres. different levels of summarization details depending onrtae
authors in [16] present a summarization technique based-ontiire of the respective investigation.
bust low-rank subspace segmentation. A series of videodram In an attempt to address this issue, we propose a user-
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centric approach for video summarization and visualisatidevel actions, which are performed by individuals appepaon
which produces video summaries with a user-defined vatfie video sequences. These low-level actions are usedito spl
able granularity. The method depicts event-centred shotstlie video sequence into a series of action shots, sepafately
a temporal order. The contribution of the paper is twofol@ach individual. Thus, instead of focusing on the video se-
First, it proposes a method for assessment of the importageence as a whole, the behavior of each individual is andlyze
of each frame of the video sequences exploiting multiple imdependently. Thus, the video summary becomes more thor-
formation queues, including low-level characteristicstloé ough and detailed, targeted around the events taking ptace i
frames, event-based semantic information about the cbotenthe video and allowing the user to have a more analytical.view
the videos and reasoning of the semantic importance of eachlIn order to achieve elementary action recognition, in our
event. framework, a pedestrian tracker [7] is utilised, which itlen
The second contribution of the paper is the proposal fiés the trajectories of the people involved. Then, elemgnta
a visualization scheme for effective surveillance videmsu actions (e.g. walking, running, loitering) are modelleglex-
maries, improving the users experience and simplifyingrthe ing the displacement of the examined person in a pre-defined
formation presented to him/her. The idea behind the prapogane window. However, the perspective of the camera can sig-
method is, in contrast to the literature, to present a nurabernificantly affect the perception of the action and the dédect
key-frames that is not fixed but varies according to the need®dels.
to the user, taking under account the importance of eachefram  To alleviate this effect, a methodology is applied to remedy
The results are presented in a single timeline, highlighitin  the perspective distortion. More specifically, the InvePse-
formation on the camera source, for multi-camera scenarigpective Mapping (IPM) transform is applied on the extrdcte
and the time details. Moreover, the proposed methodology érajectories and the top-down view coordinates of the &dck
ables a meaningful interaction between the user and the dyajectories are calculated. An example of the approack-is d
tem, where the former can adjust the amount of informatiquicted in Figure 2. Using the real-world coordinates, it@sp
provided. sible to estimate the velocity of a tracked object and thum)-m
The rest of the paper is organized as follows: The processite the perspective effect error and produce more aecurat
for keyframe selection is described in Section 2, while fisev action characterizations. It is worth mentioning that, doe
alization strategy is defined in Section 3. Experimentalltes image quantization errors, IPM is not robust in producing ac
are presented in Section 4 and conclusions in Section 5.  curate estimates of the velocity, especially for distarjecis.
However, an approximation of velocity is still feasible, iain
2 Key frame Sdlection is adequate for distinguishing between generic actiortt) ag

. ) “walk” and “run”.
The proposed key-frame extraction methodology is a two-

stage process (Figure 1). At the first stage, the video is seg-
mented into multiple meaningful fragments using an event-
based schema. Each fragment constitutes an interesting eve
i.e. an action performed by either people or objects. During
the second stage, for each meaningful fragment, the most im-
portant frames are selected by analysing their inter-frdifie
ferences, concerning motion and color content. By fusirtg bo
event-based and inter-frame information, an importanoeesc

is assigned to selected key-frames, which is exploitedndur

. g . . a b
visualisation, for adjustment of the amount of informatton @ ()
be presented to the user. Figure 2: Example of Inverse Perspective Mapping method
T EEEEEEEEEEEE-=- N
/ Stage-2 1 Summarising, each video sequence is segmented into a
I I ) X : .
. . series of video shots, where each video shot consists of the
Motion Colour Scoring- QI . ; .
Activity Activity Keyframe [ frames representing an action performed by a specific iddivi
' Assessment J Assessment Selection ual. Thus, all participants that appear in the video sequane
| _______________ ﬁ_ _ /! presented as separate actions (video shots) to the user.

) ) 2.2 Low-Level-Feature-Based Reasoning
Figure 1: key-frame extraction methodology

After the event-based segmentation of the video sequenze in

multiple shots, the importance of the frames for each shot is
2.1 Event-Driven Video Segmentation assessed. The assessment is driven by the intuition that, in

video sequences with static background, important inféiona
The proposed event-based segmentation into meaningf#l fris present in segments where significant motion activitybis o
ments exploits the semantic information derived from thve-lo served. Moreover, changes in the color distribution of enfra



can also be an indication of importance. where

Based on the above facts, we use two types of image . 1 XN
features in order to calculate the importance of each frame He = > Hil(i) 3)
in a video sequence: motion activity and color histograms. =0

To quantify the significance of the frames, we introduce g, 7, are the two histograms to be compared ands the

new scoring function, which effectively measures the l@fel total number of histogram bins. Based on the equation above,

changes between consecutive frames. low values ofdg;, correspond to high similarity between his-
Motion activity in a frame refers to the amount of motioriogram& while high values afz;, correspond to high dissimi-

detected between the frame and the previous one. Since weiigy. The latter indicates high alteration in the visuahtent

not interested in Identlfylng the nature or source of theu]m'[ of the frame, which may |mp|y the occurrence of an interest-

frame differencing is utilised to produce a rough estimatd ing event. Thus, the histogram comparison score can be used

the overall motion activity. The objective is to quantiely as a measure for the frame importance, where most important
detect the activity in the frame from its pixel-based diéiece frames are those with the highest scdgs,.

with the reference frame.
However, the accuracy of frame differencing can b_e eas@_/3 Selection of the most Important Frames
affected by compression artefacts and background slight Mo

tion that produce pixel-level noise. To address these §Sughe approach followed for assessing the importance of each
two pre-processing steps are applied: image transformaiio rame is depicted in the second processing stage in 1. For the
grey-scale and image smoothing by applying a Gaussian filigames of an event-based shot motion differencing is iytia
Then, the pixel-wise difference of the two consecutive &8m gppjied as a filtering stage. The motion activity on a frame to
is calculated, in the form of a mask. Assuming taand fame base is calculated using the sum of eleménts.,,, ;.
I;,1 are two consecutive frames, then the mask is defined@ggmes with very lowSum,, ; are not regarded as important,
Iy = Iiy1 — I;. Subsequently, the sum of the pixel values qfys they are discarded before the next step.
the mask is calculated to represent the overall motion iactiv Then, changes in the colour distribution of the remaining
of the frame under investigation. The sum of the elements f .o are assessed and the importance segré?) is calcu-
the mask is calculated as follows: lated. Instead of keeping only one representative keyfriame

N M each segmented video shot, to be presented in visualisation
1 <Zp—0 2 =0 Im (P, q>> (1) Propose to maintain a number of important frames, presgntin

uimmf NM a variable numbet of them. As it will be explained in the next

255
) ) . ) _section, this numbér will not be fixed but will vary depending
wherep, ¢ are the pixel coordinatesy is the width andV is 5 the user requirements and the action itself.

the height of the mask.,. Apart from the basic selection criteria, two additional pa-

Colour histograms are statistics that represent the llstri 5 eters are taken into account. The first is a temporal con-

tion of colours in an image. More specifically, they accurteilagyaint that needs to be applied to avoid selection of mieltip

the number of pixels that have colours within each of a predgsjghhouring frames with very high score. This is achieved

fined list of colourranges. They are frequently used o CaP3,,, se|ecting frames that fulfil the following criteriafrm;, —

images, because they are simple and fast to compute. Image fps, where Frmy, and Frm,, are two frames as-
n 1 n

histograms can be calculated in various colour spaces. N QUgsed as important arfgs is the frames per second rate of
framework, the input frames are transformed to the HSV aolo,e \ideq sequence. In case the criterion is not met, the next
space first, and then their histograms are built. The chcﬁcemgher ranked frame is considered and so on.

the HSV co_lour space I'G.‘\S to the fact that u_nhke RG.B’ It S€P" The second factor that influences the importance of a frame
arates t_he image intensity from t_he colour mf_orm_atlon. SThls the type of low-level action that is identified in the sifieci
separation proves to be valuable in many applications. video shot. We argue that actions related to important ardisl

i For the _corr:\parlson of twcl)1 coIour”hlztoghr_ams, an apprapoyid be favoured against those that are parts of lesesgtier
priate metric that expresses how well the histograms maﬁﬁl& events. This can be achieved by assigning differenthisig
is required. Eventually, the Bhattacharyya distance has b

_ X o the score of each specific action. In this paper, we propose
selected among several distance metrics. Bhattachargya g| new weighting function that is based on the following as-

tance has been widely used in statistics to measure the S'EUantion: actions that have lower probability to occur $ou

larity of two discrete or continuous probability distriberts. It .o higher weights, since they usually correspond to abalor
is closely related to the Bhattacharyya coefficient, whEli o ants

measure of the overlap between two statistical samplesmf po Now, let a video frame, wher® persons are involved and

ulations, and it is described with the following function: each one performs a specific action. The total weight of the
frame is given by the following equation:

1 N
dpn(Hi,Hy) = |1 — ————= g VHi (1) - Ha(3) N
VH RN, w= 301 p(i) (4)

(2) N

i=1



wherep(i) is the probability of occurrence of the action perd Experimental Results
formed by thei*" individual. The probabilitieg(i) are com- )
puted using a predefined training dataset of known actisiss. 1EXPeriments have been performed on a dataset of real-world

obvious that less probable actions are assigned highehteeigSurveillance videos provided by the London Metropolitar Po
Weights assigned are in the [0,1] range. lice in the context of the LASIE research project. For the-pur

poses of the experiments, three types of low-level actioas a

identified: run, walk andloiter.
3 Visualization A person is considered loitering if one of the following two

criteria is fulfilled; the person remains in a small area faren
Visualization is an important aspect of the summarizatioref  than 6 seconds or the ratio of the first to last position dstdn
tionality. In order to provide to the user an intuitive irfeere  the overall covered distance is very small. To distinguisiik
the results of the summarization are presented in a timelif@m run for a moving person, a threshold on the velocity is
Multiple cameras are depicted in different rows of the ifztee €MPloyed to characterize the action. If the calculatedarslo
to better signal the spatio-temporal correlation of thetdge. €xceeds the defined threshold, the action is labelleduas
The user can also adjust the granularity of keyframes in b@H1erwise asvalk. In Figure 5, examples of video shots are
time and importance. For the former functionality zoom id arPresented, where several keyframes of those actions aird the
out in the time domain is provided. For the latter, the user §@mbinations are shown, along with their importance scores

provided with a summarization granularity control thatde§  According to Figure 5, it is obvious that keyframes that
the minimum importance of a frame to be presented_ involve walk are aSS|gned lower scores than those |nVO|V|ng

dgiter orrun, which is due to the fact that, following equation

alisation scheme are presented. All keyframes are shown i ’g}alk i_s an action with high_er probability of occurrence com-
timeline. In the Figure 3, keyframes are shown to the usenwh are_d with thelother tW_O‘ This makes sense taking into adcoun
they exceed importance level @6, while in Figure 4, the user that ina s_uryeﬂlance yldeo, a IOW Igvel acuo_n suchaﬁ can
selects the threshold of importance toh&. It is obvious that be an indication O.f an importantincident, while actions.as

the proposed scheme can adapt the amount of content to be Bré2ite are considered more normal.

sented in the summary to the varying importance of the cénten .

itself as well as to the specific user needs. 5 Conclusions

In Figures 3 and 4, two snapshots of the proposed vi

In this paper, a user-centric approach for video summaoizat
and visualization is presented. During video summarirato
number of frames is selected and their importance is astesse
s 4 This is achieved by appropriately fusing semantic infoiorat
with low-level features. The semantic information is used t
segment the event into a series of action shots, enabling the
e | s | | § WY independent behaviour analysis of each individual. Foheac
- | ] | ‘ of the shots, inter-frame differences are extracted, utieg
¥ . ¥ motion and color frame content.
At the keyframe selection stage, a score is assigned to each
Figure 3: Example of the proposed visualisation schemes;, hegt the selected key frames, which represents the importaince
keyframes are shown to the user when they exceed importafige specific frame. The final number of the selected frames is
level0.6. variable, and it is closely related to the video events. ¥ide
events containing a lot of visual information produce a kigh
number of key-frames, in contrast to video events contgiain
low amount of information.
A novel visualisation scheme is proposed that allows the
. 3 interaction between the user and the system. The user is pre-
L T sessom sented with a set of keyframes on a timeline that takes under
consideration the camera setup, providing a spatiotentipora
meaningful overview of the events. Moreover, it allows the

<

2:56:53PM
frame0

<

2:56:53PM
frame0

B . user to adjust the granularity of the results in time and impo
- B tance. This enables the user control the amount of infoomati
) that s/he is demonstrated.

Figure 4: Example of the proposed visualisation scheme, her In copclgsmn, itis W(.)rth-menuonmg that successful .V'd?O
mmarization very subjective. Due to the lack of an obyecti

keyframes are shown to the user when they exceed importaRte . ) .
Iev)s/al 08 y P ground truth, it is almost impossible to evaluate the cdness

of a video summary, while it is difficult even for humans to de-
cide whether a video summary is better than another [15]. The



‘ loiter
0.5956

Loiter, run
0.7983

Figure 5: Example of keyframes for the actianslk, loiter andrun in MET dataset. A person is considered loitering if s/he
remains in a small area for more than 6 seconds or the ratioedirst to last position distance to the overall coverecdadict

is very small. To distinguistwalk from run, a threshold on the velocity is employed to characterizaattt®n. Sincavalk is

an action with higher probability of occurrence comparethuaiter or run, keyframes that involvevalk are assigned lower
scores. Additionallyyun gets the highest scores since it can be an indication of aariaqt incident.

goal of this framework is to overcome these difficulties, bg-p  [2] Cheng-Chieh Chiang and Huei-Fang Yang. Quick brows-
ducing a user-centric approach that enables users inigitact ing and retrieval for surveillance videosMultimedia
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video summary. This framework can be generalised so as to o .
address other scenarios and other types of actions. Ofegours®] C-T- Dang and H. Radha. Heterogeneity image patch in-

the outcomes of action recognition and key-frame selectn dex and its application to consumer video summarization.
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2718, June 2014.
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