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Abstract

Orthogonal frequency division multiplexing with index modulation (OFDM-IM) has attracted considerable

interest recently. The technique uses the subcarrier indices as a source of information. In FBMC system, double-

dispersive channels lead to inter-carrier interference (ICI) and/or inter-symbol interference (ISI), which are caused

by the neighboring symbols in the frequency and/or time domain. When we introduce index modulation to the

FBMC system, the interference power will be smaller comparing to that of the conventional FBMC system as some

subcarriers carry nothing but zeros. In this paper, the advantages of FBMC with index modulation (FBMC-IM)

are investigated by comparing the signal to interference ratio (SIR) with that of the conventional FBMC system.

However, the bit error rate (BER) performance is affected since there exists interference in the FBMC-IM system. To

improve the BER performance, we propose an optimal combination-selection algorithm and an optimal combination-

mapping rule. By abandoning some combinations whose error probability are larger and by mapping the remaining

combinations into specified bits, a better BER performance can be achieved compared with that without optimization.

The theoretical analysis and simulation results clearly show the FBMC-IM system has a good BER performance

under double-dispersive channels.

Index Terms

Index modulation, FBMC, SIR, combination-selection algorithm, combination-mapping rule

I. INTRODUCTION

As a promising candidate to realize high data rate transmission in future 5G wireless communication, filter bank

multicarrier (FBMC) has recently received significant attention by both academia and industry in the last few years

[1], [2]. Different from orthogonal frequency division multiplexing (OFDM), FBMC employs prototype pulses with
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lower sidelobe and faster spectral decay, which makes FBMC have the advantages of reduced out-of band energy

and theoretically higher spectral efficiency [3], [4]. As an another way to improve spectral efficiency, OFDM with

index modulation (OFDM-IM) is introduced as a new transmission technique, where the subcarrier indices are

bearing information.

Inspired by the concept of spatial modulation in multiple-input multiple-output (MIMO) transmission [5], the

authors of [6] proposed OFDM-IM for the first time and laid the foundation for the future series of articles in

the filed of OFDM-IM. However, potential bit error propagation became the issue of the OFDM-IM, which could

result in significant burst errors. By splitting the subcarriers into some groups, the burst error problem of [6] was

solved at the cost of spectral efficiency loss [7] . A low complexity transceiver of OFDM-IM based on maximum

likelihood (ML) detection or log-likelihood ratio (LLR) calculation was proposed, which improved the spectral

efficiency by selecting more than one active subcarriers [8]. The novel transceiver in [8] lighted the passion of the

following researchers. A simple and efficient subcarrier-level interleaving scheme was introduced to improve the

BER performance [9]. Then the transceiver in [10] used the concept of splitting orthogonal components of M -ary

quadrature amplitude modulation (M -QAM) symbols such that index modulation was applied on the orthogonal

components independently, and this resulted in a higher spectral efficiency of OFDM-IM.

Although index modulation is well studied in OFDM, FBMC with index modulation (FBMC-IM) has not been

investigated in the literature so far. In this paper, we propose a FBMC-IM model, a combination-selection algorithm

and a combination-mapping rule.

We first investigate the advantages of the FBMC-IM system by mathematical analysis of the signal to interference

ratio (SIR). In practical scenarios, double-dispersive channels lead to inter-carrier interference (ICI) and/or inter-

symbol interference (ISI), which are caused by the neighboring symbols in the frequency and/or time domain [11].

Consequently, the intrinsic orthogonality guaranteed by prototype pulses [12] will be destroyed. As some subcarriers

carry nothing but zeros in the proposed FBMC-IM system, the interference power will be smaller comparing to

that of the conventional FBMC system and a better SIR will be achieved. The SIR analysis and simulations clearly

show that the proposed model has an impressive performance improvement under double-dispersive channels even

with channel estimation errors.

However, the interference is not eliminated completely and the remaining interference still affect the performance

when we apply index modulation to the FBMC system directly. In order to reduce the remaining interference, we

propose an optimal combination-selection algorithm and an optimal combination-mapping rule. By selecting the

optimal combinations from all of the combinations, the number of error bits carried by optimal combinations

is kept less than that carried by combinations without optimization. After selecting optimal combinations, these
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Fig. 1. Block diagram of the FBMC-IM transmitter

combinations are mapped into specified bits by following the optimal combination-mapping rule, and a better

performance can be achieved.

The rest of this paper is organized as follows. Section II gives a mathematical description of the proposed

FBMC-IM model. In Section III, we give the advantages of the FBMC-IM system in terms of SIR. Then the BER

performance improvement of the FBMC-IM system by applying the optimal combination-selection algorithm and

optimal combination-mapping rule is presented in section IV and section V. Simulation results of the FBMC-IM

system are presented in Section VI. Finally, Section VII concludes the paper.

II. SYSTEM MODEL OF FBMC-IM

In FBMC-IM system, we define the subcarriers bearing constellation symbols as active ones, and the subcarriers

left blank as inactive ones, correspondingly. The modulating model of FBMC-IM system is illustrated in Fig.1.

In this model, the transmitted information of each block are T bits. The M subcarriers are divided into G groups,

with Q subcarriers for each group, i.e., M = QG. Let us assume that each group contains p bits, which can be split

into two parts. The first p1 bits are fed to the index selector and k out of Q subcarriers are activated according a

look-up table [8] while the remaining p2 bits are mapped to the activated k constellation symbols. Therefore, the

number of bits carried by the indices of subcarriers is given by

p1 = blog2C
k
Qc, (1)

where bxc is the greatest integer smaller than x and CkQ denotes the binomial coefficient. The number of bits carried

by the constellation symbols is given by

p2 = k(log2N), (2)
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where N stands for a N -ary signal constellation. In general, the transmitted bits in each group are p1 + p2, and

the total number of bits that can be transmitted by one FBMC block is

T = (p1 + p2)G. (3)

After modulation, the subblock can be written as

Sg = [0, ..., Sg,0, 0, ..., 0, Sg,1, 0, ..., 0, ...Sg,k−1, ..., 0]TQ×1 (4)

where Sg,i(i = 0, 1, ..., k−1) denotes the N -ary constellation symbol, and Sg∈Λ, where Λ is the set of all possible

signal vectors. After that, the subblock symbols are sent to the FBMC block creator, which can be implemented

either by a consecutive way [8] or by an interleaved way [9]. The symbol after FBMC block creator is described

as

SM = [sM (0), sM (1), ..., sM (M − 1)]TM×1 (5)

where sM (m) = am + jbm(m = 0, 1, 2, ...,M − 1). am and bm are the real and imaginary part of sM (m).

After FBMC modulation, the FBMC-IM signal can be written as follows:

s(t) =

M−1∑
m=0

+∞∑
n=0

ej2πmFtejφm,n{am,ng(t− nT ) + jbm,ng(t− T

2
− nT )}, (6)

where n, m and M are the time index for the input FBMC-IM symbol, the index of subcarrier and the total number

of subcarriers respectively. F = 1/T is the subcarrier spacing and g(t) is the symmetric prototype filter. am,n and

bm,n are the real and imaginary part of s(m) when time index is n. We assume that am,n and bm,n are independent

and identically distributed with E{am,n} = E{bm,n} = 0 and E{|am,n|2} = E{|bm,n|2} = σ2
s/2 for all the value

of m and n. φm,n is an additional phase term which can be expressed as π
2m [1]. In (6), the real part am,n and

imaginary part bm,n are always non-zero when the active subcarrier number k is equal to Q in each subblock, which

also corresponds to the conventional FBMC system. As a result, the conventional FBMC system can be viewed as

a special case of the FBMC-IM system.

The transmit signals s(t) will pass through a multi-path fading channels with a carrier frequency offset fd. A

general channel model can be expressed in continuous-time as

h(t, τ) =

L−1∑
i=0

cie
j2πfdtδ(τ − τi), (7)

where L is the number of path and ci is the time-varying channel gain to the i-th path. τi denotes the time delay

of the i-th path and δ represents the Dirac delta function.
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Combining (6) and (7), the received FBMC-IM signal with AWGN noise and channel fading can be given by,

y(t) =

L−1∑
i=0

h(t, τi)s(t− τi) + n(t)

=

L−1∑
i=0

cie
j2πfdt

M−1∑
m=0

+∞∑
n=0

ej2πmF (t−τi)ejφm,n{am,ng(t− nT − τi) + jbm,ng(t− T

2
− nT − τi)}+ n(t).

(8)

Note that the intrinsic interference to neighborhoods caused by the channel delay τi and carrier frequency offset fd

will not exist when am,n and bm,n are zero in the proposed FBMC-IM system. As a result, the performance will

be obviously improved in the FBMC-IM system. In the next section, the detailed analysis will be presented.

III. FBMC-IM PERFORMANCE ANALYSIS ON SIR

In this section, the advantages of the FBMC-IM system are analyzed in detail. We first separate the demodulated

symbol into the useful signal part and the interference part. Then some approximations are taken to make it possible

to calculate the power of the signal and the interference. And the performance of the FBMC-IM system will be

analyzed in terms of SIR finally.

A. The derivation of the demodulated symbol

At the receiver, the received signal passes through the filters. Assume the one-tap equalizer coefficients as ωm0,n0

at the (m0, n0) position, then the real and imaginary part of demodulated signal at the (m0, n0) position are given

by

âm0,n0
= <{ωm0,n0

∫ +∞

−∞
y(t)g∗(t− n0T )e−j(2πm0Ft+φm0,n0

)dt︸ ︷︷ ︸
Am0,n0

},

b̂m0,n0
= ={ωm0,n0

∫ +∞

−∞
y(t)g∗(t− T

2
− n0T )e−j(2πm0Ft+φm0,n0

)dt︸ ︷︷ ︸
Bm0,n0

}.
(9)

Then the estimated symbol can be expressed as ŝm0,n0
= âm0,n0

+ jb̂m0,n0
. Substituting (8) into (9), and omitting

the noise term, the Am0,n0
part of the demodulated signal âm0,n0

can be obtained as

Am0,n0
=

∫ +∞

−∞

L−1∑
i=0

cie
j2πfdt

M−1∑
m=0

+∞∑
n=0

eφm,n−φm0,n0

× (am,ng(t− nT − τi) + jbm,ng(t− T

2
− nT − τi))g∗(t− n0T )ej2πmF (t−τi)e−j2πm0Ftdt.

(10)

In FBMC system, we define the ambiguity function as

Ag(τ, υ) =

∫ +∞

−∞
g(t+

τ

2
)g∗(t− τ

2
)ej2πυtdt. (11)
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Then (10) can be simplified as

Am0,n0
=

M−1∑
m=0

+∞∑
n=0

am,ne
jφ1

L−1∑
i=0

cie
jφ2Ag[(n0 − n)T − τi, (m0 −m)F − fd]

+

M−1∑
m=0

+∞∑
n=0

jbm,ne
jφ1

L−1∑
i=0

cie
jφ3Ag[(n0 − n)T − T

2
− τi, (m0 −m)F − fd],

(12)

where φ1 = φm,n − φm0,n0
, φ2 can be expressed as

φ2 = π[(m−m0)F0 + fd][(n+ n0)T + τi]− 2πmF0τi (13)

and φ3 can be expressed as

φ3 = π[(m−m0)F0 + fd][(n+ n0)T +
T

2
+ τi]− 2πmF0τi. (14)

It is assumed that m = m0 + p, n = n0 + q, T = MTs and Ag[q, p] = Ag[qTs, pF ]. r indicates the normalized

doppler shift which denotes r = fdT and l means the l-th path of the fading channel. With a digitization step, we

can obtain the demodulated symbol Am0,n0
which can be expressed as

Am0,n0
=

∑
(p,q)

(am0+p,n0+qEm0,n0
+ jbm0+p,n0+qFm0,n0

) (15)

with

Em0,n0
=

L−1∑
l=0

cle
jπ(2n0p+pq− p

2
)ejπ(2n0+q+ l

M
)rAg[−qM − l,−p− r]e−jπ(2m0+p) l

M (16)

Fm0,n0
=

L−1∑
l=0

cle
jπ(2n0p+pq)ejπ(2n0+q+ l

2
+ l

M
)rAg[−qM −

M

2
− l,−p− r]e−jπ(2m0+p) l

M . (17)

Similarly, the demodulated symbol Bm0,n0
can be expressed as

Bm0,n0
=

∑
(p,q)

(jbm0+p,n0+qEm0,n0
+ am0+p,n0+qFm0,n0

). (18)

Ωm,n is defined as the neighborhoods of (m0, n0) and Ω∗m,n = Ωm,n − {(0, 0)}, which means the neighborhood

of (m0, n0) except the central position. Therefore, the demodulated data symbol at the (m0, n0) position can be

written as

ŝm0,n0
=<{ωm0,n0

L−1∑
l=0

cle
−j2πm0

l

M ejπ(2n0+ l

M
)rAg[−l,−r]︸ ︷︷ ︸

αm0,n0

}(am0,n0
+ jbm0,n0

) + Im0,n0
,

(19)
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where

Im0,n0
= <{

∑
Ω∗

m,n

ωm0,n0
am0+p,n0+qEm0,n0

}+ <{
∑
Ωm,n

ωm0,n0
jbm0+p,n0+qFm0,n0

}

+ j={
∑
Ωm,n

ωm0,n0
am0+p,n0+qFm0,n0

}+ j={
∑
Ω∗

m,n

ωm0,n0
jbm0+p,n0+qEm0,n0

}
(20)

B. The analysis of SIR in the FBMC-IM system

As a measure of the performance analysis, we define the SIR as

SIR =
Ps
PI
, (21)

where Ps and PI are the desired symbol power and the interference power.

We assume that the estimation of the channel is not accurate. The remaining doppler frequency fd can be viewed

as channel estimation error but the value of fd is small compared with F , which means r � 1. Besides, it is

assumed that the number of subcarriers M is very large compared with the maximum delay of the channel, which

means that L�M . Based on these assumption, we can simplify the estimated data symbol by making the following

observations:

• Due to the fact that r � 1 and L�M , l
M r is small enough to guarantee that the approximation ej

l

M
r≈1

holds.

• Since the maximum delay of the channel satisfies L�M and Ag[0, 0]≈Ag[L, 0] according to the property of

the ambiguity function [13], we can replace Ag[l, 0] as Ag[L/2, 0].

• The channel frequency response without doppler frequency at the (m0, n0) position can be defined as Hm0,n0
=∑L−1

l=0 cle
−j2πm0

l

M , which can also be regarded as the estimated channel response.

• With n0∈N and p∈N, we obtain ej2πn0p = 1.

• The prototype pulse is well localized in time and frequency, which contributes to the interference mainly

coming from the small size neighborhood around. We only consider the first-order neighborhood and second-

order neighborhood to compute the interference term.

• Since the channel is slow-fading, we can conclude that Hm0,n0
≈Hm0+ p

2
,n0

.

With the help of the above observations, αm0,n0
, M and N can be simplified as

αm0,n0
= Hm0,n0

ej2πn0rAg[−L/2,−r], (22)

Em0,n0
≈Hm0,n0

ejπ(pq− p

2
)ejπ(2n0+q)rAg[−qM −

L

2
,−p− r] (23)
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and

Fm0,n0
≈Hm0,n0

ejπpqejπ(2n0+q+ 1

2
)rAg[−qM −

M

2
− L

2
,−p− r]. (24)

Before taking the real part (or imaginary part) of the demodulated symbol, a simple one-tap zero-forcing (ZF)

equalizer should be employed to compensate the effect of the channel, which means ωm0,n0
= Hm0,n0

. The estimated

data symbol after equalizer can be expressed as

ŝm0,n0
= <{ αm0,n0

Hm0,n0

}(am0,n0
+ jbm0,n0

) + <{
∑
Ω∗

2,2

am0+p,n0+q
Em0,n0

Hm0,n0

}

+ <{
∑
Ω2,2

jbm0+p,n0+q
Fm0,n0

Hm0,n0

}+ j={
∑
Ω2,2

am0+p,n0+q
Fm0,n0

Hm0,n0

}+ j={
∑
Ω∗

2,2

jbm0+p,n0+q
Em0,n0

Hm0,n0

}.
(25)

Then the desired signal power can be written as

Ps = σ2
sA

2
g[−L/2,−r] cos2(2n0rπ). (26)

From (26), we could find that the degradation comes from the doppler frequency and channel delay. The interference

power can be calculated as

PI =
σ2
s

2

∑
Ω∗

2,2

cos2(φ4)A2
g[−qM −

L

2
,−p− r] +

σ2
s

2

∑
Ω2,2

cos2(φ5 +
π

2
)A2

g[−qM −
M

2
− L

2
,−p− r]

+
σ2
s

2

∑
Ω2,2

sin2(φ5)A2
g[−qM −

M

2
− L

2
,−p− r] +

σ2
s

2

∑
Ω∗

2,2

sin2(φ4 +
π

2
)A2

g[−qM −
L

2
,−p− r],

(27)

where

φ4 = (pq − p/2 + 2n0r + qr)π, (28)

φ5 = (pq + r/2 + 2n0r + qr)π. (29)

Each of the interference power item is a positive summation of the small size neighborhoods around the central.

Different from the conventional FBMC system, not all of the subcarriers are active in our FBMC-IM system and the

inactive subcarriers carry nothing. In other words, only the active subcarriers make contribution to the interference

power, which results in lower interference power and higher SIR in FBMC-IM system. With higher SIR in the

proposed FBMC-IM system, it has a better performance when using the ML detector to optimally detect the transmit

signal compared with that of the conventional FBMC system.
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IV. THE OPTIMAL COMBINATION-SELECTION ALGORITHM

For the FBMC-IM system, not all of the combinations are used to carry bits by the indices of subcarriers when

log2C
k
Q > blog2C

k
Qc, which leads us to select the optimal combinations to achieve a better performance. In this

section, the optimal selection algorithm is presented.

A. Motivation

For the active subcarrier decoding error, we take (Q, k) = (6, 3) for example to expound the two error types.

A combination is chosen randomly which is shown in Fig.2.A. In this figure, × stands for the active part and �

represents the inactive one. a is the in-phase component and b means the quadrature component. The number on

the right side of the subcarrier is the subcarrier index of this group.

a b

1

2

3

5

6

4

a b

1

2

3

5

6

4

a b

1

2

3

5

6

4

a b

1

2

3

5

6

4

A B C D

Fig. 2. Four kinds of combinations when (Q, k) = (6, 3)

The first error type is expressed that the active subcarriers are decoded wrong while the indices of the active and

inactive subcarriers are decoded right. This means that the bits carried in subcarrier 2,3 and 4 are decoded wrong

because of the noise and the interference from other subcarriers. This error type can’t be avoided.

The second error type is expressed that the indices of the active and inactive subcarriers are decoded wrong. The

active subcarrier 3 may be decoded into an inactive one and the inactive subcarrier 1 may be decoded into an active

one. This can be regarded as the inactive subcarrier 1 and the active subcarrier 3 are in a reverse order. When the

constellation symbols are decoded, it is decoded in an order of 124 instead of 234 because of the wrong decoded

index. In this case, the number of error symbols is at least 2. The relationship between the wrong decoding index

and the number of error symbols is shown in table I, where only one active subcarrier and one inactive subcarrier

are in a reserve order. From this table, we can see that the error symbol number is the maximum when all of the

active subcarrier indices are out of order compared with the original active subcarrier indices. This is the case that

we should avoid.
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TABLE I
THE RELATIONSHIP BETWEEN THE WRONG DECODING INDEX AND THE ERROR BITS NUMBER IN FIG.2.A

original active subcarrier index reserve order wrong decoding index error symbol number
234 2↔ 1 134 1

234 2↔ 5 345 3

234 2↔ 6 346 3

234 3↔ 1 124 2

234 3↔ 5 245 2

234 3↔ 6 246 2

234 4↔ 1 123 3

234 4↔ 5 235 1

234 4↔ 6 236 1

B. The optimal combination-selection algorithm

To compare the error probability with each other, we choose four kinds of combinations illustrated in Fig.2. We

only consider the case that one active subcarrier and one inactive subcarrier are in a reserve order. For combination

A, all of the active subcarrier indices are out of order and this error probability is 3/9 (the total number of the

wrong decoding indices is 9) when the reserve order are 2 ↔ 5,2 ↔ 6 and 4 ↔ 1. For combination B, this error

probability is 2/9 by the same analysis when the reserve order are 1 ↔ 5 and 1 ↔ 6. This error probability of

combination C is 1/9 when the reserve order is 1↔ 6. And this error probability of combination D is 0.

From the analysis of the probability of the wrong decoding index, we can draw the following conclusion: when

only one active subcarrier and one inactive subcarrier are in a reserve order, it might make all of the active subcarrier

indices out of order. This error probability is proportional to the number of the inactive subcarriers which are outside

of the first active subcarrier and the last active subcarrier. This conclusion is illustrated in table II.

TABLE II
THE RELATIONSHIP BETWEEN THE PROBABILITY AND THE NUMBER OF ELIGIBLE INACTIVE SUBCARRIERS

combination index the number of eligible inactive subcarriers the error probability
A 3 3/9

B 2 2/9

C 1 1/9

D 0 0

It is very important for us to abandon the combination that has a larger error probability when only one active

subcarrier and one inactive subcarrier are in a reserve order. According to the above conclusion, the combination-

selection algorithm can be depicted in the follows:

• When the number of the redundant combinations(log2C
k
Q − blog2C

k
Qc) is equal to the number of the combi-

nations whose error probability (making all of the active subcarrier index out of order) are the largest, then

we abandon the combinations whose error probability are the largest. For example, when (Q, k) = (6, 3),
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the number of the redundant combinations is 4, and the number of the combinations whose error probability

are the largest is also 4. Then we abandon these 4 combinations and the remaining 16 combinations are just

enough to carry 4 bits information.

• When the number of the redundant combinations is more than the number of the combinations whose error

probability are the largest, the difference should be filled up with the combinations whose error probability

are the second largest. For example, When (Q, k) = (8, 4), there exist C4
8 = 70 combinations and only

64 combinations are used to carry 6 bits information. However, only 5 combinations have the largest error

probability. We should pick out and abandon another one combination whose error probability are the second

largest.

• When the number of the redundant combinations is less than the number of the combinations whose error

probability are the largest, we only abandon the required number of combinations from the largest error

probability combinations. The selecting rule will be described in section V. For example, On the case of

(Q, k) = (4, 2), there are 3 combinations whose error probability are the largest. However, the remaining 3

combinations are insufficient to carry 2 bits information. In this case, we only abandon 2 combinations to

transfer 2 bits information with the remaining 4 combinations.

C. BER improvement

Assume that only one active subcarrier and one inactive subcarrier are in a reserve order, the mathematical

expectation for the number of error symbols in each combination can be expressed as

E(Error N) =

Ne∑
i=1

ikiP/

Ne∑
i=1

ki (30)

where P is the probability of one active subcarrier and one inactive subcarrier being in a reserve order, Ne is the

maximum error symbol number. ki(i = 1, 2, . . . , Ne1) is the number of i active subcarriers being reverse order.

And Pki/
∑Ne1

i=1 ki can be regarded as the probability of i active subcarriers being reverse order.

For each combination when Q and k are selected, the total number of item Ne is the same, the result of
∑Ne

i=1 ki

is the same, and the probability P is the same. From the optimal selection algorithm depicted in section IV-B,

the abandoned combinations have the largest error probability, which means that the number kNe
of the abandoned

combinations is larger than that of the remaining combinations. And the summation
∑Ne1−1

i=1 ki of the abandoned

combinations are less than that of the remaining combinations. As Ne is the maximum error symbol number,

then the abandoned combinations have a larger mathematical expectation compared with that of the remaining

combinations according to (30). When only one active subcarrier and one inactive subcarrier are in a reserve order,

a better BER performance can be achieved by abandoning the combinations whose have the largest mathematical
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expectation for error symbol number.

The above description only considers the case that one active subcarrier and one inactive subcarrier are in a

reserve order. This can be called case A. And there exists the case that more than one active subcarriers and more

than one inactive subcarriers are in reserve orders. This can be called case B. The case B can be regarded as an

extension of the case A. However, the number of error bits caused by the case B is not the summation of the error

bits caused by case A occurs respectively. Actually, the number of error bits caused by case B is less than the

summation of the error bits caused by case A occurs respectively. As a result, case A is the key point which affects

the BER performance. So we only considers the case that one active subcarrier and one inactive subcarrier are in

a reserve order. And the optimal combination selection algorithm show its superiority when case A occurs.

Take (Q, k) = (6, 3) for example. We can calculate the mathematical expectation of each combination in Fig.2

as follows,

EA(Error N1) = 1/9× {3× 1 + 3× 2 + 3× 3} = 18/9,

EB(Error N1) = 1/9× {4× 1 + 3× 2 + 2× 3} = 16/9,

EC(Error N1) = 1/9× {5× 1 + 3× 2 + 1× 3} = 14/9,

ED(Error N1) = 1/9× {6× 1 + 3× 2} = 12/9.

(31)

Obviously, the abandoned combination A has the largest mathematical expectation for the number of error symbols.

V. THE OPTIMAL COMBINATION-MAPPING RULE

After selecting the optimal combinations, the next step is mapping the combinations into bits according to a

look-up table. However, the mapping is not performed randomly. The BER performance can be improved if the

mapping follows a rule. In this section, the optimal combination-mapping rule is presented.

A. Motivation

Similar to the optimal combination-selection algorithm, we take (Q, k) = (4, 2) for example and choose three

combinations randomly which is shown in Fig.3 to demonstrate how to map the combinations. If we encode the

symbol in these combinations with the rule that the active subcarrier is encoded to 1 and the inactive subcarrier

is encoded to 0, then these three combinations can be encoded as [0101], [1001] and [1010]. The number of bits

carried by the indices of subcarrier is 2. Each combination in Fig.3 can be mapped into 00, 01, 10 or 11. In this

section, we only consider the bits carried by the indices of subcarrier.

If the first combination is mapped into 00 and the second one is mapped into 11, the number of error bits carried

by the indices of subcarrier is 2 when the first combination is wrongly decoded into the second one. Similarly, if
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a b a b a b

Fig. 3. Three kinds of combinations when (Q, k) = (4, 2)

the first combination is mapped into 00 and the last one is mapped into 11, the number of error bits is 2 when the

same error happens. However, it is more difficult for the first combination being wrongly decoded into the last one

than the first combination being wrongly decoded into the second one, because the Hamming distance between the

first combination and the second one is 2 while the Hamming distance between the first combination and the last

one is 4. Then we can map the first combination into 00, the second combination into 10 and the last one into 11,

respectively. When one active subcarrier and one inactive subcarrier are in a reserve order, only 1 bit information

is decoded wrong. The case that 2 bits information are decoded wrong happens when all of the active subcarriers

and inactive subcarriers are in reserve orders.

B. The optimal combination-mapping rule

The above analysis indicates that we can achieve a better BER performance by mapping the combinations into

specified bits. And the mapping rule can be described that the larger the Hamming distance between the original

combinations is, the larger the Hamming distance between the mapping corresponding bits is. The Gray code

constellation is used to map the combinations to specified bits. The mapping rule is illustrated in the follows by

going on taking (Q, k) = (4, 2) for example.

Step1: List the 16-QAM Gray code constellation which is illustrated in Fig.4.a.

              1100 

            

1001  0101   

             0011

       

0110   

 

           

1010   

1000      1100 

            

1001   1101 

 0100   0000

 0101   0001

0111   0011

       

0110   0010 

1011   1111

           

1010   1110

                

            

1001  0101   

              

       

0110   

 

           

1010   

a b c

Fig. 4. The procedure of the Gray code constellation optimization

Step2: According to the rule that the active subcarrier is encoded to 1 and the inactive subcarrier is encoded to 0,

each combination contains two 1s and two 0s when (Q, k) = (4, 2). So we remove the constellation points whose
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signal contents are not two 1s and two 0s. The Gray code constellation after removing is shown in Fig.4.b. The

remaining six constellation points are corresponding with the six combinations.

Step3: Combined with the combination-selection algorithm in section IV, we abandon the redundant combi-

nations. In this example, we should abandon 2 combinations although the number of the largest error probability

combinations is 3. Following the maximize the Hamming distance of all of the remaining combinations, we abandon

the combination [1100] in the second quadrant and the combination [0011] in the fourth quadrant. The Gray code

constellation after abandoning the combinations is shown in Fig.4.c.

Step4: Map the 4 optimized combinations into 2 bits Gray code. The mapping process is shown in Fig.5.

0001

11 10

Fig. 5. The mapping process

In general, the process of the optimal combination-mapping rule is shown as follows:

Step1: List the 2Q-QAM Gray code constellation.

Step2: Remain the constellation points which meet the conditions that the number of one is k and the number

of zero is Q− k. Remove the other constellation points.

Step3: Abandon the required number of combinations from the largest error probability combinations by following

both the optimal combination-selection algorithm in section IV and the rule that maximize the Hamming distance

of the remaining combinations.

Step4: Map the remaining combinations into corresponding p1 bits Gray code.

C. BER improvement

With Gray code bit mapping, the BER performance is independent of the transmitted combinations. Hence,

without loss of generality, we will select one combination in the first quadrant which is mapped into 0 as the

transmitted combination.

Assume that the probability of active subcarrier being wrongly decoded into inactive one or the inactive subcarrier

being wrongly decoded into active one in each combinations is P (0 < P < 1). Then the probability of the
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transmitted combination being incorrectly decoded is expressed as

Ps =

Nc∑
i=1

Ai, (32)

where Nc = 2p1 − 1 represents that the number of the combinations minus one. Ai = Pα, with α being the

Hamming distance between the transmitted combination and the other combinations. Then we have the following

expression for average BER

Pb =
1

p1

Nc∑
i=1

WiAi, (33)

where Wi is the Hamming distance between the bits mapped by the transmitted combination and the bits mapped

by the other combinations.

When Q and k are selected, the summation item 1
p1

∑Nc

i=1Wi for different mapping rule is the same. From the

optimal combination-mapping rule depicted in section V-B, the larger the Hamming distance between the original

combinations denotes a larger α, and the larger the Hamming distance between the mapping corresponding bits

represents a larger Wi. That is to say, when α is large, the item Wi in the front of Pα by following the optimal

mapping rule is larger than that by mapping randomly. As the summation item 1
p1

∑Nc

i=1Wi is a constant, when α

is small, the item Wi in the front of Pα by following the optimal mapping rule is smaller than that by mapping

randomly. For the reason of 0 < P < 1, then the Pb by following the optimal mapping rule is smaller than that by

mapping randomly. And for a smaller P , the superiority of the optimal mapping rule is more obvious.

Take (Q, k) = (4, 2) as an example. The average BER by following the optimal mapping rule is

Pb op =
1

2
(2P 2 + 2P 4). (34)

While BER by the mapping randomly is

Pb wp =
1

2
(3P 2 + P 4). (35)

Then we can calculate the difference

Pb op − Pb wp =
1

2
P 2(P 2 − 1) < 0. (36)

VI. SIMULATION RESULTS

In this section, simulations are carried out to validate the performance of the proposed FBMC-IM system and

the optimization algorithm. The main parameters of the system used are listed below:

• Sample rate: Fs = 15.36Msps
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TABLE III
SIR IMPROVEMENT OF THE FBMC-IM SYSTEM

Mode QPSK 8PSK
(Q, k) (4, 1) (4, 2) (4, 3) (4, 4)/FBMC (4, 1) (4, 2) (4, 3) (8, 7) (4, 4)/FBMC
SIR[dB] 43.7 39.9 36.8 34.0 43.8 40.1 36.7 35.7 34.0
η[bit/s/Hz] 1 1.5 2 2 1.25 2 2.75 3 3

• Subcarrier frequency separation: F0 = 15KHz

• Symbol duration: T = 1/15000s

• FFT/IFFT size: M = 1024

• Modulation mode: QPSK(N=4)/8PSK(N=8)

• Carrier frequency: Fc = 1GHz

• Mobile’s moving speed: v = 90km/h

The 3GPP LTE standardized Extended Vehicular A (EVA) channel [14] is adopted in our simulations. The channel

information is assumed to partly known at the receiver, with the doppler frequency still existing when we employ

an optimal ML detector to detect the transmit symbol. For the FBMC specified parameters: the EGF (Extended

Gaussian Function) [15] is adopted in our simulation with overlapping factor K = 8 and α = 2.

The SIR improvement is shown in table III, and Fig.6 shows the BER performance of the FBMC system and the

FBMC-IM system for QPSK and 8PSK. The subblock size Q is set to 4 or 8 and the number of active subcarriers

in each subblock k is set to 1, 2, 3 or 7. η denotes the spectral efficiency, which is defined as (p1 + p2)/Q. It

can be observed that the less of the number of active subcarriers, the higher SIR and the better BER performance

will be achieved. And the SIR gain in table III is consistent with that in Fig.6. Only when (Q, k) = (4, 3) for

QPSK modulation and (Q, k) = (8, 7) for 8PSK modulation, the FBMC-IM system has the same spectral efficiency

with the FBMC system. But the FBMC-IM system performs better compared with the conventional FBMC system.

Although it is at the cost of loss in spectral efficiency for other (Q, k), the index modulation shows its superiority in

performance when combined with FBMC system for both QPSK and 8PSK. When the modulation mode is 8PSK,

the FBMC system shows error floor because of the doppler. By applying index modulation to FBMC system, the

error floor disappears gradually as the k becomes smaller.

The BER performance of the FBMC-IM system without optimization and the FBMC-IM system with optimization

is presented in Fig.7, where the Comb. Chos. curve is the BER from p2G, the Comb. Map. curve is the BER from

p1G and the FBMC-IM curve is the BER of the FBMC-IM system, respectively. The modulation mode is QPSK

for Fig.7. After selecting the optimal combinations and following the optimal mapping rule, the FBMC-IM system

with optimization performs better than that without optimization. And the larger of Eb/N0, the superiority of the

optimal algorithm becomes more obvious. This is consistent with the theoretical analysis in BER improvement.
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Fig. 6. BER comparison of the conventional FBMC system and the FBMC-IM system, with QPSK (left) and 8PSK (right)

With the group number Q grows larger, there exists performance degradation in combination-selection algorithm.

This can be explained with the fact that we only abandon the combinations whose error probability is the largest.

However, The number of error bits will be large if there exists the second largest error probability combinations

when Q grows larger. Besides, there also exists performance degradation in combination-mapping rule. This is the

reason that more bits are carried by the indices of subcarriers when Q grows larger. When the modulation mode

changes to 8PSK, the BER improvement remains the same, which is evidenced by the results shown in Fig.8.
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Fig. 7. BER comparison of the FBMC-IM system without optimization and the FBMC-IM system with optimization, with (Q,k)=(4,2)
(left) and (Q,k)=(6,3) (right)
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Fig. 8. BER comparison of the FBMC-IM system without optimization and the FBMC-IM system with optimization, (Q,k)=(4,2) for 8PSK

VII. CONCLUSION

In this paper, we introduce index modulation to the FBMC system, and a better SIR and BER performance

can be achieved compared with the conventional FBMC system. After that, an optimal combination-selection

algorithm and an optimal combination-mapping rule for the FBMC-IM system are presented. By selecting the

optimal combinations from all of the combinations, using Gray code constellation to map the combinations to

specified bits and considering the maximum Hamming distance, a better BER performance of FBMC-IM system

can be achieved. The theoretical analysis and simulation results show the superiority of the FBMC-IM system in

BER performance under double-dispersive channels. The optimization of the combinations with which independent

index modulation is performed on the in-phase and quadrature component per subcarrier will be researched in the

future.
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