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THE USE OF THE HYPERBOLIC SMOOTHING
CLUSTERING ALGORITHM IN TAXONOMY

OF MACROALGAE
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Abstract. This work proposes a new methodological approach for
grouping data in taxonomy. Macroalgae of the genus Caulerpa were
selected as a study model on basis of their remarkable morphological
plasticity, and of the difficulty in identifying those algae using the tradi-
tional systematical methods. The results obtained from the application
of the hyperbolic smoothing algorithm demonstrate the feasibility of its
use in biological taxonomy. The new methodology herein proposed may
be used isolatedly or in association with other methodologies already
proven, not only in phycology, but also in other areas of biology.
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1. Introduction

Human beings have always attempted to classify the objects around, whether
animated or inanimated. Classifying the objects into collective categories is a req-
uisite for assigning them a name. Grouping objects is to recognise that such objects
are sufficiently similar to be placed in the same group; this is also accomplished
for identifying distinctions or separations between groups [43].
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Taxonomy or systematics is the science that deals with identification, nomen-
clature, and classification of objects of biological nature [40].

Biological systematics synthesises and ranks the diverse forms of life. Due to
the mega biodiversity and the so-called “hot spots” and their interactions, studies
on the field of systematics need to deal with the interaction between the different
areas of biology and of computational mathematics. Knowledge of computational
methods have a deep impact on the practices of systematics, not only for adding
speeding, but also for making taxonomic data more sophisticated and effective,
besides facilitating the dissemination and exchange of information, especially on
the world computer network [2, 14].

The increase of knowledge of systematic data, especially of DNA, and the in-
corporation of new methodologies have leveraged new forms of analysing data and
of practising the systematics. The fast-pace emergence of knowledge on new phy-
logenetic hypotheses enables the development of new methodologies and tools for
inferring phylogenetic relationships, and provides the availability of new forms of
evidence, enabling an increasingly accurate description of the evolutionary his-
tory [4, 25].

Systematics has evolved along with other sciences, including computation. How-
ever, there is still lack of knowledge to establish the quantity of vegetable and
animal life existent on Earth, due to the shortage of taxonomists and the lack
of relationship between biological knowledge and its mathematical and statistical
language [4, 32, 51].

Since the pioneer work by Fisher [18] on the use of grouping methods based
on metrics applied to plants of the genus Iris (Iris versicolour, Iris setosa, Iris
virginica), the number of reports on the use of grouping algorithms with biological
data has increased much along time.

Works such as those of [32,42], which report on the efficiency of computational
methods in systematic biology, have been frequent especially for studies of phy-
logeny [33, 37], conservation and biodiversity [26], particularly in phycology.

Several grouping techniques are described in the literature [28,29,38], and each
researcher has to apply his own wisdom to choose the most suitable to his particular
purpose, since different techniques may lead to different solutions [39].

One of the most used algorithms is the k-means. Although it has been proposed
over 50 years ago, it is still traditionally used as a quick tool that can be easily
understood and implemented [27, 45].

The clustering problem has applications in the most varied areas of research,
including, for example: graphics and visual computation, medical computation,
computational biology, communications networks, transport engineering, computer
networks, manufacturing systems, among others [30, 44, 67].

In general, obtaining the solution to a clustering problem corresponds to the
process of grouping the elements (objects) of a database (the set) in such a way
that the groups formed, or clusters, represent a configuration where each element
has more similarity with any element of that same cluster than it has with ele-
ments of other clusters. The purpose of such grouping process (clustering) is to
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gather the units of the sample in groups, by any classification criterion, with ba-
sis on similarity [5, 6] in a way that there is homogeneity within the group and
heterogeneity between groups [23, 52, 65].

Those clustering methods use diverse algorithms [19,52], among them the hier-
archical algorithms and those of partitioning [1, 17, 34, 65].

With traditional hierarchical clustering algorithms, the formation of clusters oc-
cur gradually through agglomerations or divisions of elements/clusters, generating
a hierarchy of clusters, usually represented by a tree structure or dendrogram [15].

The partitioning methods have the set of elements divided into ksubsets, kbeing
known or not, and each configuration obtained is evaluated by means of an objec-
tive function. If the clustering evaluation indicates that the configuration is not
appropriate for the problem in hand, a new configuration is obtained by migrating
elements between clusters, and the process goes on in an iterative form until some
criterion for stop is met. Thus, the clusters can be gradually improved, which do
not occur with the hierarchical methods [69].

In the present work another algorithm will be used: one that is a novelty in the
literature, but has been already showing an excellent performance, the hyperbolic
smoothing clustering method (HSCM) [66]. This paper will expose the use of this
new algorithm for classification of macroalgae with basis on biometric data of the
genus Caulerpa. The clusters formed through the use of this new methodology will
de analysed and discussed with basis on studies of the phylogeny of these algae.

2. Clustering problems

Let S = {s1, . . . , sm} denote a set of m patterns or observations from an
Euclidean space with n components, to be clustered into a given number q of
disjoint clusters. To formulate the original clustering problem as a min – sum –
min problem, we proceed as follows. Let xi, i = 1, . . . , q be the centroids of
the clusters, where each xi ∈ �n. The set of these centroids will be repre-
sented by x = (x1, x2, . . . , xq) ∈ Rnq. Given a point sj of S, we initially cal-
culate the Euclidean distance from sj to the nearest centroid. This is given by
zj = min

i
‖sj − xi‖2 , j = 1, . . . , m. The most frequent measurement of the quality

of a clustering associated to a specific position of q centroids is provided by the
minimum sum of squares (MSSC) of these distances:

minimize
m∑

j=1

z2
j (2.1)

subject to: zj = min
i

‖sj − xi‖2 , j = 1, . . . , m.

By performing an ε � 0 perturbation of problem (2.1) and by using an auxiliary
function φ(y) = max {0, y} we obtain the modified problem:

minimize
m∑

j=1

z2
j (2.2)

subject to:
q∑

i=1

φ ( zj − ‖sj − xi‖2) � ε, j = 1, . . . , m.
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Since the feasible set of problem (2.1) is the limit of (2.2) when ε → 0+ we
can then consider solving (2.1) by solving a sequence of problems like (2.2) with a
sequence of decreasing values for ε approaching 0.

However, analyzing problem (2.2), the definition of the function φ turns it into
an extremely rigid non-differentiable structure, which makes its computational
solution very hard. In view of this, the numerical method we adopt for solving
problem (2.2) takes a smoothing approach. From this perspective, let us define the
function φ (y, τ) = ( y+

√
y2 + τ2)/2, which has the following asymptotic property

lim
τ→0

φ (y, τ) = φ (y). So, by using the function φ in the place of the function φ, the
problem turns into

minimize
m∑

j=1

z2
j (2.3)

subject to:
q∑

i=1

φ ( zj − ‖sj − xi‖ , τ) � ε, j = 1, . . . , m.

To obtain a differentiable problem, it is still necessary to smooth the Euclidian
distance ‖sj − xi‖2. So, let us define the approximation function θ2 (sj , xi, γ) =√

n∑
l=1

(
sl

j − xl
i

)2 + γ2, which has the asymptotic property lim
τ→0

θ2 (sj , xi, γ) =

‖sj − xi‖2. By using the approximation smooth function θ of the Euclidian dis-
tance ‖sj − xi‖2 we obtain the following completely differentiable problem:

minimize
m∑

j=1

z2
j (2.4)

subject to:
q∑

i=1

φ (zj − θ (sj , xi, γ) , τ ) � ε, j = 1, . . . , m.

Since zj � 0, j = 1, . . . , m, the objective function minimization process will
work for reducing these values to the utmost. On the other hand, given any set of
centroids xi, i = 1, . . . , q, each term φ (zj − θ (sj , xi, γ) , τ) , j = 1, . . . , m, is an
increasing convex C∞ function in variable zj . So, these constraints will certainly
be active and problem (2.4) will finally be equivalent to problem:

minimize
m∑

j=1

z2
j (2.5)

subject to: hj(zj , x) =
q∑

i=1

φ (zj − θ (sj, xi, γ) , τ ) − ε = 0, j = 1, . . . , m.

Problem (2.5) is completely differentiable and due the properties of functions φ
and θ we can seek a solution to problem (2.1) by solving a sequence of sub-problems
like problem (2.5), produced by decreasing the parameters γ → 0, τ → 0, ε → 0.
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The dimension of the variable domain space of problem (2.5) is (nq + m). As,
in general, the value of the parameter m, the cardinality of the set S of the ob-
servations, is large, problem (2.5) has a large number of variables. However, it
has a separable structure because each variable zj appears only in one equality
constraint. Therefore, as the partial derivative of hj(zj , x) with respect to zj,
j = 1, . . . , m is not equal to zero, it is possible to use the Implicit Function The-
orem to calculate each component zj , j = 1, . . . , m as a function of the centroid
variables xi, i = 1, . . . , q. This way, the unconstrained problem

minimize
m∑

j=1

zj(x)2 (2.6)

is obtained, where each zj(x) results from the calculation of a zero of each equation

hj(zj , x) =
q∑

i=1

φ (zj − θ (sj , xi, γ) , τ ) − ε = 0, j = 1, . . . , m. (2.7)

Again, due to the Implicit Function Theorem, functions zj(x) have all derivatives
with respect to the variables xi, i = 1, . . . , q and therefore it is possible to calculate
the gradient of the objective function of unconstrained problem (2.6)

∇F (x) =
m∑

j=1

2 zj(x) ∇zj(x) (2.8)

where
∇zj(x) = −∇hj(zj , x) /

∂ hj(zj , x)
∂ zj

, (2.9)

while ∇hj(zj , x) and ∂ hj(zj , x) / ∂ zj are obtained from equation (2.7) and from
definitions of functions φ and θ. In this way, it is easy to solve the unconstrained
problem (2.6) by making use of any method based on first order derivative in-
formation. At last, it must be emphasized that problem (2.6) is defined on a
(nq)-dimensional space, so it is a small problem, since the number of clusters, q,
is usually very small for real-world applications.

The solution of the original clustering problem can be obtained by using the
general Hyperbolic Smoothing Clustering Method, HSCM, described below in a
simplified form:

The HSCM Method

Initialization Step:
Choose initial values: x0, γ1, τ1, ε1

Choose a reduction factor 0 < ρ < 1, let k = 1.
Main Step: Repeat until an arbitrary stopping rule is attained
Solve problem (2.6) with γ = γk, τ = τk and ε = εk, starting at the initial

point xk−1 and let xk be the solution obtained.
Let γk+1 = ρ γk, τk+1 = ρ τk, εk+1 = ρ εk, k = k + 1.
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3. The problem of classification of the algae

The algae form a heterogeneous set of organisms that vary in size, from the
unicellular and microscopic ones to the gigantic marine macroalgae. The algae are
also major contributors to biodiversity, with an estimated number of 10 million
species. The science that studies the algae is named phycology [21, 41].

While it is not possible to describe the organisation of primitive life with abso-
lute surety, fossil records strongly indicate that organisms similar to the present
algae were alive more than three billion years ago. This does not permit us to
assert categorically that the algae were the earliest living beings, for fossil records
are always incomplete, but there are signs that the algae, along with bacteria and
certain fungi, are extremely ancient organisms which, due to the photosynthesis
process, are responsible for the composition and structure of the earth atmosphere
as we know it today, enabling life on the surface of the Planet [24, 35, 58].

Because the algae do not constitute a definite taxonomic category, but a group of
diversified categories, so contrasting that fit into three different kingdoms (Monera,
Protista and Plantae), they even bear different denominations in other systems
based on molecular biology data [8]. The essentially negative nature of the def-
inition of algae demonstrates that their classification is extremely complex and
remains in full evolution [11, 47, 53, 56].

Several forms of classifying the organisms are known, and three of them de-
serve being highlighted with respect to classification of the algae: morpholog-
ical taxonomy, molecular taxonomy, and chemical taxonomy or chemotaxon-
omy [16,44, 54, 60].

• morphological taxonomy is the classification based on traditional morphology
criteria, via observation of the external characteristics. It has been traditionally
the most frequently used form of classifying an organism;

• molecular taxonomy uses molecular data for the taxonomic studies based on
the DNA or protein sequences.

• chemical taxonomy or chemotaxonomy is the classification based on the chem-
ical constituents of the organisms, that is, on the production of the natural
products (metabolites) by those organisms.

Nevertheless, the classification of the algae is still a much discussed subject, since
the number of divisions and the classes that include the algae vary from one
system of classification to another, from author to author, even in consequence of
the relative simplicity of the majority of the algae.

It is not our intent to discuss here the pros and against of dozens of systems
of classification of the algae, but to emphasise the importance of the use of a new
methodology that will contribute to the interpretation of the information obtained
along the process of identification of the measures, so as to be able to precisely
evaluate the metric limits of the population under study, and simultaneously be
able to observe multiple aspects during the formation of the groupings.

With regard to morphological identification, it is important to stress that even
experienced taxonomists may have difficulty in differentiating species that are very
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stolon

ronds

rhizoids

Figure 1. Photo of a specimen of the genus Caulerpa, with iden-
tification of its morphological structures (fronds, stolon, rizoids)
as used in classical taxonomy.

similar to one another, and that morphological taxonomy still constitutes the basis
for the biological classification in current use. However, the addition of molecular
studies on Caulerpa has clarified some of the problems of morphological plasticity
and of the phylogenetic consideration of certain species. Such morphological vari-
ation is reflected on the great confusion still existent in the identification of their
varieties and forms [7, 46].

One solution to these obstacles resides in the alliance between molecular biol-
ogy and morphological taxonomy. Therefore, the use of molecular tools should be
associated with taxonomic analysis, whenever possible.

This work proposes the use of an alternative methodology, one that uses mor-
phological data in the classification, such data having been discussed in the light
of molecular studies for the genus Caulerpa.

4. Results and discussion

Following, we present a new computational experience in order to demonstrate
the performance of HSCM (Hyperbolic Smoothing Clustering Method), in partic-
ular its capability to solve problems involving biometric data.

The data used were obtained from the morphological measures of three struc-
tures used in the traditional taxonomy of the macroalgae of the genus Caulerpa
(fronds, stolon and rhizoids) (Fig. 1).

The measures of the variables were extracted from [7] and are presented in
Table 1. The first column lists the algae under study. The second and third
columns show the measures of the minimum and maximum heights of the fronds,
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Table 1. Measures of the variables of Caulerpa species used in this work.

1st 2nd 3rd 4th 5th 6th 7th 8th 9th

1. C. ashmeadii 50 120 10 2.2 2 2.6 1.7 2

2. C. brachypus 5 22 2 4 0.55 1.04 355 500

3. C. cupressoides 20 11.5 1.7 9 1.1 3 0.2 2

4. C. fastigiata 0.3 12 0.2 1 0.09 0.3 50 660

5. C. kempfii 4.2 13 1 4.1 0.2 1 110 360

6. C. lanuginosa 50 160 4.8 9.4 0.4 6 0.58 1.47

7. C mexicana 6 75 4 16 0.4 2.2 0.1 1.02

8. C. microphysa 2.7 9.2 2.3 5.7 0.7 1 0.13 0.48

9. C. murrayi 1.4 2 1.51 2.31 0.1 0.29 0.01 0.02

10. C. prolifera 13 18 6 20 0.39 1.88 0.1 1

11. C. pusilla 1.6 8.4 0.8 2.75 0.07 0.42 0.05 0.17

12. C. racemosa 10 70 6 16 1.35 5.25 0.3 2.1

13. C. scalpelliformis 25 252 8 20 0.9 9.6 0.1 1.6

14. C. serrulata 5 23 2.1 3.1 1.6 2.9 1.3 2.2

15. C. sertularioides 12 92 3.5 14.2 0.4 3.3 0.1 2.1

16. C. taxifolia 65 80 3.3 4.6 1.3 1.5 0.5 0.7

17. C. verticillata 5.4 13.2 3.3 7.8 0.3 0.8 0.06 0.24

18. C. webbiana 3.5 11.3 1.2 1.5 0.12 0.2 0.01 0.36

respectively (2nd min., 3rd max.); Minimum and maximum widths of the fronds
are shown on the fourth and fifth columns, respectively (4th min., 5th max.); The
measures of the stolon diameter are shown on the sixth and seventh columns, re-
spectively (6th min., 7th max.); and those of the rhizoids are shown on the eighth
and ninth column, respectively (8th min., 9th max.). The experiments were exe-
cuted in a notebook Intel Core i7- 2620M Windows with 2.70 GHz and 8 GB RAM.

With the purpose of comparing the taxonomic result obtained through the
method with the results obtained through the use of molecular techniques for
taxonomy of the genus Caulerpa, research was carried out through documental
data such as primary sources, as well as bibliographic research involving works
specialised in phylogeny of the genus under study.

The genus Caulerpa was recognised by Lamouroux in 1809. These algae are
found in tropical marine environments and are traditionally recognised with basis
on their morphological characteristics [12, 59, 63].

Caulerpas have both economic and ecological importance. Some species are used
as food, in natura in salads or in preparation of other foods, and are cultivated in
small scale. They produce substances used against high blood pressure and also as
source of vitamins and mineral salts [62]. Biological properties like antiviral and
anticoagulant activity have been reported [20, 57].

These algae have attracted much attention in the latest years due to their
potential for substituting native vegetation, thereby altering the structure and
function of marine landscape. Because of their great facility of self-adaptation to
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Figure 2. Diagram of the division of the groups with the use of HSCM.

environmental variations, besides their fast-pace growth and propagation, they are
viewed by many researchers as being invasive algae that cause ecological imbal-
ance, mainly on Asian and Mediterranean coastlines [10]. They are in fact a plague.
Cases of bioinvasion have also been reported: they can dominate on a substratum
and compete against the native organisms. They have a remarkable spreading
capability, and possibly do not find natural predators, maybe because of their
production of caulerpenyne, which has a toxic effect, or because of environmental
conditions that limit the expansion of predators.

This genus presents considerable difficulty for taxonomic identification of
species, due to phenotypical plasticity in diagnostic characters [48], which may
explain the fact that, of 359 species (including forms and varieties) of the genus
Caulerpa, only 85 are taxonomically valid [22]. Thus, some researchers have often
been led to misdescribe different varieties and forms of one species [9, 13].

The application of the methodology presented herein enabled the formation of
groups, from successive partitions realised with the use of algorithm HSCM. A
diagram of such process can be seen in Figure 2.
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c d

e f

Figure 3. Photo of specimen of C. ashmeadii (c); C. taxifolia
(d); C. mexicana (e) and C. sertulararioides (f).

The results obtained with the application of the new methodology presented
herein reaffirms that, in taxonomy, the physical reality is the form, the format, and
the function of the organ (or of the organs). This is accepted in the taxonomists’
activity, because it can be verified by anyone.

Studies by [50] reported that in a universe of 241 samples of the genus Caulerpa,
12,7% were morphologically classified wrongly by experienced phycologists. Species
of C. ashmeadii, C. taxifolia, C. mexicana, and C. sertularioides are morphologi-
cally similar, and one can often be taken for another.

In our results, the algae C. ashmeadii and C. taxifolia are grouped in a same
cluster (Graph 1). In the work by [7], these species have 100% sequence homology
when compared through cpDNA tuf A analyses, a fact that demonstrates high phy-
logenetic affinity as well as results that are compatible with the method proposed.

Also, in our results, the groups obtained are similar to those of the studies
by [36, 50], which shows that C. taxifolia and C. mexicana form clades that were
placed separately in phylogenetic trees, that is, in different groups according to
our method (Graph 2).

By observing species C. kempfii, C. verticillata and C. pusilla, it is possible to
recognise similar morphological characters, such as the rather small delicate thallus
with assimilating branches covered by verticils of ramuli dichotomically branched.
According to [61], the main characteristic differing C. verticillata from C. pusilla
is the absence of pilosity on the stolon of the former (Fig. 4).
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a b 

Figure 4. Photo of specimen of C. verticillata (a) and C. pusilla (b).

 

 

1st PARTITION 
GROUP  1 (red) 
SPECIES  1  C. ashmeadii  
SPECIES  6  C.  lanuginosa  
SPECIES  7  C. mexicana  
SPECIES 10  C. prolifera  
SPECIES 12  C. racemosa  
SPECIES 13  C. scalpelliformis  
SPECIES 15  C. sertularioides  
SPECIES 16  C. taxifolia  
GROUP  2 (black) 
SPECIES  2  C. brachypus 
SPECIES  3  C. cupressoides  
SPECIES  4  C. fastigiata 
SPECIES  5  C. kempfii  
SPECIES  8  C. microphysa  
SPECIES  9  C. murrayi 
SPECIES 11  C. pusilla  
SPECIES 14  C. serrulata  
SPECIES 17  C. verticillata  
SPECIES 18  C. Webbiana 

 1.  First division: two clusters. 

Graph 1: Graphic representation of the clusters formed by the first partition
using HSCM.

 

 

 

 2.  Second division: three clusters.

2nd PARTITION 
GROUP  1 (red) 
SPECIES  1  C. ashmeadii  
SPECIES  6  C. lanuginosa                                
SPECIES 12 C. racemosa  
SPECIES 13 C. scalpelliformis  
SPECIES 16 C. taxifolia  
GROUP  2 (black) 
SPECIES  2  C.brachypus                                      
SPECIES  4  C. fastigiata                                       
SPECIES  5  C. kempfii   
GROUP  3 (blue) 
SPECIES  3  C. cupressoides            
SPECIES  7  C. mexicana                              
SPECIES  8  C. microphysa   
SPECIES  9  C. murrayi  
SPECIES 10  C. prolifera  
SPECIES 11  C. pusilla   
SPECIES 14  C. serrulata   
SPECIES 15  C. sertularioides  
SPECIES 17  C. verticillata  
SPECIES 18  C. webbiana  

Graph 2: Graphic representation of the clusters formed by the second partition
using HSCM.

According to [7], the positioning of C. pusilla in the cladogram did not corre-
spond to the one found with basis on its morphological characters, for C. pusilla
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had been positioned along with C. cupressoides and C. serrulata, which are species
that have a robust thallus reaching beyond 20 cm in length (Graph 3).

 

 

 

 

 

 

 

 

 

 

 

 

3.  Third division: four clusters.

3rd PARTITION 
GROUP  1 (red) 
SPECIES  6  C. lanuginosa                           
SPECIES  7  C. mexicana                                
SPECIES 10  C. prolifera                        
SPECIES 12  C. racemosa                          
SPECIES 13  C. scalpelliformis            
SPECIES 15  C. sertularioides                     
GROUP  2 (black) 
SPECIES  2  C. brachypus                                      
SPECIES  4  C. fastigiata                                     
SPECIES  5  C. kempfii    
GROUP  3 (blue) 
SPECIES  1  C. ashmeadii           
SPECIES 16 C. taxifolia                   
GROUP  4 (green) 
SPECIES  3  C. cupressoides                
SPECIES  8  C. microphysa                    
SPECIES  9  C. murrayi                                  
SPECIES 11  C. pusilla                             
SPECIES 14  C. serrulata                          
SPECIES 17  C. verticillata                                
SPECIES 18  C. webbiana     

Graph 3: Graphic representation of the clusters formed by the third partition
using HSCM.

This result is similar to the one found with the application of the method
presented herein. It has been also verified that the results were consistent with the
molecular studies by [68] on the C. webbiana phylogenetic pattern, in studies of
phylogenetic trees with 90% and 100% of bootstrap, reinforcing that C. webbiana
is closer to the group containing the varieties of C. cupressoides and C. serrulata
(Graph 4).

 

 

 

 

 

 

 

 

 

 

 

 

 

 4.  Fourth division: four clusters. 
4. Quarta divisão: cinco clusters. 

4th PARTITION 
GROUP  1 (red) 
SPECIES  3  C. cupressoides   
SPECIES  8  C. microphysa   
SPECIES  9  C. murrayi                                   
SPECIES 11  C. pusilla                                
SPECIES 14  C. serrulata   
SPECIES 17  C. verticillata                                  
SPECIES 18  C. webbiana                                       
GROUP  2 (black) 
SPECIES  2  C. brachypus                                      
SPECIES  4  C. fastigiata                                     
SPECIES  5  C. kempfii   
GROUP  3 (dark blue) 
SPECIES  6  C. lanuginosa                                    
SPECIES 13 C. scalpelliformis  
GROUP  4 (green) 
SPECIES  1  C. ashmeadii .                                         
SPECIES 16  C. taxifolia  
GROUP  5 (light blue) 
SPECIES  7  C. mexicana  
SPECIES 10  C. prolifera   
SPECIES 12  C. racemosa   
SPECIES 15  C. sertularioides   

Graph 4: Graphic representation of the clusters formed by the fourth partition
using HSCM.
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Even not presenting morphological similarities, C. mexicana, C. prolifera, C.
racemosa, and C. sertulararioides (Graph 5) form a group in the fourth partition,
similar to the one proposed by [31].

 

5.  Fi�h division: six clusters. 

 
5th PARTITION 
GROUP  1 (red) 
SPECIES  2  C. brachypus  
GROUP  2 (black) 
SPECIES  3  C. cupressoides   
SPECIES 14  C. serrulata   
GROUP  3 (dark blue) 
SPECIES  8  C. microphysa   
SPECIES  9  C. murrayi  
SPECIES 11  C. pusilla   
SPECIES 17  C. verticillata  
SPECIES 18  C. webbiana  
GROUP  4 (green) 
SPECIES  4  C. fastigiata  
SPECIES  5  C. kempfii  
GROUP  5 (light blue) 
SPECIES  6  C. lanuginosa  
SPECIES 13  C. scalpelliformis   
GROUP  6 (pink) 
SPECIES  7  C. mexicana  
SPECIES 10  C. prolifera                         
SPECIES 12  C. racemosa   
SPECIES 15  C. sertularioides   

Graph 5: Graphic representation of the clusters formed by the fifth partition
using HSCM.

The group formed by C. cupressoides and C. serrulata (Graph 6) is similar to
the result obtained by [7] when comparing analyses of the tufA genetic sequences
with those of cpDNA and obtained evidence of high phylogenetic affinity between
them. Thus, no consistent pattern has been observed in the relationship between
morphological characters and placement on the phylogenetic tree of taxonomic
units based on molecular markers. Similarly, [36] observed in their study on C.
cupressoides and C. serrulata that these are clearly different in morphological
characteristics, but present paraphyletic lineage.

Also isolated is C. brachypus (Graph 7), demonstrating that the species, al-
though similar to C. prolifera, is distinct from all other Caulerpa species under
study. In consequence of phylogenetic studies reported by [64], this species was
proposed to constitute a phylogenetically separate group, which corroborates the
results found in our analysis.

According to [55], C. scalpelliformis is a species aside from the others, remaining
in an isolated terminal clade, in agreement with our results.

5. Conclusion

The systems of classification, in their generality, are diverse, emphasise their
authors personal points of view, and for such reasons are questionable and sus-
ceptible to corrections and modifications, exactly because they deal with living
organisms which are subject to continuous alterations and the influence of the
environment.
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In Taxonomy, information systems based on morphological characters are still
the most acknowledgeable, in spite of the constant development and improvement
of the numerous systems of classification based on an ample range of morphological
and non-morphological information.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

6.  Sixth division: seven clusters. 

6th PARTITION 
GROUP  1 (red) 
SPECIES  2  C. brachypus  
GROUP  2 (black) 
SPECIES  3  C. cupressoides   
SPECIES 14  C. serrulata   
GROUP  3 (dark blue) 
SPECIES  8  C. microphysa   
SPECIES  9  C. murrayi  
SPECIES 11  C. pusilla   
SPECIES 17  C. verticillata  
SPECIES 18  C. webbiana  
GROUP  4 (green) 
SPECIES  4  C. fastigiata  
SPECIES  5  C. kempfii  
GROUP  5 (light blue) 
SPECIES  6  C. lanuginosa  
SPECIES 13  C. scalpelliformis   
GROUP  6 (pink) 
SPECIES  7  C. mexicana  
SPECIES 10  C. prolifera                         
SPECIES 12  C. racemosa   
SPECIES 15  C. sertularioides   
GROUP  7 (yellow) 
SPECIES  1  C. ashmeadii.                                         
SPECIES 16 C. taxifolia 

Graph 6: Graphic representation of the clusters formed by the sixth partition
using HSCM.

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

7th PARTITION 
GROUP  1 (red) 
SPECIES  8  C. microphysa   
SPECIES  9  C. murrayi  
SPECIES 11  C. pusilla   
SPECIES 17  C. verticillata  
SPECIES 18  C. webbiana  
GROUP  2 (black) 
SPECIES  2  C. brachypus  
GROUP  3 (blue) 
SPECIES  4  C. fastigiata  
SPECIES  5  C. kempfii  
GROUP  4 (green) 
SPECIES  3  C. cupressoides  
SPECIES 14  C. serrulata  
GROUP  5 (light blue) 
SPECIES  1  C. ashmeadii  
GROUP  6 (pink) 
SPECIES  7  C. mexicana  
SPECIES 10  C. prolifera   
SPECIES 12  C. racemosa   
SPECIES 15  C. sertularioides  
GROUP  7 (yellow) 
SPECIES  6  C. lanuginosa  
SPECIES 16  C. taxifolia   
GROUP  8 (brown) 
SPECIES 13  C. scalpelliformis  

7.  Seventh division: eight clusters. 

Graph 7: Graphic representation of the clusters formed by the seventh partition
using HSCM.

Therefore, the most adequate classification tool will depend on the character-
istics the taxonomist has at hand, and on the best analytical treatment for those
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characteristics. So, “each case is a case” and the user must always study his prob-
lem carefully, because with the emergence of new grouping methods it became ever
more important to use judgment in order to choose a method that in fact solves
the problem, or at least helps to meet the user’s need for classification. A grouping
method that satisfies the requisites of a group of users may not satisfy the requi-
sites of another, since the appropriate grouping is in the specialist’s perspective.
Indeed, data grouping should involve the needs of the user or the application of
such data.

This work major contribution was to present a new algorithm that may be used
unequivocally in several areas, especially in taxonomy. This new view broadens
the scope of utilisation of this tool, serving as inspiration for future works.

The algorithm proposed is functional, robust, and highly promising in its diver-
sity of application.
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