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AN INEXACT ALGORITHM WITH PROXIMAL DISTANCES FOR
VARIATIONAL INEQUALITIES

E.A. PArA QuirozY*, L. MALLMA RAMIREZ? AND P.R. OLIVEIRAZ

Abstract. In this paper we introduce an inexact proximal point algorithm using proximal distances for
solving variational inequality problems when the mapping is pseudomonotone or quasimonotone. Under
some natural assumptions we prove that the sequence generated by the algorithm is convergent for the
pseudomonotone case and assuming an extra condition on the solution set we prove the convergence
for the quasimonotone case. This approach unifies the results obtained by Auslender et al. [Math Oper.
Res. 24 (1999) 644-688] and Brito et al. [J. Optim. Theory Appl. 154 (2012) 217-234] and extends the
convergence properties for the class of ¢-divergence distances and Bregman distances.
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1. INTRODUCTION

In this paper we consider the following variational inequality problem (VIP): find 2* € C and y* € T(z*),
such that

(y*,x —2*) >0, VzeC, (1.1)

where T : R"=IR" is a (point-to-set) mapping, C' is a nonempty open convex set in IR" and C is the euclidean
closure of C. The above model covers as particular cases optimization problems, urban traffic equilibrium
problems, linear and nonlinear complementarity problems, economic equilibrium problems, among others, see
for example Harker and Pang [10] and Facchinei and Pang [9]. Observe also that the above model is a particular
case of equilibrium problems, see for example [4, 11, 12].

There are several methods for solving the (VIP), for example, methods based on merit functions, interior
point methods, projective methods, proximal point methods (PPMs), splitting methods, among others, see
Vol II of the book of Facchinei and Pang [9].

Given the theoretical importance of the PPM for very general problem classes and algorithms, in this paper
we are interested in solving the problem (1.1), but when the mapping is not necessarily monotone, specifically,
when 7T is pseudomonotone or quasimonotone. Recall that in the monotone case it is possible to obtain global
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convergence of the proximal method to a solution of (1.1), see for example Theorem 12.3.7 of Facchinei and
Pang [9].

The (VIP) when the mapping T is pseudomonotone and quasimonotone, have been recently studied by
some researches. Langenberg [16] studied the convergence properties of a inexact version of the (PPM) using
Bregman like distances when the mapping T is pseudomonotone, this author proved the global convergence
of the proposed method. Brito et al. [5] proved a weak convergence property (if the intersection of the set of
cluster points and a certain solution set is nonempty then the sequence converges) of an exact (PPM) when the
mapping is quasimonotone using a class of second order homogeneous distances which includes the logarithmic
quadratic distance. Langenberg [18], under some appropriate assumptions, proved the convergence of an inexact
(PPM) using a class of Bregman distances.

On the other hand, Auslender and Teboulle [2] have been developed an unified analysis of the (PPM) using
the so called proximal distances, which include Bregman distances, logarithmic quadratic and -divergence
distances, to solve convex optimization problems.

To obtain convergence properties for a large class of distances, it would be interesting to extend the
above approach to solve (VIP) when the mapping is not necessarily monotone. This is the motivation of the
present paper. Specifically, we study the inexact proximal iterations of the form: given z¢~1 € C find 2* € C
y u* € T(2*) such that

ub + N\ Vid(2h, a1 = e,

where T is a pseudomonotone or quasimonotone mapping, Ay is a positive parameter, d is a proximal distance,
see Section 2.1, and e* € IR™ is an approximation error given by:

Z el )

*f\e wk>|

k=1

< +o0 (1.3)

The above error criteria is standard in PPMs. It was introduced by Eckstein [8] and has been used by several
researches, see for example Auslender et al. [3], Kaplan and Tichatschke [13], Xu et al. [26], Solodov and Svaiter
[24]. According Eckstein (1998), this error criteria is practical and easily verifiable.

The main contributions of this paper are the following:

e The global convergence of the proposed algorithm, using proximal distances, when 7" is a pseudomonotone
mapping and the weak convergence when the mapping is quasimonotone. Our results unifies the conver-
gence to the proximal methods introduced by Auslender et al. [3] and Brito et al. [5] and extends the
convergence properties for the class of p-divergence and Bregman distances.

e We analyze the substitution of a classical condition on the proximal distance, see condition (Ivii) in
Definition 2.7, by another ones, see condition (Iviii) on the same definition, to work with nonlinear
constraints in the (VIP). We obtain, in general, the same convergence properties of the proposed algorithm.

e Introducing an extra condition on the proximal distance, see condition (Iix), to get rid the condition (1.3)
in the proposed algorithm. Furthermore, we give a new algorithm for constrained minimization problems
with quasiconvex objective functions with global convergence results.

This paper is organized as follows: Section 2 gives some basic results used throughout the paper. In Section 3 we
introduce the proposed method. In Section 4 we study the convergence of the sequence generated by the method,
analyzing the pseudomonotone and quasimonotone cases respectively. In Section 5 we analyze the adaptation
and a variant of the method to solve minimization problems with quasiconvex objective functions.
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2. BASIC RESULTS

Throughout this paper IR" is the Euclidean space endowed with the canonical inner product (, ) and the norm

1/2

of z given by [|z|| := (z,z) /" . Let B € IR™*" be a symmetric and positive definite matrix, we denote ||z| 5 :=

(Bz,z)'/*. We also denote the Euclidean ball centered at @ with ratio e as B(z,e) ={y € R" : |ly — || < ¢}.
The interior, closure and boundary of a subset X C IR" is denoted by int(X), X and bd(X), respectively.

Lemma 2.1. Let {vi},{v} and {Br} be nonnegative sequences of real numbers satisfying vp+1 < (1 + k) vi +
Br such that Y po | Br < 00, > pey Y& < 00. Then , the sequence {vy} converges.

Proof. See Lemma 2, page 44 of Polyak [22]. O
Definition 2.2. Let T : IR"=IR" be a mapping. The domain and the graph of T are defined as

D(T)={x € R": T(x) # 0}.
G(T)={(x,v) e R"xR":x € D(T), veT(x)}.

Definition 2.3. A mapping 7 : R"=IR" is closed at Z if for any sequence {xk} C IR™ and any sequence
{v*} C R"™ such that (2*,v*) € G(T) and (2*,v*) — (&,v), implies that ¥ € T(z).

Proposition 2.4. A mapping T : IR"=IR" is locally bounded if and only if T(B) is bounded for every bounded
set B. This is equivalent to the property that whenever v* € T(x*) and the sequence {x*} C IR" is bounded,
then the sequence {v*} is bounded.

Proof. See Proposition 5.15 of Rockafellar and Wets [23]. O

Definition 2.5. A mapping 7 : R" —
— R" is:

i. Strongly monotone if there exists a > 0 such that

(w—v,2-y) > als—y|?, (2.1)
for all (z,u), (y,v) € G(T).
ii. Monotone if
(u—v,z—y) >0, (2.2)
for all (x,u), (y,v) € G(T).
iii. Pseudomonotone if
v,z —y) > 0= (u,z —y) >0, (2.3)
for all (z,u), (y,v) € G(T).
iv. Quasimonotone if
v,z —y) >0= (u,z—y) >0, (2.4)

for all (z,u), (y,v) € G(T).
v. Weakly monotone if exists p > 0 such that

(u—v,z—y) = —pllz -y, (2.5)
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for all (x,u), (y,v) € G(T).
vi. Locally weakly monotone if for each z € int(D(T)) there exist ¢, > 0 and p, > 0 such that for all
z,y € B(z,€,) N D(T') we have

(u—v,2—y) > —p, |lz —y|, (2.6)

for all w € T(z) and all v € T'(y).

2.1. Proximal distances

In this subsection we present the definitions of proximal distance and induced proximal distance, introduced
by Auslender and Teboulle [2]. This approach has been used in the works of Villacorta and Oliveira [25], Papa
Quiroz and Oliveira [20], Papa Quiroz et al. [21].

Definition 2.6. A function d : R" x R" — IR, U {400} is called a proximal distance with respect to an open
nonempty convex set C' if for each y € C it satisfies the following properties:

i. d(-,y) is proper, lower semicontinuous, strictly convex and continuously differentiable on C;
ii. dom (d(-,y)) C C and dom(01d(-,y)) = C, where d1d(-,y) denotes the classical subgradient map of the
function d(-,y) with respect to the first variable;
iii. d(-,y) is coercive on IR" (i.e., limj|y |00 d(u,y) = +00);
iv. d(y,y) =0.

We denote by D(C) the family of functions satisfying the above definition.

Property i. is needed to preserve convexity of d(-,y), property ii will force the iteration of the proximal
method to stay in C, and the property iii is useful to guarantee the existence of the proximal iterations. For
each y € C, let V1d(-,y) denote the gradient map of the function d(-,y) with respect to the first variable. Note
that by definition d(-,-) > 0 and from iv. the global minimum of d(,y) is obtained at y, which shows that

Definition 2.7. Given d € D(C), a function H : R" x R" — IRy U {400} is called the induced proximal
distance to d if H is a finite-valued function on C' x C and for each a,b € C' we have:

(Ii) H(a,a)=0.
(Tii) (c—b,V1d(b,a)) < H(c,a) — H(c,b), VceC.

Let us denoted by (d, H) € F(C) to the proximal distance that satisfies the conditions of Definition 2.7.

We also denote (d, H) € F(C) if there exists H such that:

(Iiii) H is finite valued on C x O satisfying (Ii) and (Iii), for each c € C.
(Iiv) For each ¢ € C, H(c,-) has level bounded sets on C.

Finally, denote (d, H) € F4(C) if

(Iv) (d,H) € F(C).
(Ivi) Vye Cy V{y*} C C bounded with limy_, { o, H(y,y*) = 0, then lim;_, 1o ¥* = ¥.
(Ivii) Vy € C,y  V{y*} C O such that limj_, o y* = y, then limy_, o H(y,y*) = 0.

The main result in this paper will be obtained when (d, H) € F(C). Several examples of proximal distances
which satisfy the above definitions, for example Bregman distances, distances based on ¢- divergences and
distances based on second order homogeneous proximal distances, were given by Auslender and Teboulle [2],
Section 3.
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Remark 2.8. In this paper conditions (Ivi) and (Ivii) will ensure the global convergence of the sequence
generates by the proposed algorithm. As we will see in Proposition 2.11, the condition (Ivii) may be substituted
by the following condition:

(Iviii) H(.,.) is continuous in C' x C and if {y*} C C such that limy_, 1o y* =y € bd(C) and § # y is another
point in bd(C) then limy_, o H(7,y*) = +oc.

According to Langenberg and Tichatschke, see [18] on the page 643 (which is based on the papers of Kaplan
and Tichatschke [14] and Kaplan and Tichatschke [15]), the above condition for induced Bregman distances
holds when nonlinear constraints are active at y = limy_, 1 oo y* while condition (Ivii) holds only when all the
active constraints are affine.

Definition 2.9. Let (d, H) € F(C). We say that the sequence {z'} C C is H-quasi-Fejér convergent to a set

_ +oo
U C C if for each u € U there exists a sequence {¢ }, with ¢, > 0 and ) ¢ < 400 such that
=1

H(u,z') < H(u, 271 + €.

Proposition 2.10. Let (d,H) € F,(C) and {z'} C C be a sequence H-quasi-Fejér convergent to U C C then
{2!} is bounded. If, furthermore, there exists a cluster point Z of {z'}, belongs to U, then the whole sequence
{2} converges to Z.

Proof. Let u € U, from the H-quasi-Fejér convergent assumption we have

—+o0
H(u,z') < H(u,2°) + Zel.
=1

Thus, 2! € Ly (u,a) :=={y € C: H (u,y) < a}, where a = H (u,2") + S % €. From Definition 2.7, (Iiv),
Ly (u,«) is bounded and therefore {zl} is a bounded sequence.

Let z and 2* two cluster points of {z!} where 2l — #z and z!* — 2* with z € U, then from Definition 2.7
(Ivii), H(z,2%) — 0 and H(z*,2') — 0. As H(z, 2') is convergent, see Lemma 2.1, and the sequence H(z, z!7)
converges to zero we obtain that H(z,2!) — 0 and particularly H(z, z!*) — 0. From Definition 2.7, (Ivi), we
obtain that z/* — Z and due to the uniqueness of the limit we have z* = z. Thus, {2'} converges to Z. O

The following proposition weakens the above result and it will be important to stabilize the global convergence
of the proposed algorithm, when we substitute the condition (Iviii) instead of (Ivii) in Definition 2.7.

Proposition 2.11. Let (d, H) € F,(C) satisfying the condition (Iviii) instead of (Ivii) and {z'} C C be a
sequence H -quasi-Fejér convergent to U C C then {z'} is bounded. If, furthermore, any cluster point of {z'},
belongs to U, then the whole sequence {z'} converges.

Proof. The boundedness of {z'} is immediate. Let Z and z* be two cluster points of {z'} where 2/ — Zz and

2l — z* then, from the assumption, z,z* € U both {H(z,2')} and {H(z*,2')} converge. We analyze three
possibilities.

i. If z* and Z belong to bd(C) and suppose that Z # z*, then from assumption (Iviii), H(z*,2%) — 400,
which contradict the convergence of {H(z*, z!)}, then we should have z = z*.
ii. If z* and Zz belong to C, from continuity of H(.,,) in C' we have H(z*, 2!*) — 0. As {H(2*,2')} converges
then H(z*,2%) — 0. Using the condition (Ivi) we have 2! — 2*, thus z = 2*.
191. Without lost of generality we can suppose that z* € C and z € bd(C). Then, using the same argument as
the case i, we have that z = 2*, which is a contradiction, so this case is not possible.

O
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Definition 2.12. Given a symmetric and positive definite matrix B € IR"*" and d € D(C). We say that d is
strongly convex in C' with respect to the first variable and with respect to the norm ||.||p, if for each y € C
there exists a > 0 such that

(Vid(z1,y) — Vid(za,y), 21 — x2) > a||lx1 — 2|3, V1,20 € C.

Definition 2.13. Given a symmetric and positive definite matrix B € IR"*" and d € D(C). We say that d is
locally strongly convex in C with respect to the first variable and with respect to the norm |||z, if for each
y € C and each x € C there exist ¢, > 0 and a, > 0 such that

<V1d($17y) - Vld(any),xl - l'2> Z Oy ||x1 - x2HQB 5 le,xg S B(xaew)'

Lemma 2.14. Let d € D(C), dom(T) N C # 0 and B € IR"™™" be a symmetric and positive definite matriz.
Given an arbitrary point y € C, if T is a locally weakly monotone mapping with constant p > 0, d(.,y) is locally
strongly convex with respect to the norm ||.||p, with constant o and {Br} is a sequence of positive numbers
satisfying

p

5k25>m7

where Amin(B) denotes the smallest eigenvalue of B, then F(.) :=T + BxV1d(.,y) is locally strongly monotone
with constant Baimin(B) — p.

Proof. The proof follows the same steps from Lemma 5.1 of Brito et al. [5], considering local information, T as
a point to set mapping and substituting in that lemma VD4 by Vid and AT A by B respectively. O

3. INEXACT PROXIMAL METHOD
We are interested in solving the (VIP): find * € C and y* € T(x*), such that

(y*,z —2*) >0, Vxel, (3.1)
where T : R" — B
— IR" is a mapping not necessarily monotone, C' is a nonempty open convex set, C' is the closure of C' in IR"
and

D(T)NnC # 0.

Now, we propose an extension of the PPM with a proximal distance to solve the problem (3.1).
Inexact algorithm

Initialization: Let {\x} be a sequence of positive parameters and a starting point:
e C. (3.2)
Main steps: For k =1,2,..., and 271 € C, find 2* € C and u* € T(z*), such that:
ub + N\ Vid(2h, a1 = e, (3.3)

where d is a proximal distance such that (d, H) € F,(C) and e* is an approximation error which satisfies some
conditions to be specified later.
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Stop criterion: If ¥ = 2%~ or 0 € T'(z*), then finish. Otherwise, to do k — 1 - k and return to Main steps.
Throughout this paper, we assume the following assumptions:

(H1) For each k € IV, there exists zk e C.
(H2) The solution set SOL(T,C') of (VIP) is nonempty.

Remark 3.1. Some sufficient conditions to ensure the assumption (H1) were presented in Theorems 5.1 and
5.2 of Brito et al. [5] and Theorems 1 and 2 of Langenberg [16].

Remark 3.2. Suppose that T is locally weakly monotone where each locally weakly monotone constants p is
bounded from above by m > 0, that is, for each x € C, the constant p,, from Definition 2.5, vi, satisfies p, < m.
If d(.,y) is strongly convex for each y € C' with constant « then, taking

m

Ak = Amin(B)’

V

for each k € IV, the mapping F' := T'(.) + A, V1d(., 2¥71) is always locally strongly monotone in C. Furthermore,
if T is (globally) weakly monotone with constant p then taking
p

Ak Amin(B)’

v

we obtain that T'(.) + A\, V1d(.,z871) is always (globally) strongly monotone in C.

In the above cases, the subproblem (3.3) is well conditioning. Moreover, assuming for simplicity that F' is
sufficiently smooth and given z*~! € C, to find the point 2* € C in (3.3) we can apply efficiently, for example,
some of the following methods:

The so-called damped Newton method:
= (JF(EY)TIF(RY, 1=0,1,2,...

where z° is an arbitrary point of C, JF is the Jacobian of F and the step size oy, 0 < oy < 1 is chosen so
that F(z) decrease monotonicaly, that is, || F(2!71)|| < ||F(2)]].
The Levenberg-Marquardt method:

2=t — (oul + JF(;;I))71

F(ZH, 1=0,1,2,...
where o > 0 is a certain parameter for each [. Observe that there exist different strategies for adjusting
ay, see for example Ortega and Rheinbolt [19].

4. CONVERGENCE RESULTS

In this section, under some natural conditions, we prove that the proposed method converges. We divide the
analysis in two cases: the pseudomonotone case and the quasimonotone ones. Moreover, as we are interested in
the asymptotic convergence of the method, we assume in each iteration that ¥ # 2*~! for each k =1,2,... In
fact, if z¥ = 2¥~1, for some k, then Vd(z*,2¥~1) = 0 and from (3.2) to (3.3) we have that e* € T(z*), that is,
x¥ is an approximate solution of (VIP).

Example 4.1. Consider the operator T(z1,22) = (=21 (1 — 222),e~"3(1 — 222)), see [1]. This operator is not
monotone but is pseudomonotone, then the proposed algorithm may be applied to solve the VIP with C' = Ri.

Example 4.2. Consider the operator T'(z1,x2) = e~ 71T (w1,72). This operator is not monotone but it is
quasimonotone, then the proposed algorithm may be applied to solve the VIP with C' = Bi.



166 E.A. PAPA QUIROZ ET AL

4.1. Pseudomonotone case

Proposition 4.1. Let T be a pseudomonotone mapping, (d, H) € F(C), and suppose that assumptions (H1)
and (H2) are satisfied. Then, for each k € IN, we have

H(Z,2") < H(z,2" ') — — <ek,§c - 1'k> , (4.1)

for all z € SOL(T, C).
Proof. Since 7 € SOL(T,C), there exists 4 € T(Z) such that (u,z—=) > 0 for all z € C, in particular
<H, xk — f> > 0. Using the pseudomonotonicity of T', we have that for all u* € T'(2*), k € IV, the above inequality
implies <uk, zk — T> > 0. Now, from (3.3) we have:
0< <uk,xk — :E) = <ek — )\kvld(xk,xk_l),xk - f> = <€k71'k — 5B> + Ak <V1d(:rk,xk_1),5v — xk>,
thus,
0 < (¥ 2% — 2) + A\p (Vad(a", 2 71), 7 — 2F).

Since (d, H) € F(C) and from Definition 2.7, (Iii), it follows that

Then,

O

Proposition 4.2. Let T be a pseudomonotone mapping, (d, H) € F(C), and suppose that assumptions (H1)
and (H2) are satisfied. If the following additional conditions are true:

+00 k
[ (4.2)
Ak
k=1
+oo | ek,xk>| S (4 3)
S ’

then
a) {z*} is H-quasi-Fejér convergent to the set SOL(T, C), that is,

H (f,xk) <H (i,xk_l) + €,
for each k € IN and all & € SOL(T, C), where €* = i (Il 1|z + [(e*, z*)]) satisfying S ek < 4o

b) {H(z,2*)} converges for all z € SOL(T,C).
c) {z*} is bounded.
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Proof. a) Using the Cauchy-Schwarz inequality in (4.1) we have for all z € SOL(T, C):

1
H(z,z") < H(z, 2" 1) + oW
k

(el + (e, 2*)1) - (4.4)
Let e = L (Hek||||ﬂi|\ + [(e¥,z*)]), then H (z,2%) < H (z,2"') + €*, and from (4.2) and (4.3) we have
S ek < 0.

b) It is immediate from a) and Lemma 2.1.

c) It is also immediate from a) and Proposition 2.10. O

It is possible to get rid the assumption (4.3) in Proposition 4.2, to obtain that {H(z,z*)} is convergent
and {z*} is bounded, for a class of induced proximal distances which includes Bregman distances given by the
standard entropy kernel and all strongly convex Bregman functions, see Kaplan and Tichatsche [13]. We prove
this fact in the following proposition.

Proposition 4.3. Let T be a pseudomonotone mapping, (d, H) € F(C), and suppose that assumptions (H1)
and (H2) are satisfied. If only the condition (4.2) is satisfied and suppose that the induced proximal distance
H(.,.) satisfies the following additional property:

(Iix) For each x € C there exist a(x) > 0 and c(z) > 0 such that:
H(z,v) +c(z) > a(z)||z —v||, YveC;

then

a. For all z € SOL(T,C), we have

H(z,a") < (14205 p(z, b1 42 1@
’ /\kOé( ) ’ )\ka(f)
for k sufficiently large and therefore {H(Z,2*)} converges.
b. {z*} is bounded.
Proof. Let & € SOL(T, C), from (4.1) we have
1
H(i:7xk) SH(ic,xk_l)—l—)\— HekH ka—fH (4.5)
k
Taking z = 7 and v = z* in (Iix) and using (4.5) we obtain
"] e(@) [l
1— H(z,2") < H(z,2" 1) + — =+ 4.6
k
From (4.2), there exists kg = ko(Z) such that /\lllci(!) < 1 for all k > ko. Then

1
1<({1--—"—"" <142——<2 k> ko. 4.
—( sz(m)) S5 e =% Rk (4.7)
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From (4.6) and (4.7) we have

H(z k <1 2 ||6 H H(z k—1 2H6 HC vk > ko.
@27 < < T2 et ) @RI G TRk
Thus, from Lemma 2.1, {H(Z, ")} is convergent and from Definition 2.7, (Tiv), {#*} is bounded. O

We now show that the proposed algorithm solves the (VIP) when T is a pseudomonotone mapping. We need
the following additional assumption:

(H3) T is a locally bounded mapping and G(T) is closed.
The following result is motivated from Theorem 9 of Langenberg and Tichatschke [18].

Theorem 4.4. Suppose that T' is a pseudomonotone mapping and that assumptions (H1)-(H3) are satisfied.
If (d,H) € F+(C), 0 < A\ < A, for some A > 0, and one of the following conditions is satisfied:

i) The conditions (4.2)—(4.3) are satisfied.
it) (d, H) satisfies (Iix) and only the condition (4.2) is satisfied.

Then, {xk} converges to a point of SOL(T,C).

Proof. Since Proposition 4.2 (for the condition i)) and Proposition 4.3 (for the condition ii)) assure that {z*}
is bounded, let z* be a cluster point of {xk} and {xkﬂ'} be a subsequence which converges to z*. Define
L= {ki,ks,...,kj,...}, then {z'}c;, — 2*. From (3.3) we have

<ul,x . xl> = <el,x . xl> -\ <V1d(xl,xl_1),x = xl> , (4.8)

for all [ € L and for each z € C. In view of (4.2) and that {)\;} is bounded from above we have that ||e!|| — 0.

Then, as {z'} is bounded, we obtain <el, T — xl> — 0. Thus, only is necessary to analyze the convergence of the

sequence
N\ (Vid(a! 2! h), e —at).
From Definition 2.7 (Iii), we have
N (Vad(ah, 21,2 — a2ty > N [H(z,2") — H(z,2'™")].

Fix « € C, we analyze two cases:
If {H(x,2")} converges, then \; [H(x,2') — H(z,2'~')] — 0, since {\;} is bounded, and from (4.8):

lim inf <ul,a: — xl> > 0.

l—o0

If {H(z,2")} is not convergent, then the sequence is not monotonically decreasing and so there are infinite
I € L such that H(z,z') > H(z,2'"1). Let {l;} C L such that H(z,z%) > H(z,2% 1), for all j € IN, then

lim inf <ulf,a; - a:lj> > liminf A, [H(x,xlj) - H(m,xlﬂ'_l)] >0,

Jj—o0 Jj—o0
and so

lim inf <ulj,x — xlf> >0,
j—o0
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with uli € T(2%).

Since T is locally bounded and {z'} is bounded then, from Proposition 2.4, the sequence {u'} is also bounded.
Thus, without loss of generality, there exists a subsequence {ulj} which converges to some u* and since G(T)
is closed, u* € T'(z*). Consequently we have (u*,z —2*) > 0 for all z € C' and v* € T'(z*), implying that
x* € SOL(T,C).

If the condition ¢) is satisfied, then (4.3) is true and using Proposition 4.2, a), and Proposition 2.10, we have
{x*} converges to x*.

Now, if the condition i) is satisfied, then (d, H) holds the condition (Iix). Let Z be another cluster point
of {*} where 2% — Z, then z € SOL(T,C), and from Definition 2.7 (Ivii), H(z,2*) — 0. As H(Z,z") is
convergent, see Proposition 4.3, a, and the sequence H(Z,z*") converges to zero we obtain that H(z,z") — 0.
From Definition 2.7, (Ivi), we obtain that ¥/ — Z and due to the uniqueness of the limit we have z* = z. Thus,
{z*} converges to x*. O

Theorem 4.5. Suppose that T is a pseudomonotone mapping and that assumptions (H1)-(H3) are satisfied.
If (d, H) € F1(C) satisfying the condition (Iviii) instead of (Ivii), 0 < A\ < A, for some X\ > 0, and one of the
following conditions is satisfied:

i. the conditions (4.2)—(4.3) are satisfied;
ii. (d, H) satisfies (Iix) and the condition (4.2) is satisfied;

then, {z*} converges to a point of SOL(T,C).

Proof. i. If the conditions (4.2)—(4.3) are satisfied then from Proposition 4.2, a), {z*} is H-quasi-Fejér
convergent to SOL(T,C). As any cluster point of {z*} belongs to SOL(T,C), see the first part of the
proof of Theorem 4.4, then using Proposition 2.11 we obtain the result.

ii. From Proposition 4.3, b, {z*} is bounded, mimicking the proof of Theorem 4.4 any cluster point belongs to
SOL(T,C). Let  and z* be two cluster points of {z*} with 2% — Z and 2% — 2*, as 7,2* € SOL(T, C),
from Proposition 4.3, a, both {H(Z,2*)} and {H(z*,2*)} converge. We analyze three possibilities.

If 2* and Z belong to bd(C) and suppose that Z # x*, then from assumption (Iviii), H(z*,2%) — +o0,
which contradict the convergence of {H(x*,z*)}, then we should have Z = x*.
If z* and 7 belong to C, from continuity of H(.,,) in C' we have H(x*,z*) — 0. As {H(z*, %)} converges
then H(x*,z%) — 0. Using the condition (Ivi) we have z¥i — z*, thus z = z*.
Without lost of generality we can suppose that * € C' and Z € bd(C). Then, using the same argument as
the last case we have that £ = x*, which is a contradiction, so this case is not possible.

O

4.2. Quasimonotone case

Assume now that 7' is a quasimonotone mapping and consider the following subset of SOL(T,C) :
SOL*(T,C) = {z* € SOL(T,C) : Ju* #0,u* € T(z*)}.

In this subsection we consider SOL(T, C) N bd(C) # ().
We will use the following assumption:

(H2)' SOL*(T,C) # 0

The following lemma was proved simultaneously by Brito et al. [5] and Langenberg [17], but for completeness
we establish the proof.

Lemma 4.6. Assume that the assumption (H2)' is satisfied. If x* € SOL*(T,C), then

(U, w—2*) >0, YweC,
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where u* # 0,u* € T'(z*).
Proof. Given x* € SOL*(T,C), then (u*,z — x*) > 0 for all x € C. Suppose that there exists w € C such that
(u*,w — x*) = 0. Since w € C and C is an open set, there exists B(w,r) C C, where B(w,r) is a ball centered
on w and radio r > 0.

Now as ||u*|| > 0 and 7 > 0, we obtain that there exists € > 0 (e < r ||u*||) such that T = @ — Wu* € B(w,r)

and therefore Z € C. Consequently (u*, T — z*) = —e < 0, which is a contradiction. O

Proposition 4.7. If T is a quasimonotone mapping, (d, H) € F(C), and the assumptions (H1) and (H2)' are
satisfied, then

H(z,2") < H(z,2" 1) — — <ek,i‘ - xk> , (4.9)

for allz € SOL*(T, C).

Proof. Given z € SOL*(T,C), then there exists 4 € T'(Z) with 4 # 0 such that (u,z —T) > 0, for all x € C. By
assumption (H1), we have that ¥ € C and using Lemma 4.6 we have that < xk — x> > 0. Using the property
that 7" is quasimonotone, see Definition 2.5, iv, we have that (u*, 2% — Z) > 0, for all u* € T(z"). From here,

the steps are the same as the proof of Proposition 4.1. O

Proposition 4.8. Let T' be a quasimonotone mapping, (d, H) € F(C), and suppose that the assumptions (H1)
and (H2)" are satisfied. If the conditions (4.2) and (4.3) are satisfied, then

a. {«"} is H-quasi-Fejér convergent to SOL*(T, C).
b. {H(z,2%)} convergent for all z € SOL*(T,C).
c. {zF} is bounded.

Proof. Similar to the proof of Proposition 4.2 but using (4.9) instead of (4.1) and SOL*(T,C) instead of
SOL(T,C). O

Proposition 4.9. Let T be a quasimomonotone mapping, (d, H) € F(C), and suppose that the assumptions
(H1) and (H2)" are satisfied. If only the condition (4.2) is satisfied and suppose that the induced prozimal
distance H with (d, H) € F(C) satisfies (1ix), then

a. For all € SOL*(T,C), we have

le*[} e()
T

Awa(z)

] e -
H(z,z") < <1+2/\ka( ] H(z,z" ") +2——=

for k sufficiently large and therefore {H(%,z*)} converges.
b. {z*} is bounded.

Proof. 1t follows the same steps of the proof of Proposition 4.3 but using (4.9) instead of (4.1) and SOL*(T, C)
instead of SOL(T, C). O

Denote Acc (zk) as the set of all accumulation points of {z*}, that is,
Acc (z%) = {2 € C': there exists a subsequence {z*'} of {z*} : 2™ — 2}.

Theorem 4.10. Let T' be a quasimonotone mapping, (d,H) € F(C), and suppose that assumptions (H1),
(H2)" and (H3) are true, 0 < Ay < X, for some X > 0. If one of the following conditions holds:

i) the conditions (4.2)—(4.3) are satisfied;
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it) (d, H) satisfies (Iix) and only the condition (4.2) holds;
then,

(a) {a*} converges weakly to an element of SOL(T, C), that is, Acc (x*) # 0 and every element of Acc (x*)
is a point of SOL(T, C). B
(b) If Acc (2%) N SOL*(T,C) # 0, then {z*} converges to an element of SOL*(T,C).

Proof. Consider true the first case 7)

From Proposition 4.8, ¢ , {*} is bounded, and therefore there exists a convergent subsequence and thus
Acc (z*%) # 0. Take a subsequence {z*i}, such that 2% — z. Mimicking the proof of Theorem 4.4 we obtain
that z € SOL(T, C).

Assume that € SOL*(T, C), then from Proposition 4.8, a, and Proposition 2.10 we have the result.

Now we consider true the second case 1)

From Proposition 4.9, b , {z*} is bounded, so Acc (xk) # (). Take a subsequence {x*7}, such that 2%/ — 7.
Mimicking the proof of Theorem 4.4 we obtain that & € SOL(T,C). One more time, mimicking the last five
line of the proof of Theorem 4.4 substituting Proposition 4.3, a, by Proposition 4.9. O

Theorem 4.11. Let T be a quasimonotone mapping, (d, H) € F(C), satisfying the condition (Lviii) instead
of (Ivii), and suppose that the assumptions (H1), (H2)" and (H3) are true, 0 < A\ < A, for some X\ > 0. If
one of the following conditions holds:

i) the conditions (4.2)—(4.3) are satisfied
it) (d, H) satisfies (Iix) and only the condition (4.2) holds;

then

(a) {a*} converges weakly to an element of SOL(T, C), that is, Acc (x*) # 0 and every element of Acc (x*)
is a point of SOL(T,C'). B
(b) If Acc(2%) € SOL*(T,C) then {a*} converges to an element of SOL*(T,C).

Proof. Consider true the first case i). From Proposition 4.8, ¢, {z*} is bounded, and therefore Acc (z*) # (. Take
a subsequence {2}, such that z¥/ — Z. Mimicking the proof of Theorem 4.4 we obtain that z € SOL(T,C).

From Proposition 4.8, a, {z*} is H-quasi-Fejér convergent to SOL*(T,C), and if we suppose Acc (z*) C
SOL*(T,C') then from Proposition 2.11 we have the aimed result.

Now we consider true the second case 7).

From Proposition 4.9, b, {z*} is bounded, so Acc (;vk) # (). Take a subsequence {z*i}, such that =% — z.
Mimicking the proof of Theorem 4.4 we obtain that z € SOL(T, C).

If Acc (gvk) C SOL*(T,C), let # and x* two cluster points of {#*} with ¥ — z and 2% — 2*, as z,2* €
SOL*(T,C), {H(z,2*)} and {H(z*,2*)} converge. We analyze the three possibilities

If 2* and Z belong to bd(C) and suppose that z # x*, then from assumption (Iviii), H(z*,2%) — +o0,
which contradict the convergence of {H (z*,2*)}, then we should have # = x*.

If * and Z belong to C, from continuity of H(.,,) in C' we have H(x*,2%) — 0. As {H(z*,2*)} converges
then H(x*,z%) — 0. Using the condition (Ivi) we have ¥ — z*, thus 7 = z*.

Without lost of generality we can suppose that * € C and & € bd(C'). Then, using the same argument as
the last case we have that £ = x*, which is a contradiction, so this case is not possible. O

. QUASICONVEX MINIMIZATION

Now consider the minimization problem

min { f(z) : z € C} (5.1)
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where f : IR™ — IR U {+o0} is a function and C' is a open convex set and C' denotes the Euclidean closure of
C. We assume the following assumptions:

Assumption A. f is a proper lower semicontinuous quasiconvex function.
Assumption B. f is locally lipschitzian and bounded from below.
Assumption C. dom(f)NC #0 .

We use the Clarke subdifferential, which will be denoted by 9°, see Clarke [6] or [7] for details.

5.1. Algorithm 1 for minimization

The inexact algorithm, introduced in Section 3, but now adapted to solve the problem (5.1) is the following;:
Inexact minimization algorithm 1 (IMA1)

Initialization: Let {\;} be a sequence of real positive numbers and
2% eC.
Main steps: For k =1,2,..., and 271 € C, find 2% € C and u* € 9°f(2*), such that:
uf N\ Vid(2h, 2Pt = e,

where d is a proximal distance such that (d, H) € F, (C) and e” is an approximation error satisfying the following
conditions:

o0 k
> Gl < 400 (5.2)
Ak
k=1
+00 k ..k
20 (5.3)
Ak

Stop criterion: If 2% = z¥~1 or 0 € 9° f(2*), then finish. Otherwise, to do k — 1 < k and return to Main steps.

It is easy to prove that if f is a proper lower semicontinuous function and locally Lipschitz function and
lower bounded on dom(f) N C and d € D(C), then the assumption (H1) is satisfied, see Theorem 4.1 of Papa
Quiroz et al. [21]. Moreover, from the properties of the Clarke subdifferential we have that T'= 0° f satisfies the
assumption (H3). Thus, the particular case of Theorem 4.10 for the minimization problem (5.1) is the following

Corollary 5.1. Let f: R" — IRU {%o00} be a proper, lower semicontinuous quasiconvex and locally Lipschitz
function and lower bounded on dom(f) N C. If the assumption (H2)' is satisfied, 0 < A\, < A, for some X > 0,
the error criterion (5.2) and (5.3) are satisfied and (d,H) € F(C), then under the assumption Acc (z*) N
SOL*(8°f,C) # 0, we obtain that {z*} converges to an element of SOL*(0°f,C). Furthermore, if (d, H)

satisfies the additional condition (1ix), then we obtain convergence of {xk} using only the error criterion (5.2).
The particular case of Theorem 4.11 is the following result

Corollary 5.2. Let f: IR" — IRU{zxoo} be a proper, lower semicontinuous quasiconvex and locally Lipschitz
function and lower bounded on dom(f) N C. If the assumption (H2)' is satisfied, 0 < A\ < A, for some X > 0,
the error criterion (5.2) and (5.3) are satisfied and (d, H) € F(C) satisfyes the condition (Iviii) instead of
(Ivii), then under the assumption Acc (%) C SOL*(0°f,C) # 0, we obtain that {z*} converges to an element
of SOL*(0°f,C). Furthermore, if (d, H) satisfies the additional condition (1ix), then we obtain convergence of

{z*} using only the error criterion (5.2).
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The above results complement, when Acc (xk) NSOL*(T,C) # 0, the convergence results of the PPM for
quasiconvex functions obtained in Papa et al. [21] where, in that paper, we used simultaneously (5.2)—(5.3) and

-1 o — et < e { ] e 1]}

5.2. Algorithm 2 for minimization

In the first bullet point of Conclusion and Future Works section of our recently published paper, Papa Quiroz
et al. [21], we wrote that it might be possible to get rid the condition

in that algorithm for a class of induced proximal distances following the paper of Kaplan and Tichatschke [13],
but it has not been proved. In this subsection we prove this affirmation. For that, to solve (5.1) consider the
following algorithm

Inexact Minimization Algorithm 2 (IMA?2)

Initialization: Let {\;} be a sequence of real positive numbers and an initial point
el
Main steps: For k = 1,2, ..., and given 2! € C, find ¥ € C and ¢* € 9°f(2*) such that

ek =g* + /\kvld(xk,xkfl),

k

where e® is an approximation error satisfying the following conditions:

k=1 _ .k _ k|| < k ko k-1 -~ HekH
o7t =¥ — ]| < maa{lef]], fla* — 2" HI} 30 T < oo (5.4)
k=1

and d is a proximal distance such that (d, H) € F(C) and satisfies (Iix).

Stop criterion: If 2% = 2%~ or 0 € 9°f(«*) then stop. Otherwise to do k¥ — 1 < k and return to Main
steps.

Define

Uy = {xEC_':f(x)g inf f(xj)}

je€

Suppose that U, is nonempty, then under assumptions A, B and C and from Proposition 4.2 of Papa Quiroz
et al. [21], we have

H(z,2") < H(z, 2" ') — — (eF,2 —2F), vz eU,.

Proposition 5.3. Let (d, H) € F(C) satisfying (Iix) and suppose that the assumptions A, B and C' are satisfied.
The sequence {x*} generates by (IMA2) satisfies:
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a. For allz € Uy, we have

l<*]

H(z,2%) < <1+2> H(x7xk—1)+2||€kHC(f)E)

/\ka(f) )\ka(_

for k sufficiently large and therefore {H(%,z*)} converges.
b. {z*} is bounded.

Proof. The proof is very similar to Proposition 4.3 substituting U, by SOL(T,C). O

Proposition 5.4. Let (d,H) € F(C) satisfying (Iix) and suppose that the assumptions A, B and C are
satisfied, then the sequence {x*} converges to some point of U, .

Proof. From previous Proposition 5.3 {z*} is bounded, then there exists a subsequence {2"s} which converges
to z, that is, lim;_, 400 2% = Z. As f is lower semicontinuous, {f(z*)} is nonincreasing, see Proposition 4.1 of
Papa Quiroz et al. [21], and converges then we have Z € U,.. Suppose that there exists another sequence {xkl}
such that lim;_, ;o #* = z € U,. Using property (Ivii), from Definition 2.7, we obtain lim;_, 1 o, H(z,2%) =0,
and from the convergence of {H (z,2z*)}, limy_ o0 H(2,2%) = 0. Thus lim;_, ; o H(2,2%) = 0. Using property
(Ivi), from Definition 2.7, we obtain that lim;_, . % = 2, that is, Z = z. O

Remark 5.5. The above result also is true if the condition (Ivii) on (d, H) is substitute by (Iviii). In fact, let
7 and z* two cluster points of {z*} with 2% — 7 and 2 — 2*, as z,2* € Uy, {H(z,2*)} and {H(z*,2%)}
converge. We analyze the three possibilities

If * and Z belong to bd(C) and suppose that T # z*, then from assumption (Iviii), H(z*,z%) — +oo,
which contradict the convergence of {H(z*,z%)}, then we should have Z = x*.

If * and Z belong to C, from continuity of H(.,,) in C' we have H(x*,2*) — 0. As {H(z*,2*)} converges
then H(z*,z%) — 0. Using the condition (Ivi) we have 2%/ — x*, thus Z = x*.

Without lost of generality we can suppose that * € C' and & € bd(C'). Then, using the same argument as the
last case we have that & = x*, which is a contradiction, so this case is not possible. From the three possibility
we obtain Z = z* and so {z¥} converges.

Finally, we give the global convergence of {z*} to a stationary point of the problem.

Theorem 5.6. Let (d, H) € F(C) satisfying (Iix) and suppose that the assumptions A, B and C are satisfied
and furthermore {\y} is bounded from above, then sequence {xF} generates by (IMA2) converges to a stationary
point T € C of f, i.e. exists g € 0°f(T) such that Vo € C we have

(G,x—7) >0

The above result also is true if the condition (Ivii) on (d, H) is substitute by (Iviii).

Proof. See Theorem 4.3 of Papa Quiroz et al. [21]. O

6. CONCLUSIONS AND FUTURE WORK

This article shows significant progress in the construction of inexact proximal methods for solving vari-
ational inequalities with quasimonotone mapping. Specifically we introduce an inexact proximal point
algorithm and we prove two type of convergence, global for the pseudomonotone case and weak for the
quasimonotone ones. Some relational works are the paper of Langenberg [17] and Brito et al. [5]. Langen-
berg in that paper introduced a PPM using Bregman distances but with other criterion error and Brito
et al. proposed a proximal exact method using the class of second order homogeneous distance. Observe
that our work includes as a particular case the class of -divergence distances.
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In this paper we assume, for the VIP, the existence of the proximal iterations in the interior of the convex
set model, we believe that a future work should be to find some sufficient conditions to guarantee the
existence of these iterations.

This work motivates to investigate the following question: Is it feasible to develop a Forward-Backward
algorithm with inexact proximal distances to solve the (VIP) with quasimonote mapping?

It should be observed that in [11] the authors developed an inexact proximal method to solve equilibrium
problems, which includes VIPs, using Bregman Distances. In the particular case when the equilibrium
problem is the point to point VIP the algorithm proposed in [11] becomes: for k = 1,2,... and ¥~ € C,
find z € C such that

<T(fl§),/\kv1Dg([E,1‘k71),y—ZU> Z <ek7y_'r>7 vyec’
where Dy(z,y) = g(z) — g(y) — (Vg(y),x — y) and e satisfies

ek || < oA Dg(z,2*=1), if [lzF 7 — 2| < 1
= oMvg(w, 2kl if |kt — 2] > 1

where vg(z,t) = inf{Dy(y, 2) : ||y — z|| = t}. Under some assumptions the authors proved the convergence
of the proposed inexact algorithm. Clearly the error criterion of the above approach is different that our
inexact algorithm. It motivates the following question: is it possible to extend the convergence of the PPM
introduced in [11] when the monotonicity is substitute by pseudo and quasi-monotonicity?.

Acknowledgements. The first author’s research was supported by CAPES Project Graduate PAPD-FAPERJ Edital
2011. The second author was supported by CAPES and the third author was partially supported by CNPq.

(1]
2]
(3]

(4]
(5]

[6]
(7]
(8]
(9]
(10]
(11]
(12]
(13]
(14]
(15]

[16]
(17]

REFERENCES

Q.H. Ansari, C.S. Lalitha and M. Mehta, Generalized Convexity, Nonsmooth Variational Inequalities, and Nonsmooth
Optimization. Taylor Francis Group (2014) 122.

A. Auslender and M. Teboulle, Interior gradient and proximal methods for convex and conic optimization. SIAM J. Optim.
16 (2006) 697-725.

A. Auslender, M. Teboulle and S. Ben-Tiba, Interior proximal and multiplier methods based on second order homogeneous
functionals. Math Oper. Res. 24 (1999) 645-668.

E. Blum and W. Oettli, From optimization and variational inequalities to equilibrium problems. Math. Stud. 63 (1994) 123-145.
S.A. Brito, J.X. da Cruz Neto, J.O. Lopes and P.R. Oliveira, Interior algorithm for quasiconvex programming problems and
variational inequalities with linear constraints. J. Optim. Theory Appl. 154 (2012) 217-234.

F.H. Clarke, Generalized Gradient and Applications. Transaction of the American Mathematical Society (1975).

F.H. Clarke, Optimization and Nonsmooth Analysis. Wiley, New York (1990).

J. Eckstein, Approximate iterations in Bregman-function-based proximal algorithms. Math. Program. 83 (1998) 113-123.

F. Facchinei, J.S. Pang, Finite-Dimensional Variational Inequalities and Complementarity Problems. Vols 1 and 2 of Springer
Series in Operations Research. Springer-Verlag, New York (2003).

P.T. Harker and J.S. Pang, Finite-dimensional variational inequality and nonlinear complementarity problems: a survey of
theory, algorithms and applications. Math. Program. 48 (1990) 161-220.

A.N. Tusem and M. Nasri, Inexact proximal point methods for equilibrium problems in Banach spaces. Numer. Funct. Anal.
Optim. 28 (2007) 1279-1308.

A.N. Tusem and W.A. Sosa, Proximal point method for equilibrium problems in Hilbert spaces. Optimization 59 (2010)
1259-1274.

A. Kaplan and R. Tichatschke, On inexact generalized proximal methods with a weakened error tolerance criterion.
Optimization 53 (2004) 3-17.

A. Kaplan and R. Tichatschke, Interior proximal method for variational inequalities on nonpolyhedral sets. Discuss. Math.
Diff. Inclusions Control Optim. 30 (2007) 51-59.

A. Kaplan and R. Tichatschke, Note on the paper: interior proximal method for variational inequalities on non-polyhedral
sets. Discuss. Math. Diff. Inclusions Control Optim. 30 (2010) 51-59.

N. Langenberg, Pseudomnonotone operators and the Bregman proximal point algorithm. J. Glob. Optim. 47 (2010) 537-555.
N. Langenberg, An interior proximal method for a class of quasimonotone variational inequalities. J. Optim Theory Appl. 155
(2012) 902-922.



176

18]
[19]
[20]
[21]

(22]
23]

(24]
25]

(26]

E.A. PAPA QUIROZ ET AL

N. Langenberg and R. Tichatschke, Interior proximal methods for quasiconvex optimization. J. Glob. Optim. 52 (2012)
641-661.

J.M. Ortega and W.C. Rheinboldt, Iterative Solution of Nonlinear Equations in Several Variables. Academic Press, New York,
London (1970).

E.A. Papa Quiroz and P.R. Oliveira, An extension of proximal methods for quasiconvex minimization on the nonnegative
orthant. Bur. J. Oper. Res. 216 (2012) 26-32.

E.A. Papa Quiroz, L. Mallma Ramirez and P.R. Oliveira An inexact proximal method for quasiconvex minimization. Fur. J.
Oper. Res. 246 (2015) 721-729.

B.T. Polyak, Introduction to Optimization, Optimization Software. New York (1987).

R.T. Rockafellar and R. Wets, Variational Analysis. Vol. 317 of Grundlehren der Mathematischen, Wissenschaften. Springer
(1998).

M.V. Solodov and B.F. Svaiter, An inexact hybrid generalized proximal point algorithm and some new results on the theory
of Bregman functions. Math. Oper. Res. 25 (2000) 214-230.

K.D.V. Villacorta and P.R. Oliveira, An interior proximal method in vector optimization. Fur. J. Oper. Res. 214 (2011)
485-492.

Y. Xu, H. Bingsheng and Y. Xiaoming, A hybrid inexact logarithmic-quadratic proximal method for nonlinear complementarity
problems. J. Math. Anal. 322 (2006) 276-287.



	An inexact algorithm with proximal distances for variational inequalities
	1 Introduction
	2 Basic results
	2.1 Proximal distances

	3 Inexact proximal method
	4 Convergence results
	4.1 Pseudomonotone case
	4.2 Quasimonotone case

	5 Quasiconvex minimization
	5.1 Algorithm 1 for minimization
	5.2 Algorithm 2 for minimization

	6 Conclusions and future work

	References

