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KROHN-RHODES COMPLEXITY PSEUDOVARIETIES
ARE NOT FINITELY BASED ∗
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Abstract. We prove that the pseudovariety of monoids of
Krohn-Rhodes complexity at most n is not finitely based for all n > 0.
More specifically, for each pair of positive integers n, k, we construct a
monoid of complexity n+1, all of whose k-generated submonoids have
complexity at most n.
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1. Introduction

The Krohn-Rhodes theorem [10] shows that any semigroup S – in this paper
all semigroups are finite – divides a wreath product of aperiodic semigroups and
groups (a semigroup is aperiodic if all its subgroups are trivial [5]; a semigroup S
divides T if S is a quotient of a subsemigroup of T – in this case S is said to be
a divisor of T [5, 12]). The Krohn-Rhodes complexity of S, denoted c(S), is the
least number of group factors appearing in any such wreath product decomposition
of S [11,12,26,29]. The problem of finding an algorithm to compute the complexity
of a semigroup has been the driving open problem in the field for nearly 40 years.
The first author has recently announced a solution to the problem: the proof is in
preparation.

Eilenberg [5] introduced the notion of a pseudovariety as an organizing tool
in the theory. Recall that a pseudovariety of semigroups (monoids) is a class of
semigroups (monoids) closed under taking divisors and forming direct products.
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Let A denote the pseudovariety of aperiodic semigroups (monoids) and G the
pseudovariety of groups. Define C0 = A and, inductively,

Cn = A ∗ G ∗ Cn−1,

where ∗ denotes the semidirect product of pseudovarieties [5]. Then

Cn = {S | c(S) ≤ n}.

In this paper, we shall deal with the monoidal version of the problem since the
analogous results for semigroups follow from our monoidal results.

The goal of this paper is to prove that Cn is not finitely based for any positive
integer n: that is, there is no finite set of pseudoidentities [1] defining Cn. This
result is significant because it shows there that is no “cheap” algorithm for deciding
complexity by simply checking a finite list of computable pseudoidentities. To
accomplish our goal, we prove the following stronger result, which is our main
theorem.

Theorem 1.1. For each n, k > 0 there is a monoid Sn,k of complexity n+1, each
of whose k-generated submonoids has complexity at most n.

Obtaining the finite basis result from the above theorem is standard, so we
proceed to do it now.

Theorem 1.2. For each n > 0, Cn is not finitely based.

Proof. Let us assume by way of contradiction that Cn is finitely based. Then it
can be defined by a finite set E of pseudoidentities in, say, k variables. Since any
substitution of these variable into Sn,k lives inside of a k-generated submonoid and
such submonoids belong to Cn, it follows that Sn,k satisfies E. But c(Sn,k) = n+1,
a contradiction. �

We remark that Theorem 1.1 implies that, for n > 0, any pseudovariety of semi-
groups in the interval [Cn,LCn] is not finitely based, where LCn is the pseudova-
riety of semigroups whose monoid subsemigroups belong to Cn. It was shown by
the first author [4,15] (see also [25]) that C1 �= LC1; in fact, in general Cn �= LCn

(announced by Rhodes in the seventies and written up in [18] using techniques
from this paper).

To prove Theorem 1.1 for n = 1, we make use of the second author’s variant [25]
of the presentation lemma [4]. The construction of S1,k is inspired by an example
of the first author [4, 15], but with a twist due to the second author. The case
n > 1 is dealt with by applying the iterated Rees matrix techniques, first intro-
duced by Zalcstein [31], that have been exploited to great advantage by the first
author [15–17,20].

The paper is essentially divided into two parts: the case n = 1 and the case
n > 1. The case n = 1 begins with some background on the presentation lemma
and then gets into the construction of S1,k; the case n > 1 begins with some
strengthening of the results of [19,20] and then uses iterated matrix techniques to
construct Sn,k for n > 1.
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Historical note

An earlier version of this paper, authored just by the second author and con-
taining only the result for n = 1, was previously circulated; shortly afterwards,
in joint work, the authors extended the result to the general case, leading to the
paper in its current form.

2. The presentation lemma

The presentation lemma was proved by the first author in the seventies, but
was first published in [4]. It arose out of the work in [20, 27] and especially [15].
Tilson [30], in an unpublished paper, formulated a coordinate-free version. This
was expanded on and generalized by the second author in [25] and it is this version
of things that we shall use here.

We begin by recalling the fundamental lemma of complexity [14, 29], which
states that

Cn = A©m (G ∗Cn−1),

where ©m denotes the Malcev product of pseudovarieties; recall that S ∈ V©m W
if S has a relational morphism to a member of W such that the inverse images of
idempotents belong to V; a relational morphism ϕ : S → T of semigroups (mon-
oids) is a map ϕ : S → 2T \ ∅ such that s1ϕs2ϕ ⊆ (s1s2)ϕ (1 ∈ 1ϕ) [5].

Let S be a monoid and J a regular J -class. Then the second author de-
fined [25] a cross-section for J over a pseudovariety V to be a relational morphism
ϕ : S → T ∈ V such that, for x, y ∈ J ,

xϕ ∩ yϕ �= ∅ and x H y =⇒ x = y.

The second author then proved [25] (which follows from [13], Prop. 5.7, of which
he was unaware):

Theorem 2.1. S ∈ A©m V if and only if there is a cross-section over V for every
regular J -class of S.

In particular, S ∈ Cn, n > 1, if and only if each regular J -class of S has a
cross-section over G ∗Cn−1. The second author’s version [25] of the presentation
lemma [4] characterizes when a regular J -class has a cross-section over G ∗ V.
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Theorem 2.2 (presentation lemma). S has a cross-section over G ∗ V for a
regular J -class J if and only if (R,S) has a presentation over V where R is an
R-class of J (the existence of a presentation is independent of the choice of R).

Of course, we now owe the reader an explanation as to what is a presentation.
We first need to recall the notion of a parameterized relational morphism of par-
tial transformation semigroups [5,25]. In this paper, we do not assume that partial
transformation semigroups are faithful.
A parameterized relational morphism Φ : (X,S) → (Q, T ) of partial transforma-
tion semigroups consists of a fully defined relation ϕ1 : X → Q and a relational
morphism ϕ2 : S → T such that, for each x ∈ X , s ∈ S for which xs is defined,

xϕ1sϕ2 ⊆ (xs)ϕ1. (2.1)

Let us set up some notation: if f is a relation, then #f shall denote the graph of f .
The derived partial transformation semigroup of Φ is DΦ = (#ϕ1, DΦ), where DΦ

consists of elements (q, (s, t), q′) with qt ⊆ q′ and (s, t) ∈ #ϕ2 and where the action
is given by

(x, q)(q, (s, t), q′) =

{
(xs, q′) xs �= ∅
∅ otherwise;

(2.2)

see [5]. Here, following [5], we write qt ⊆ q′ to mean either qt is undefined, or
qt = q′. We shall always view DΦ as an automaton with state set #ϕ1, alpha-
bet DΦ and with transitions given by (2.2).

A congruence on an automaton A is an equivalence relation P on the state set
such that

q P q′ and qa, q′a �= ∅ =⇒ qa P q′a. (2.3)

The quotient automaton A/P is defined in the natural way; namely there is an
arrow labelled by a from the class of q to the class of q′ if and only if there
exist q̃ P q and an edge q̃ a−→ q′ of A with q′ P q′. A congruence is called injective
if the dual condition holds:

qa, q′a �= ∅ and qa P q′a =⇒ q P q′. (2.4)

This happens precisely when the transition monoid of A/P acts by injective partial
functions.

Finally, we can define a presentation. If R is a regular R-class of S, then recall
that S acts on the right of R by partial transformations via the Schützenberger
representation (called the right mapping representation in [12]) and so there results
a partial transformation semigroup (R,S) (which is not in general faithful). A
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presentation for (R,S) over V is a pair (Φ,P) where Φ : (R,S) → (Q, T ) is a
parameterized relational morphism with T ∈ V and P is an injective congruence
on DΦ such that:

(x, q) P (y, q′) =⇒ q = q′ and either x = y or x �H y. (2.5)

3. The construction and complexity of S1,k

Let p1, p2, p3, . . . be the primes in increasing order and let k ≥ 2 be a positive
integer (clearly it suffices to consider k ≥ 2 in Th. 1.1). We begin the construction
of S1,k by describing its 0-minimal ideal as a Rees matrix semigroup.

Set m = p1 · · · pk and pi = m/pi. In the following definitions, if X is a set, X ′

will denote a disjoint copy of X . Let

A =
k⋃

i=1

Zpi
∪

k⋃
i=1

Z
′
pi

∪ {0, . . . ,m− 1};

B = Zm ∪ Z
′
m.

If r ∈ Z, we write [r] for the class of r in Zm, [r]′ for the class of r in Z
′
m, [r]i for

the class of r in Zpi
and [r]′i for the class of r in Z

′
pi

. Let G = {±1} ∼= Z2. We
define a matrix C : B ×A→ G ∪ 0 by prescribing the non-zero entries, namely

C[r],[r]i = C[r]′,[r]′i = C[r]′,r = 1, (3.1)

where 0 ≤ r ≤ m − 1. Observe that C is a zero-one matrix without zero rows or
columns and without identical rows or columns. In fact,

C =
(
P 0m 0m

0m P Im

)

where P is the m × ∑k
i=1 pi matrix whose rows are the characteristic vectors of

the incidence structure with vertices the elements of Zm and with blocks given by
the cosets of the piZm, i = 1, . . . , k, and where 0m, respectively, Im is the m×m
zero, respectively, identity matrix. In plain language, an entry in C is 1 if it is in a
row and column corresponding to elements that are equal modulo an appropriate
integer (subject to restrictions involving being primed vs. unprimed; cf. (3.1)).

For example, when k = 2 (so m = 2 · 3 = 6, p1 = 6/2 = 3, p2 = 6/3 = 2) the
matrix is:
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C [0]1 [1]1 [2]1 [0]2 [1]2 [0]′1 [1]′1 [2]′1 [0]′2 [1]′2 0 1 2 3 4 5

[0] 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0

[1] 0 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0

[2] 0 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0

[3] 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0

[4] 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0

[5] 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0

[0]′ 0 0 0 0 0 1 0 0 1 0 1 0 0 0 0 0

[1]′ 0 0 0 0 0 0 1 0 0 1 0 1 0 0 0 0

[2]′ 0 0 0 0 0 0 0 1 1 0 0 0 1 0 0 0

[3]′ 0 0 0 0 0 1 0 0 0 1 0 0 0 1 0 0

[4]′ 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0

[5]′ 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1

Let I = M0(G,A,B,C) be the associated Rees matrix semigroup [12]. The mon-
oid S1,k will be an ideal extension of I and will act faithfully on both the left
and right of I; that is, S1,k will be a group mapping monoid with distinguished
0-minimal ideal I [12]. Set J = I \ 0. Note that since I is a zero-one matrix with
no identical rows or columns, it follows quite easily [12] that I acts faithfully on
the right and left of itself.

Let H = 〈h〉 be a cyclic group of order m generated by h, written multi-
plicatively. Let t be a new element whose action will be defined below and let
N = HtH = {hithj | 0 ≤ i, j ≤ m− 1}. As a set, we define

S1,k = H ∪N ∪ I.

The group of units of S1,k will be H . It’s clear how H multiplies against elements
of S1,k \ J ; we now define how H acts on J ; it suffices to consider h. Define

(a, g, [r])h = (a, g, [r − 1]) (3.2)
(a, g, [r]′)h = (a, g, [r − 1]′) (3.3)
h([r]i, g, b) = ([r + 1]i, g, b) (3.4)
h([r]′i, g, b) = ([r + 1]′i, g, b) (3.5)

h(r, g, b) =

{
(r + 1, g, b) r �= m− 1
(0, g, b) r = m− 1.

(3.6)

Note that there are 2k + 1 orbits of H on the R-classes of J ; this will play an
important role in the proof.
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It’s clear how N multiplies against H ∪ 0. Define N2 = 0. It remains to show
how N multiplies against J . For this, it suffices to show how t acts on J . Define

(a, g, [0]′)t = (a,−g, [0]) (3.7)
(a, g, [1]′)t = (a, g, [1]) (3.8)
t([0]i, g, b) = (0,−g, b) (3.9)
t([1]i, g, b) = (1, g, b) (3.10)

and all other products involving t and J to be 0.
It is straightforward to check the associativity of S1,k. It is clear from the

definitions that U = H ∪ N ∪ 0 is a monoid acting faithfully on the left of I by
left translations and faithfully on the right of I by right translations. So the only
checks to be made involve products of the form (a, g, b)u(ã, g̃, b̃) with u ∈ U \ 0
(this is just checking the linked equations [12]); we provide a sample computation
– the other verifications are similar.

((a, g, [0]′)t)([0]i, g̃, b) = (a,−g, [0])([0]i, g̃, b) = (a,−gg̃, b)
(a, g, [0]′)(t([0]i, g̃, b)) = (a, g, [0]′)(0,−g̃, b) = (a,−gg̃, b).

We try here to motivate the construction for those familiar with presentation
lemma arguments. If M0(G,A,B,C) is a Rees matrix semigroup, then two el-
ements of B are said to be attached if there is an element a ∈ A such that
Cba �= 0 �= Cb′a. TCA then denotes the transitive closure of being attached: this is
an equivalence relation on B. Dual definitions apply to A. See [4, 6, 15, 20, 24–26]
for more information (the latter two papers use TA where we use TCA). The
idea of the construction of S1,k is that the two H-orbits on the L-classes form
TCA-blocks of B. However, removing H-orbits on the R-classes collapses this.
Having opposite signs in (3.7) and (3.8) forces the complexity to be two as long
as the H-orbits on the L-classes remain TCA blocks, but as soon as the TCA
structure is ruined, the complexity drops to one. Note that in order to define the
action of t as we have, we need that [0] and [1] are not attached in B and 0 and 1
are not attached in A; this accounts for why we have a copy of Im in C.

Recall that the depth of a semigroup S is the size of the longest chain of J -
classes containing non-trivial groups [28]. The depth decomposition theorem [28]
states that the depth is an upper bound for complexity. Since the J -class structure
of S1,k is

H >J N >J J >J 0,

it follows that the depth of S1,k is two and hence c(S1,k) ≤ 2; clearly c(S1,k) ≥ 1.
Before proving that c(S1,k) = 2, we state the following elementary group-theoretic
lemma whose proof we omit.

Lemma 3.1. Let G be a group, H1, . . . , Hr ≤ G and K = 〈H1, . . . , Hr〉. Define
g ≡i g

′ if Hig = Hig
′. Then the equivalence relation ≡ generated by the ≡i is

given by g ≡ g′ ⇐⇒ Kg = Kg′. �
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Theorem 3.2. c(S1,k) = 2.

Proof. Suppose, by way of contradiction, that c(S1,k) = 1. Then

S1,k ∈ A©m (G ∗ A)

and so there must be a cross-section for J over G ∗A. Hence, by the presentation
lemma (Th. 2.2), there is a presentation (Φ,P) over A for (R,S1,k) where R =
[0]1 ×G×B ≤ J . Suppose Φ = (ϕ1, ϕ2) : (R,S1,k) → (Q, T ) with T aperiodic.

Since T is aperiodic and H is a group, a standard argument (cf. [4, 25]) shows
that there is an idempotent e ∈ T such that H ⊆ eϕ−1

2 . Choose p ∈ ([0]1, 1, [0]′)ϕ1

and set q′ = pe. Then

[0]1 × 1 × Z
′
m = ([0]1, 1, [0]′)H ⊆ (pe)ϕ−1

1 = q′ϕ−1
1

by (2.1). So ([0]1 × 1 × Z
′
m) × q′ ⊆ #ϕ1.

The following claim is an example of what the first author calls the “Tie-your-
shoes” Trivium [4,25].

Claim 3.3. Let r, l ∈ Z. Then

(([0]1, 1, [r]′), q′) P (([0]1, 1, [l]′), q′). (3.11)

Proof. Define [r]′ ≡ [l]′ if (3.11) holds. Clearly ≡ is an equivalence relation on Z
′
m.

Suppose first that [r]′i = [l]′i, where i ∈ {1, . . . , k} and let s = ([r]′i, 1, [r]
′). Choose

s̃ ∈ sϕ2. Then in DΦ we have:

(([0]1, 1, [r]′), q′)(q′, (s, s̃), q′s̃) = (([0]1, 1, [r]′), q′s̃)

= (([0]1, 1, [l]′), q′)(q′, (s, s̃), q′s̃).

Since P is an injective congruence, we conclude (3.11) holds when [r]′i = [l]′i.
It now follows that ≡ contains the equivalence relations of congruence mod-

ulo piZ
′
m for each i = 1, . . . , k and hence, by Lemma 3.1, it contains the equivalence

relation on Z
′
m of congruence modulo

∑k
i=1 piZ

′
m. But since

gcd(p1, . . . , pk) = 1,

∑k
i=1 piZ

′
m = Z

′
m, establishing the claim. �

Let t0 ∈ tϕ2; notice that t0e ∈ tϕ21ϕ2 ⊆ tϕ2, so without loss of generality we
may assume t0e = t0. Then, by (3.9), (3.10) and (2.1),

[0]1 ×G× Zm = ([0]1 × 1 × Z
′
m)tH ⊆ (q′t0e)ϕ−1

1 = qϕ−1
1 ,

where q = q′t0 = q′t0e. Hence ([0]1 ×G× Zm) × q ⊆ #ϕ1.
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The proof of the following claim is identical to that of the proof of Claim 3.3.

Claim 3.4. Let r, l ∈ Z and g = ±1. Then

(([0]1, g, [r]), q) P (([0]1, g, [l]), q).

Now let us observe that

(([0]1, 1, [0]′), q′)(q′, (t, t0), q) = (([0]1,−1, [0]), q) (3.12)
(([0]1, 1, [1]′), q′)(q′, (t, t0), q) = (([0]1, 1, [1]), q). (3.13)

Since P is a congruence, Claim 3.3, (3.12) and (3.13) show that

(([0]1,−1, [0]), q) P (([0]1, 1, [1]), q). (3.14)

So using Claim 3.4 and (3.14), we obtain

(([0]1,−1, [0]), q) P (([0]1, 1, [0]), q),

contradicting the definition of a presentation (2.5) since

([0]1,−1, [0]) H ([0]1, 1, [0]).

Thus c(S1,k) = 2, as desired. �

4. Proof of Theorem 1.1: the case n = 1

We have already shown that c(S1,k) = 2. It remains to show that every k-
generated submonoid of S1,k has complexity at most one. Let

X = {t1, . . . , tk} ⊆ S1,k

and let S be the submonoid generated by X . If X ⊆ S1,k \H , then

S ≤ (S1,k \H) ∪ 1 = U.

But U is a submonoid of depth one and so c(S) ≤ c(U) = 1.
Thus we are left with the case that ti ∈ H for some i. We now take advantage

of there being 2k + 1 orbits of H on the R-classes of J . Let Y = X \ ti. Then Y
has k−1 elements and so there exists j ∈ {1, . . . , k} such that no element of either
the form ([r]j , g, b) or the form ([r]′j , g, b) belongs to Y . It is straightforward to
verify that

S′ = S1,k \
(
(Zpj

∪ Z
′
pj

) ×G× B
)

(4.1)

is a submonoid of S1,k and X ⊆ S′. Thus c(S) ≤ c(S′) and so to complete the
proof of Theorem 1.1, it suffices to show c(S′) = 1. To do this we need to show, by
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the fundamental lemma of complexity and Theorem 2.1, that each regular J -class
of S′ has a cross-section over G ∗ A.

Clearly ϕ : S′ → H ∈ G ∗ A given by

xϕ =

{
x x ∈ H

H otherwise

is a cross-section for H . Let J ′ = J ∩ S′; note that J ′ is a regular J -class of S′

and that the J -class structure for S′ is

H >J N >J J ′ >J 0.

Let R = [0]a ×G× B, where a �= j. Then R is an R-class belonging to J ′ and so
by the presentation lemma (Th. 2.2) to show that there is a cross-section for J ′

over G∗A, it suffices to find a presentation for (R,S′) over A. We will exploit the
TCA structure of J ′ – in particular that the TCA blocks of J split into multiple
blocks in J ′.

To motivate the construction of our presentation, we provide the following in-
tuition. The two H-orbits on B are “A-pointlike” and so shall be represented in
an aperiodic partial transformation semigroup (Q, T ) by states q, q′ with q corre-
sponding to the unprimed orbit and q′ to the primed orbit. We shall cover H by 1
and cover t by an element t0. The elements of J ′ shall be covered by appropriate
constant maps.

Formally, let Q = {q, q′} and let T be the transition monoid of the automaton
below.

q q′

q′

q

t0

q′

q

Then (Q, T ) is a faithful partial transformation semigroup of rank 1 maps and
hence T is aperiodic. In fact,

T ∼= M0({1}, 2, 2,
(

1 0
1 1

)
) ∪ 1

where q = (1, 1, 1), q′ = (1, 1, 2) and t0 = (2, 1, 1).
We define a parameterized relational morphism

Φ = (ϕ1, ϕ2) : (R,S′) → (Q, T )

as follows:

([0]a, g, b)ϕ1 =

{
q b ∈ Zm

q′ b ∈ Z
′
m;
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#ϕ2 is the submonoid of S′ × T generated by

(H × 1) ∪ (((A ×G× Zm) ∩ S′) × q)∪
((A×G× Z

′
m) ∩ S′) × q′) ∪ (t, t0). (4.2)

It is straightforward to verify that Φ is a parameterized relational morphism.
Indeed, to verify (2.1), it suffices to verify that if (x, y) is in (4.2) and r ∈ R is
such that rx is defined, then rϕ1y ⊆ (rx)ϕ1 . But this is clear from (4.2) and the
construction of (Q, T ).

Define an equivalence relation P on DΦ by

(([0]a, g, [r]), q) P (([0]a, g′, [s]), q) ⇐⇒ g = g′, r ≡ s mod pj

(([0]a, g, [r]′), q′) P (([0]a, g′, [s]′), q′) ⇐⇒ g = g′, r ≡ s mod pj . (4.3)

Clearly (2.5) holds. Thus to prove (Φ,P) is a presentation, it suffices to show P
is an injective congruence.

Proposition 4.1. P is a congruence.

Proof. Suppose

x = (([0]a, g, [r]′), q′) P (([0]a, g, [s]′), q′) = y

and z ∈ DΦ is such that xz, yz �= ∅. There are three cases. Suppose first z =
(q′, (hi, 1), q′), then

xz = (([0]a, g, [r − i]′), q′), yz = (([0]a, g, [s− i]′), q′)

and since r ≡ s mod pj, we have r − i ≡ s− i mod pj . Thus xz P yz.
Now suppose z = (q′, (hithl, t0), q). Since xz, yz �= ∅, either [r]′ = [s]′ or

{[r − i]′, [s− i]′} = {[0]′, [1]′}. But since r ≡ s mod pj , the second case would
imply 0 ≡ 1 mod pj , a contradiction. Thus x = y and so xz = yz.

The remaining case is z = (q′, (([l]′i, g
′, b), u), q̃) some i �= j, u ∈ T . But xz, yz

defined implies [r]′i = [l]′i = [s]′i and

xz = (([0]a, gg′, b), q̃) = yz.

So in all cases xz P yz. If x, y ∈ ([0]a ×G× Zm) × q, x P y and xz, yz �= ∅, then
an analogous argument, but without the second case, shows that xz P yz. We
conclude that P is a congruence. �
Proposition 4.2. P is injective.

Proof. Suppose x = (([0]a, g, [r]′), q′), y = (([0]a, g′, [s]′), q′) and z ∈ DΦ is such
that xz, yz �= ∅ and xz P yz. We show x P y. Again, there are three cases.
Suppose first z = (q′, (hi, 1), q′), then

xz = (([0]a, g, [r − i]′), q′), yz = (([0]a, g′, [s− i]′), q′).
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So xz P yz implies g = g′ and r − i ≡ s − i mod pj . But then r ≡ s mod pj and
so x P y.

Suppose now z = (q′, (hithl, t0), q). Since xz and yz are defined, either [r]′ = [s]′

or {[r − i]′, [s− i]′} = {[0]′, [1]′}. In the former case, multiplying through by z and
using that xz P yz shows that g = g′ and hence x = y. So assume the latter case.
Without loss of generality, we may assume [r − i]′ = [0]′, [s− i]′ = [1]′. Then

(([0]a,−g, [r − i− l]), q) = xz P yz = (([0]a, g′, [s− i− l]), q).

Hence r − i − l ≡ s − i − l mod pj , whence 0 ≡ 1 mod pj , a contradiction. Thus
only the former case arises.

The remaining case is z = (q′, (([l]′i, g0, b), u), q̃) some i �= j, u ∈ T . But xz, yz
defined implies [r]′i = [l]′i = [s]′i. Hence r ≡ s mod pi. Since pj | pi, we conclude
r ≡ s mod pj. Also

xz = (([0]a, gg0, b), q̃), yz = (([0]a, g′g0, b), q̃).

Since xz P yz, we have gg0 = g′g0 and so g = g′. Thus x P y.
The case x, y ∈ ([0]a×G×Zm)×q, xz, yz �= ∅ and xz P yz is similar, but again

the second case doesn’t arise. This completes the proof that P is injective. �
These propositions finish the proof that (Φ,P) is a presentation and the verifi-

cation that c(S′) = 1. This establishes Theorem 1.1 and its corollary, Theorem 1.2,
for the case n = 1.

5. Types I and II semigroups, stabilizer pairs

and pointlike sets

The goal of this section is to generalize the results of [19,20] about membership
to pointlike sets; we believe the results to be of interest in their own right; they
shall be applied in the next section to calculate the complexity of the Sn,k.

Types I and II subsemigroups were introduced in [19, 20]; see also [9, 22, 26].
Let ER be the pseudovariety of semigroups whose idempotents generate an
R-trivial semigroup. Let S be a semigroup and W ≤ S be a subsemigroup.
Then W is a Type I subsemigroup of S if, for all relational morphisms ϕ : S →
T ∈ A, there is a semigroup T ′ ≤ T with T ′ ∈ ER and W ≤ T ′ϕ−1. It is proven
in [19] that if W is generated by a chain L1 >L . . . >L Ln of its L-classes, then it
is a Type I subsemigroup.

If S is a semigroup, the Type II subsemigroup (also called the group kernel)
of S is

KG(S) =
⋂

ϕ:S→G∈G

1ϕ−1,

where ϕ ranges over all relational morphisms to groups. It was proved by Ash [3],
and independently by Ribes and Zalesskĭı [23], that KG(S) is the smallest sub-
semigroup of S containing the set E(S) of idempotents of S, which is closed under
weak conjugation; see [9] for details.
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We shall need the more general notion of a V-stabilizer pair (cf. [25]). Fix a
semigroup S and a pseudovariety V. Then (s,A) ⊆ S × 2S is a V-stabilizer pair
if, for all relational morphisms ϕ : S → T with T ∈ V, there exists t ∈ T such that
s ∈ tϕ−1 and A ⊆ StabT (t)ϕ−1, where

StabT (t) = {u ∈ T | tu = t}

is the right stabilizer of t in T . Notice that if (x,A) is a V-stabilizer pair, then
(x, 〈A〉) is as well, so we normally assume that A is a subsemigroup. Observe
that (s,A) is a V-stabilizer pair if and only if the graph with 1 vertex labelled
by s and |A| loops labelled by A is V-inevitable in the sense of Almeida [2] (cf.
Ash [3]); see [22] for the related notion of a Type V subsemigroup.

Clearly if s ∈ S, then (s,KG(S)) is a G-stabilizer pair. We now relate Type I
semigroups to A-stabilizer pairs; the A-stabilizer pairs were characterized in gen-
eral by Henckell [8]. The following lemma extracts ideas from [22].

Lemma 5.1. Suppose W ≤ S is a Type I subsemigroup and e is an idempotent
in the minimal ideal of W . Then (e,W ) is an A-stabilizer pair.

Proof. Let ϕ : S → T ∈ A be a relational morphism. Then since W is a Type I
subsemigroup, there is a subsemigroup U ≤ T with U ∈ ER such that W ≤ Uϕ−1.
By shrinking down U , we can assume Wϕ ⊇ U . Let ψ : W → U be the restriction.
Then ψ can be factored α−1β where α : M � W and β : M � U are onto
homomorphisms. Let Re be the R-class of e in W . It is in fact a minimal right
ideal of W , so [12] there is a minimal right ideal R̃ of M with R̃α = Re. Let
R′ = R̃β; then R′ is a minimal right ideal of U [12]. Since U ∈ A ∩ ER, R′

consists of a single idempotent ẽ and ẽU = ẽ. Hence U ≤ StabT (ẽ). Choosing
f ∈ R̃ such that fα = e, we obtain ẽ = fβ ∈ eψ. Recalling that ψ is the restriction
of ϕ, we obtain W ≤ StabT (ẽ)ϕ−1 and e ∈ ẽϕ−1, thereby establishing that (e,W )
is an A-stabilizer pair. �

Recall thatX ≤ S is called V-pointlike if, for all relational morphisms ϕ : S → T
with T ∈ V, there exists t ∈ T such that X ≤ tϕ−1; X is called V-idempotent
pointlike if one can always choose t to be an idempotent. Notice that if X = X2

and X is V-pointlike, then X is V-idempotent pointlike; we remark that Henck-
ell has proved the converse for certain pseudovarieties, including the complexity
pseudovarieties [7]. We use PLV(S) to denote the semigroup of V-pointlike subsets
of S.

Our reason for considering stabilizer pairs is the following result from [25].

Lemma 5.2. Suppose (s,A) is a V-stabilizer pair for S with A ≤ S a subsemi-
group. Let B ∈ PLW(A). Then sB ∈ PLW∗V(S).

We shall use the above lemma in conjunction with the following lemma.

Lemma 5.3. Suppose X ∈ PLV(KG(S)). Then

X ∈ PLV©m G(S) ≤ PLV∗G(S).
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Proof. Let ϕ : S → T ∈ V©m G be a relational morphism. Then there is a rela-
tional morphism ψ : T → G ∈ G with U = 1ψ−1 ∈ V. By definition KG(S) ≤
1ψ−1ϕ−1 = Uϕ−1. Let ρ : KG(S) → U be the restriction of ϕ. Since U ∈ V, there
exists u ∈ U with X ⊆ uρ−1. Hence X ≤ uϕ−1, as desired. �

The following corollary generalizes the results of [20] to pointlikes.

Corollary 5.4. Let S be a semigroup, W ≤ S a Type I subsemigroup, X ∈
PLCi(KG(W )) and e be an idempotent in the minimal ideal of W . Then eX ∈
PLCi+1(S).

Proof. By Lemma 5.3, X ∈ PLCi∗G(W ). Since, by Lemma 5.1 (e,W ) is an
A-stabilizer pair in S, Lemma 5.2 shows that eX is a Ci ∗G ∗A = Ci+1-pointlike
subset of S. �

6. The construction and complexity of Sn,k for n > 1

The idea in this section is to use iterative matrix constructions to create a
semigroup Sn,k containing S1,k in such a way that the group of units of S1,k is
Cn−1-pointlike in Sn,k. We first construct some auxiliary semigroups. Fix, for
each i > 0, a cyclic group Gi = 〈gi〉 of order at least three, with identity ei.
Define recursively sequences of semigroups U1, U2, . . . and V1, V2, . . . as follows.
Set U1 = G1, V1 = ∅. Define recursively, Vi to be the Rees matrix semigroup
M(Ui−1, Gi, Gi, Ci) where Ci is the |Gi| × |Gi| matrix with entries gi−1 on the
diagonal and ei−1 in all other positions, i.e.

Ci =



gi−1 ei−1 ei−1 . . .
ei−1 gi−1 ei−1 . . .

. . .
ei−1 ei−1 . . . gi−1


 . (6.1)

Define Ui = Vi∪Gi where left and right multiplication of Gi against Vi are given by

(a, u, b)gi = (a, u, bg−1
i )

gi(a, u, b) = (gia, u, b). (6.2)

It is straightforward to verify that Ui is a monoid with group of units Gi and Vi is
an ideal in Ui. We “canonically” identify Ui−1 with the subsemigroup ei×Ui−1×gi

of Ui. Notice that U1 is the maximal subgroup of the minimal ideal of Ui, for all
i > 0. See [16, 17] for more on this type of construction.

Proposition 6.1. 〈E(Ui)〉 = Vi ∪ ei.

Proof. We prove the result by induction on i. Clearly the result holds when i = 1.
Let i > 1. Since |Gi| > 2, a straightforward calculation (cf. [6, 15]), considering
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the first two rows and three columns of (6.1), shows that M(Gi−1, Gi, Gi, Ci) is
idempotent-generated, from whence it easily follows

〈E(Vi)〉 = M(〈E(Ui−1) ∪Gi−1〉, Gi, Gi, Ci). (6.3)

Applying induction to (6.3), we obtain the desired result. �

Proposition 6.2. Ui is a Type I subsemigroup of itself.

Proof. We prove by induction that Ui is generated by a chain of its L-classes. This
is clear for U1 since it is a group. In general, Ui = 〈Gi ∪Ui−1〉. By induction Ui−1

is generated by a chain L1 >L · · · >L Lr of its L-classes and so, since Gi is an
L-class of Ui and Gi >L L1, Ui is generated by a chain of its L-classes. �

Proposition 6.3. U1 is a Ci−1-pointlike subset of Ui.

Proof. The proof is by induction. Since U1 is a group, it is A-pointlike and so the
result holds for i = 1. Suppose the result holds for i ≥ 1; so U1 ∈ PLCi−1(Ui).
Then we have:

• Ui ≤ 〈E(Ui+1)〉 ≤ KG(Ui+1) by Proposition 6.1;
• e1 is in the minimal ideal of Ui+1;
• Ui+1 is a Type I subsemigroup of itself by Proposition 6.2.

Thus U1 = e1U1 is a Ci-pointlike subset of Ui+1 by Corollary 5.4. �

Corollary 6.4. c(Ui) = i.

Proof. Proposition 6.3 shows that Ui has a non-trivial Ci−1-pointlike set and so
c(Ui) ≥ i. Since Ui has depth i, c(Ui) ≤ i by the depth decomposition theorem [28].

�

We now construct the semigroups Sn,k. Fix k ≥ 2. We define recursively two
sequences of semigroups: (Sn,k), (Tn,k), for n ≥ 1. Of course, S1,k has already been
defined; set T1,k = S1,k \H . Let G1 = H and g1 = h. Let e1 denote the identity
of G1. For i > 1, let Gi = 〈gi〉 be a cyclic group of order 3, with identity ei. Define
recursively,

Tn,k = M(Sn−1,k, Gn, Gn, Cn)/(Gn × 0 ×Gn)
where Ci is as in (6.1). Define Sn,k = Tn,k ∪ Gn where Gn acts against Tn,k as
per (6.2). It is easy to check that Sn,k is a monoid with group of units Gn and
that Tn,k is an ideal in Sn,k. Finally set Sn,1 = Sn,2 and Tn,1 = Tn,2.

Analogously to the case of the Ui, we “canonically” identify Sn−1,k with the
subsemigroup en × Sn−1,k × gn of Sn,k. In particular, we identify S1,k with a
subsemigroup of Sn,k. By construction one sees that

Sn,k = Un ∪Nn ∪ Jn ∪ 0

where Nn is a null J -class, Jn is a regular J -class with maximal subgroup of
order 2 (essentially N and J of S1,k blown up) and Un is as above. The J -classes
of Sn,k, in fact, form a chain of length n+ 3, the top n J -classes coming from Un
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followed by Nn >J Jn >J 0. We may conclude that the depth of Sn,k is n+1 and
so c(Sn,k) ≤ n+ 1 by the depth decomposition theorem [28].

Proposition 6.5. c(Sn,k) = n+ 1.

Proof. By Proposition 6.3, G1 = U1 is a Cn−1-pointlike subset of Un and
hence Sn,k. SinceG1 is a monoid, it is, in fact, Cn−1-idempotent pointlike. AlsoG1

is the group of units of our canonically embedded copy of S1,k in Sn,k. Now the
exact same presentation lemma computations performed in Section 3 to show that
c(S1,k) = 2 apply here to show that c(Sn,k) = n+1; the sole difference is that one
now uses the fact that G1 is Cn−1-idempotent pointlike to justify that it relates
to an idempotent under any relational morphism to a semigroup in Cn−1. �

7. Proof of Theorem 1.1: the general case

Suppose that X ⊆ Sn,k has k elements and let S be the submonoid generated
by X . Suppose first that X ⊆ Tn,k. Then since Tn,k ∪ en has depth n, we see
c(S) ≤ c(Tn,k ∪ en) ≤ n. So we may assume that some element of X belongs
to Gn. Arguing as in Section 4, there is a j ∈ {1, . . . , k} such that such that if S′

is the monoid defined as per (4.1), then X is contained in the subsemigroup S′
n,k

of Sn,k obtained from S′ by performing the same construction used to create Sn,k

from S1,k. We show c(S′
n,k) = n. It will then follow that c(S) ≤ c(S′

n,k) ≤ n,
completing the proof.

One has that S′
n,k = Un ∪ Nn ∪ J ′

n ∪ 0 where J ′
n is a J -class of S′

n,k obtained
from Jn by removing certain R-classes. Again, the J -classes of S′

n,k form a chain
of length n+ 3 with the top n J -classes in Un and where Nn >J J ′

n >J 0. Since,
by Corollary 6.4, c(Un) = n, we obtain c(S′

n,k) ≥ n.
Let J̃ be the minimal ideal of Un. Then I = J̃ ∪Nn ∪J ′

n ∪ 0 is an ideal of S′
n,k.

By the ideal theorem [29],

c(S′
n,k) ≤ c(S′

n,k/I) + c(I). (7.1)

Since S′
n,k/I has depth n− 1, the depth decomposition theorem [28] implies

c(S′
n,k/I) ≤ n− 1. (7.2)

Recall that we view U1 = G1 as canonically embedded in J̃ as a maximal subgroup
with identity e1. Since J̃ is the unique maximal J -class of I and contains a non-
trivial group, by the reduction theorem [21,28], we have c(I) = c(e1Ie1). But e1Ie1
is just the canonically embedded copy of S′ in S′

n,k and we have shown in Section 4
that c(S′) = 1, whence c(I) = 1. Putting this together with (7.1) and (7.2)
shows that c(S′

n,k) ≤ n, completing the proof of Theorem 1.1 and establishing its
corollary, Theorem 1.2.
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