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Abstract Background Social and behavioral determinants of health (SBDH) are environmental
and behavioral factors that often impede disease management and result in sexually
transmitted infections. Despite their importance, SBDH are inconsistently documented
in electronic health records (EHRs) and typically collected only in an unstructured
format. Evidence suggests that structured data elements present in EHRs can contrib-
ute further to identify SBDH in the patient record.
Objective Explore the automated inference of both the presence of SBDH documen-
tation and individual SBDH risk factors in patient records. Compare the relative ability
of clinical notes and structured EHR data, such as laboratory measurements and
diagnoses, to support inference.
Methods We attempt to infer the presence of SBDH documentation in patient
records, as well as patient status of 11 SBDH, including alcohol abuse, homelessness,
and sexual orientation. We compare classification performance when considering
clinical notes only, structured data only, and notes and structured data together. We
perform an error analysis across several SBDH risk factors.
Results Classification models inferring the presence of SBDH documentation
achieved good performance (F1 score: 92.7–78.7; F1 considered as the primary
evaluation metric). Performance was variable for models inferring patient SBDH risk
status; results ranged from F1¼82.7 for LGBT (lesbian, gay, bisexual, and transgender)
status to F1¼28.5 for intravenous drug use. Error analysis demonstrated that lexical
diversity and documentation of historical SBDH status challenge inference of patient
SBDH status. Three of five classifiers inferring topic-specific SBDH documentation and
10 of 11 patient SBDH status classifiers achieved highest performance when trained
using both clinical notes and structured data.
Conclusion Our findings suggest that combining clinical free-text notes and struc-
tured data provide the best approach in classifying patient SBDH status. Inferring
patient SBDH status is most challenging among SBDH with low prevalence and high
lexical diversity.
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Background and Significance

Social and behavioral determinants of health (SBDH) are
environmental and behavioral factors that impede disease
self-management and lead to or exacerbate existing comor-
bid conditions.1 The impact of determinants, such as
unstable housing and substance use disorders on medical,
and cost outcomes has resulted in health systems being
increasingly attuned to these determinants. In addition,
many SBDH are strongly associated with the acquisition of
sexually transmitted infections (STIs).2–4 While knowledge
of SBDH is clinically meaningful information and can lead to
tailored care plans, evidence suggests that providers often
struggle to retrieve information related to SBDH from elec-
tronic health records (EHRs), and that when SBDH are
neglected the overall quality of care may suffer.5,6

Recent research in the informatics community has focused
on integratingSBDHinto theEHR.7However, theseeffortshave
been impeded by both the infrequent documentation of SBDH
in the patient record and the lack of national standards for
collecting data related to SBDH.8,9 While social and sexual
history taking is a cornerstone of the patient interview,
providers often fail to adequately document their patient’s
self-reported SBDH.10–14 In addition, low adoption rates for
clinical screening tools for SBDH in EHRs exist as a barrier to
the collection of this information in a usable format.9,15While
the majority of documentation related to SBDH exists in
free-text notes, information on SBDH is also manifest in the
structured data elements such as diagnosis codes and labora-
tory tests.16–18 As a result, there is a requirement for
approaches that can improve clinicians’ documentation of
SBDH, as well as leverage heterogeneous data within EHRs,
to represent a patient’s individual SBDH status.

This study has several goals: (1) attempt to automatically
infer the presence of SBDH documentation to support initia-
tives designed to improve social history taking by clinicians,
and (2) evaluate methods for inferring a patient’s respective
SBDH from EHR data. We hypothesize that modeling
approaches that leverage both structured and unstructured
data for this task will yield better performance than attempts
based on either data source alone. In order to inform future
research in this area, we also perform an error analysis to
identify challenges to automated SBDH inference.

Introduction

Previous work on extracting SBDH from clinical data has
employed Natural Language Processing (NLP) techniques,
reflecting the fact that such information is most reliably
documented in clinical notes.16,19 NLP approaches, and in
particular information extraction techniques, have been
applied to different types of SBDH including smoking
status,20–22 substance abuse,23–25 and homelessness.18,26

Extraction techniques that have been used include regular
expressions, named entity recognition, andmore contempo-
rary distributional semantic techniques. Efforts aimed at
using NLP to infer SBDH have generally achieved modest
performance, reflecting the inherent challenges associated

with processing clinical notes (e.g., lexical and semantic
ambiguity) and challenges specific to inferring SBDH.27,28

Most significantly, the language used to express SBDH is
often institution-specific, limiting the usefulness of lexicons
contained in clinical terminologies like the Unified Medical
Language System (UMLS).29 Novel approaches are required
to advance the science of inferring SBDH from patient
records.

An open research question is whether structured data
elements in the EHR can be utilized to infer SBDH status.
There are more than 1,000 distinct codes in the four major
medical vocabularies (Logical Observation Identifiers Names
and Codes [LOINC], Systematized Nomenclature of Medi-
cine–Clinical Terms [SNOMED CT], International Classifica-
tion of Diseases, 10th Revision [ICD-10], and Current
Procedural Terminology [CPT]) that are related to SBDH.30

ICD codes for substance abuse and homelessness have previ-
ously served as indicators of patient SBDH status, but have
been shown to exhibit high specificity but poor sensitivity
for the determinants they represent. Vest and colleagues
recently observed that structured EHR data alone could be
used to infer a patient’s need for social services.31 Moreover,
due to the comorbid nature of many SBDH, multiple studies
have established that demographics and diagnosis codes
related to behavioral health and substance abuse were
predictors of homelessness in clinical text.29,32 Despite the
potential utility of structured EHR data in systems for
extracting social and behavioral determinants, no previous
study has leveraged such data for this purpose.

Dataset

We described the creation of a gold-standard corpus of
patient records containing information on SBDH and deriva-
tion of an outcomes variable for classifying (1) the presence
of SBDH documentation in the patient record and (2) 11
patient-specific SBDH risk factors.

Curation of Social and Behavioral Determinants of
Health
Three clinicians identified an array of more than 30 distinct
SBDH associatedwith adverse health outcomes such as hospi-
tal readmission and the acquisition of STIs. The clinicians
classified each SBDH as belonging to one of five SBDH topics
as follows: (1) alcoholuse(social alcoholuseoralcoholism), (2)
substance abuse (amphetamine, opiates, cannabis, cocaine, or
intravenous [IV] drugs), (3) sexual orientation (menwho have
sex with men, men who have sex with women, women who
have sex with men, women who have sex with women, or
bisexual), (4) sexual activity (history of STIs, condom usage,
oral sex, vaginal sex, or receptive and insertive anal inter-
course), and (5)housing status (homeless, unstablehousing, or
living with friends).

Gold-Standard Annotation Guidelines
We chose to obtain document-level annotations rather than
mention-level annotations because we observed many notes
where SBDHare not expressedas namedentities. For example,
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we observed mentions of SBDH, such as “he used occasional
EtOH (scotch) at church functions” and “three-to-four lifetime
male unprotected sexual partners,” that would not be amena-
ble to extraction using named-entity recognition.

Three annotators manually reviewed clinical notes for
documentation of the six SBDH topics and 30 risk factors.
First, annotators reviewed the entire length of each clinical
note to assess the presence of SBDH documentation. Any
confirmatory or negated mention of SBDH associated with a
given topic was treated as documentation, for example,
“patient denies sexual activity” or “patient has history of
STIs”would result in a positive label for the “sexual activity”
topic. If no confirmatory or negated mentions of any SBDH
associated with a given topic was observed, annotators
asserted an absence of documentation for that SBDH topic.
Second, in notes with confirmed SBDH documentation,
annotators recorded whether a patient was described as
having an “active,” “historical,” or “never” status related to
each SBDH risk factor within the topic. Statuses of “active”
and “historical”were prompted by explicit statements, while
the “never” status was designated by either negative docu-
mentation (“patient denies X”) or the absence of information
related to a specific SBDH risk factor. Detailed annotation
guidelines are available at: github.com/danieljfeller/SBDSH.

Collection of Clinical Notes
Clinical notes were obtained from the clinical datawarehouse
at Columbia University Medical Center (CUMC), a large aca-
demic medical center in New York City. We initially isolated
two corpora that were hypothesized to contain frequent
documentation of social and behavioral determinants of
health. First, we obtained all notes associated with HIVþ
individuals within the EHR system at CUMC; this included
all distinct note types such as “Admission,” “Progress,” and
“Social Work” notes. Second, we obtained all notes written by
social workers between 2005 and 2017 for the general patient
population. Both corpora included notes generated during
both inpatient and outpatient encounters, andwe direct read-
ers to a previous publication for more detail on the study
cohort and clinical setting.8 The study described herein was
approved by the Institutional Review Board at CUMC.

Only a small proportion of all notes collected from the EHR
systemwereused in thestudy, as semisupervised learningwas
used to identify a subset of notes likely to contain SBDH
documentation. The output of the semisupervised learning
approach was used by annotators to complete the annotation
process and significantly increased the yield of annotation
compared tounsupportedmanual annotation. The implemen-
tation details and evaluation results of our semisupervised
approach are described at length in a previous publication
from our research group.8

Outcome Variables
In these experiments we trained two sets of binary classifi-
cation models: (1) classifiers to infer the presence of SBDH
documentation, and (2) classifiers to infer a patient’s SBDH
status at a specific time T, where T represents the date that
the patient’s status was documented in a clinical note.

Presence of SBDH Documentation
We attempted to classify whether a given SBDH topic (sexual
orientation, drug use, alcohol use, or housing status) was
either documented or not documented in the patient record.
Every annotated note received such a label, for example, the
“drug use” topic was documented if there was (1) any
mention of a recreational drug or (2) negative documenta-
tion (e.g., “patient denies drug use”).

Patient SBDH Status
Inference of SBDH status was considered a binary classifica-
tion task of a patient’s SBDH status (i.e., active or inactive).
Indication of historical use (e.g., “history of substance abuse
but denies drugs use”) was represented using the inactive
label. As described in a previous section, only notes with
confirmed SBDH documentation were assigned a positive or
negative SBDH label at time T.

We focus on 11 SBDH factors with greater than 40 positive
cases in thegold-standard corpus; several SBDHclassifications
were composites of multiple lower level SBDH labels: “LGBT”
(lesbian, gay, bisexual, and transgender) was combined from
“men who have sex with men,” “women who have sex
with women,” “bisexual,” and “transgender.” “Unsafe sex”
was combined from “sometimes uses condoms” and “never
uses condoms.” “Unstable housing”was combined from labels
“unstable housing” and “homeless.”

Characteristics of Gold-Standard Corpus
A total of 4,663 notes associatedwith 1,501 patients treated at
a large urban academic medical center were manually
reviewed for mentions of SBDH; 3,273 notes were associated
with HIVþ individuals and 1,390 social work notes associated
with the general hospital population. Seventy-six notes were
double annotated and aKappa statistics of 0.736was observed
across all SBDH risk factors. The average age of persons in this
cohort was 52.2 years old (standard deviation [SD]¼12.9
years)with916malesand585females. Thenumberofpatients
with explicit mentions of specific SBDH ranged from 274 for
cocaine abuse (most prevalent) to 36 for amphetamine abuse
(least prevalent, ►Table 1).

Methods

Experimental Design
For each of the five SBDH topics and 11 SBDH risk factors, a
discrete classifier was trained. To avoid any potential data
leakage between training and testing stages, each patient’s
data were included only once in the entire dataset; inputs to
the classification models included a single free-text note and
structured EHR data aggregated over a 30-day period preced-
ing the free-text note (►Fig. 1).

Supervised Machine Learning to Classify SBDH
Documentation and SBDH Status

Unstructured Input
Clinical documents were represented as a bag-of-words using
termfrequency–inversedocument frequency (TF-IDF)weights.
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Preprocessing ofdocuments comprised the following steps: (1)
tokenize all documents, (2) remove all nonalphabetical char-
acters, (3) remove general-domain stopwords, and (4) remove
words that were observed fewer than thrice. These steps
yielded a vocabulary size of approximately 14,000 words.

Structured Input
For each patient, structured EHR data were aggregated from
the 30-day period preceding the date of the patient’s
recorded SBDH status. We hypothesized such an extended
observation period was necessary to collect enough struc-
tured EHR data to impact model performance. However, a
longer observation period was not used due to the fact that a
patient’s SBDH status is liable to change over time.

Diagnoses, procedures, laboratory tests, and demographics
were collected from the institutional data warehouse, which
has been mapped to the Observational Medical Outcomes
Partnership (OMOP) Common Data Model, a standard for
storing health care data.33 We reduced each data table to
contain only thoseobservations thatwere collectedbetween0
and 30 days prior to the date the patient’s SBDH status was
observed (►Fig. 1). Structured features were represented as a
vector of counts for each vocabulary item (e.g., two occur-
rences of ICD-9 code V08) associated with the patient in the
30 days prior to the index date.

Heterogeneous Input
When structured and unstructured data were combined, we
simply concatenated the features obtained from the notes and
the structured EHR data described above. This process is pre-
sented in ►Fig. 2. Hereafter, we refer to the combination of
structured andunstructured EHRdata as “heterogeneous” data.

Training Classifiers
We used Scikit Learn34 to train a classifier for each of the five
SBDH topics and 11 SBDH labels under three conditions
(clinical notes alone, clinical notesþ structured data, and
structured data alone). We experimented with a variety of
classifiers including L2-penalized logistic regression, support
vector machines, Random Forests, CaRT, and AdaBoost. Each
model training leveraged Chi-square feature selection, using
2,000 features with the strongest univariate association with
the classification target; this step improved performance and
reduced model training time.

We found that in all cases either AdaBoost or CaRT yielded
the best performance. In order to optimize performance of the
AdaBoost classifiers, we empirically identified the optimal
number of weak learners (AdaBoost’s primary hyperpara-
meter) and number of features retained using Chi-square
feature selection. We evaluated 30, 50, and 100 weak learners
with 2,000 and 4,000 features selected using Chi-square on a
development set.

We also experimented with several deep learning models
that have been previously shown to successfully leverage
both structured and unstructured clinical data for classifica-
tion tasks.35 We fit both feedforward and convolutional
neural networks and performed hyperparameter search
over learning rate, number of layers, and batch size. However,Ta
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all neural networks yielded worse performance compared to
the machine learning approach described above due to the
small size of our training dataset.

Evaluation
Precision, recall, and F1 scores were computed across the
SBDHmodels using five-fold cross validation. F1 was consid-
ered the primary evaluation metric because the authors had
no grounds to assign precedence to either precision or recall,
as the determination of whether to optimize precision or
recall will depend on the specific clinical application used. F1
is the harmonic mean of precision and recall and takes both
metrics into account.

We estimated the SD associated with each metric by boot-
strapping 200 classifiers for each SBDH on different samples
and calculating the SD of resultant scores. We also estimated
feature importance by using the total decrease in node impu-
rity attributed to a single feature, averaged over all trees in
an AdaBoost ensemble classifier. The effect of label frequency
on classification performance was estimated using the Spear-
man rank correlation between a classifier’s F1 score and the
number of positive labels available for model training.

In addition, we conducted an error analysis to gain insight
into model performance for SBDH risk factors. This was

performed by reviewing a random sample of 100 incorrectly
labeled patients. First, incorrectly classified patients were
labeled as either a true or false error, the latter being attribut-
able to incorrect annotation. Second, we associated each true
error with one or more of the following characteristics: (1)
idiosyncratic languageused toexpress SBDH, (2)unrecognized
negation, (3) attribution (e.g., “her mother is homeless”), (4)
historical phrases (“he stopped drinking heavily in 2007 and
now drinks approximately once per month”), (5) syntactic
dependencies, (6) conflicting information, and (7)misspelling.

Results

Classifier Performance
Classification results inferring the presence of topic-specific
SBDH documentation are presented in ►Table 1 and ranged
from F1¼92.7 for substance use to F1¼78.7 for sexual
history. While in three of five cases, models with text and
structured data yielded the best results, these differences
were not statistically significant.

The highest performing SBDH risk factor model was the
classifier of LGBT status trained using heterogeneous data
(F1¼82.7; ►Table 2), while the lowest performing model
was the classifier for “IV drug abuse” using structured data

Fig. 1 Prediction Task for SBDH labels. SBDH, social and behavioral determinants of health.

Fig. 2 Overview of methods for machine learning. TF-IDF, term frequency–inverse document frequency; SVC, support vector classifier.
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(F1¼28.5). In 10 of 11 cases, training models with both text
and structured data yielded better results thanmodels trained
with either of those data sources alone. In contrast to other
models, the classifier for “unsafe sex” achieved thebest results
when trained using only text data. The best performing
algorithms and their respective hyperparameters are pre-
sented in ►Supplementary Material Appendix A (available
in the online version).

Features Used for SBDH Risk Factor Classification
The top features for the heterogeneous, text, and structured
dataSBDHclassifiersarepresented inSupplementaryMaterial

Appendices B-D (available in the online version). Textual
features used by the classifiers included explicit indicators of
SBDH, as well as cooccurring determinants. For example, top
features for the cocaine abuse classifiers included “cocaine,”
“PSA” (for polysubstance abuse) and “heroin.”

While themajority of top features utilized by the heteroge-
neous models were derived from text, models also included
structured features. The top feature for the alcohol abuse
classifier was SNOMED code 191811004 (“continuous chronic
alcoholism”), while codes 191918009 (“nondependent cocaine
abuse”) and 78267003 (“cocaine abuse”) were among the top
10 features used by the cocaine abuse classifier. LOINC code
5393-4 (“treponema pallidum antibody test”) is a test for
syphilis infection and was a leading indicator for having a
“history of STIs.”

Several textual featureswere institution-specificor regional
in nature. For example, the word “nicholas” used in the
homelessness classifier likely refers to a homeless shelter in

New York City. In addition, “HASA” represents the HIV/AIDS
Services Administration, a governmental organization in New
York that provides housing for persons with HIV.

Label Frequency
We also tested the impact of the prevalence of each SBDH on
the performance of the classification models (►Fig. 3). A
comparison between the number of positive cases used to
train each classifier and the resulting performance of that
classifier yieldeda correlationcoefficientof0.762 (p¼0.0059).
Amphetamine abuse seemingly invalidated the trend, as the
classifier only had 36 positive cases available but achieved a
modest F1 score of 51.1.

Error Analysis
Among 100 randomly sampled incorrect classifications, 18
errors were attributed to historical phrases such as “history
of cocaine snorting quit 18years ago.” Seventeen were attrib-
uted to short- and long-term syntactic dependencies such as
“reports very large amounts of alcohol consumption, IV heroin,
and cocaine use.”Unrecognized negation was associated with
15 errors (e.g., “has not had EtOH intake in over 20 years”),
and lexical diversity accounted for 13 errors (e.g., “actively
smokes crack”) that reflected use of idiosyncratic language
by clinicians. Three errors reflected misspellings (e.g., “for-
mer IV cocaine and heroin use”), and two errors reflected
conflicting information in the note (e.g., “his wife was
present during the interview … in private [patient]
reported sex with men”). Four errors were in fact correct
and attributed to inaccurate annotations.

Table 2 Performance of models inferring SBDH labels using five-fold cross validation

þ/� Structured EHR features Text only Structured EHRþ text

F1 P R F1 P R F1 P R

Sexual history

LGBT status 263/796 54.4�5.1 55.9�4.9 58.1�5.7 79.2� 4.3 84.8�5.3 74.7�5.7 82.7�4.0 86.1� 4.9 80.0� 5.7

History
of STIs

204/603 32.3�6.4 30.1�7.5 48.2�8.0 48.9� 6.3 50.1�7.7 56.7�7.7 54.0�6.7 54.2� 7.9 53.7� 8.0

Unsafe sex 160/647 21.1�6.4 21.3�7.5 35.0�7.4 43.8� 6.3 52.1�7.7 38.9�7.7 38.5�6.5 46.0� 7.5 35.8� 8.0

Alcohol use

Social
alcohol use

252/940 27.9�5.6 35.0�7.3 23.8�5.3 39.2� 6.7 49.4�8.8 32.7�6.7 40.1�6.5 51.6� 8.6 33.2� 6.7

Alcoholism 165/1,027 33.4�8.6 49.9�11.5 42.4�8.3 50.0� 7.9 61.2�10.3 42.4�8.3 52.0�7.9 62.8� 10.3 44.8� 8.5

Substance use

Marijuana
use

210/1,052 29.0�7.4 52.5�11.1 21.4�6.4 49.8� 6.8 51.7�7.8 49.0�8.3 56.4�6.8 57.8� 7.8 55.7� 8.6

Cocaine
abuse

274/988 56.2�5.6 70.2�7.3 47.0�6.3 62.1� 5.5 67.2�7.3 58.4�6.3 65.1�5.1 66.0� 6.2 64.6� 7.0

Opioid abuse 99/1,163 30.9�9.9 48.8�16.6 23.2�8.5 37.9� 10.7 48.7�15.1 23.2�10.3 40.0�11.8 48.3� 14.7 34.4� 12.0

Intravenous
drug abuse

65/1,197 13.8�9.6 19.9�14.2 10.8�10.0 27.3� 11.5 43.4�19.6 21.5�10.2 28.5�12.3 38.3� 22.0 23.1� 10.1

Amphetamine
abuse

36/1,226 33.6�16.3 55.4�36.7 27.5�17.8 47.0� 19.5 68.4�31.1 42.5�18.4 51.1�17.1 51.4� 19.7 53.5� 21.9

Housing status

Unstable
housing

262/978 27.4�5.6 35.0�6.0 23.6�6.4 49.3� 6.4 59.4�7.8 42.3�7.5 53.1�6.4 62.2� 5.8 46.9� 7.2

Abbreviations: LGBT, lesbian, gay, bisexual, transgender; P¼ precision, R¼ recall,� standard deviation estimated using bootstrap method; SBDH,
social and behavioral determinants of health; STI, sexually transmitted disease.
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Discussion

Our findings suggest that the identification of topic-specific
SBDH documentation and individual SBDH risk factors can be
improved by leveraging both structured EHR data and clinical
notes. We also provide evidence that model performance is
correlated with the lexical diversity used by clinicians to
document a given SBDH and the prevalence of a given SBDH
within a patient population.

The presence of topic-specific SBDH documentation in the
patient recordwas inferredusing classificationmodels. A 2014
report published by the Institute of Medicine brought atten-
tion to the importanceof collecting SBDH information in EHRs,
as well as the fact that such information is sporadically
collected in patient records.36,37 The acceptable performance
of classification models trained to infer presence of SBDH
documentation suggests that information and technology
(IT) systems could alert providers when certain SBDH topics
are undocumented in the patient record, thereby supporting
the development of quality initiatives to improve provider’s
documentation of SBDH. Such an approach could increase the
specificity of EHR prompts alerting clinicians to collect SBDH
information, which have been previously deployed in clinic
settings.38,39

The combination of free-text and structured data yielded
better performance than either data source alone when infer-
ring SBDH risk factors. These findings are corroborated by
recent studies that combined textual features with diagnoses
and laboratory data and observed improved phenotyping and
prediction compared to using those sources alone. Several of
these techniques have found improved performance by pre-
processing textual data with topic modeling40,41 and struc-

tured data with autoencoders.42 More recently, deep neural
networks have been used to leverage heterogeneous clinical
data for prediction, although our findings demonstrate that
thesemethods requiremuch largerdatasets thosearecurrently
available in the SBDH domain.43,44

We observed a positive correlation between model per-
formance and the prevalence of each specific SBDH. This
demonstrates the necessity of building gold-standard corpo-
ra of adequate size, especially for infrequently documented
SBDH such as those related to sexual activity.8 However, the
“amphetamine use” and “LGBT” classifiers outperformed
SBDH models for labels with similar prevalence, likely
reflecting the limited lexical diversity used to express these
SBDH. For example, amphetamine use was often referenced
by “meth” or “methamphetamine” andmost LGBT patients in
our cohort were gay who were characterized as “MSM” or
“men who have sex with men.”

The results of our error analysis suggest several areas for
improvement in automated SBDH inference. The inability of
the SBDH classifiers to detect syntactic dependencies and
historical phrases is unsurprising, given our use of a simple
bag-of-words approach to extracting information from clin-
ical text. In addition, several of the SBDH were associated
with high lexical diversity, suggesting that clinicians lack a
standardizedway for expressing those SBDH.While contem-
porary methods that leverage distributional semantics and
use neural networks to model temporal sequences can
overcome such challenges, these methods require very large
datasets that are difficult to curate in themedical domain.8,45

Transfer learning, which entails pretraining a neural network
on a large, related dataset, and subsequently “fine tuning” the
network on a smaller dataset, has the potential to overcome
the aforementioned barriers posed by the challenge of
collecting large annotated corpora.46,47

Limitations

First, our SBDH classifierswere trainedusing data froma single
institution.48 However, our use of the OMOP Common Data
Model enables generalizability of our trained models to other
institutions. Second, our overall modest results may have
resulted from data quality issues in the documentation of
SBDH and/or inaccurate annotation. Third, most approaches
cast this problem as a named-entity recognition task but
because we approach the problem as a document labeling
task, our experimental setup does not allow fordirect compari-
son to previous work. With larger training datasets, future
studiesmaybeable to experimentwithusingmachine learning
for informationextraction. Fourth,ourmodelperformancemay
have been improved by considering negation or by correcting
misspellings in text; we did not consider negation due to the
fact that not all SBDH studied herein would have benefitted
from this addition. Fifth, a considerable number of the patients
whoserecordswereused to train the classificationmodelshave
HIV; the records of these patients likely differ from patients
who are currently HIV negative, potentially compromising the
generalizability of the classification models. Sixth, we did not
use a “holdout” dataset that was never used inmodel training;

Fig. 3 Relationship between SBDH prevalence and classifier perfor-
mance. LGBT, lesbian, gay, bisexual, transgender; SBDH, social and
behavioral determinants of health; STI, sexually transmitted disease.
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we simply did not have the requisite volume of data to create
training, validation, and test sets and thus the observed model
performance may be inflated. Future studies should use a
holdout set to estimate unbiased model performance.

Conclusion

We observed that the combination of structured and un-
structured data improves automated inference of SBDH
documentation from the patient record, motivating the
development of EHR prompts to improve the quality of
provider documentation of SBDH. In addition, our findings
suggest that while automated inference of patient SBDH
status is challenging, the combination of text and structured
EHR data improves performance compared to either data
source alone. The study findings also suggest that SBDH
prevalence and the lexical diversity used to express a given
determinant have an impact on the performance of classifi-
cation algorithms for this purpose. Future studies should
explore computational methods that can effectively learn
models using datasets of limited size.

Clinical Relevance Statement

Our findings demonstrate the feasibility of inferring social
and behavioral determinants of sexual health from EHRs.
Implementation could increase both the quality of provider
documentation related to these determinants as well as the
availability of this information at the point of care.

Multiple Choice Questions

1. What characteristics of SBDH documentation impacted
the ability of machine learning models to automatically
infer SBDH risk factors?
a. Unrecognized negation
b. Lexical diversity
c. Label prevalence
d. (a, b, and c)
e. (b and c)

Correct Answer: The correct answer is option e, as both
lexical diversity and label prevalence impact the author’s
ability to automatically infer SBDH risk factors. The lexical
diversity used to express SBDH was negatively associated
with model performance. For example, amphetamine use
was often referenced in one of two ways; “meth” or
“methamphetamine.” The majority of LGBT patients in
our cohort were gay men who were characterized as
“MSM” or “men who have sex with men.” In contrast,
unstable housing had a similar cohort prevalence but was
more challenging to infer, reflecting the myriad ways this
SBDH was documented (e.g., “shelter,” “homeless,” and
“hotel”). Less prevalent labels were also more challenging
to infer; a comparison between the number of positive
cases used to train each classifier and the resulting
performance of that classifier yielded a correlation coef-
ficient of 0.762 (p¼0.0059).

2. Why did the authors use a document classification ap-
proach to inference SBDH, instead of the more traditional
named-entity-recognition?
a. SBDH mentions are not typically expressed as named

entities.
b. easier to train machine learning models when using

document classification.
c. the annotation process required to train named-entity-

recognition models is more labor intensive.
d. the authors were interested in developing a novel

approach to SBDH classification.

CorrectAnswer:Thecorrect answer isoptiona. Theauthors
chose to obtain document-level annotations rather than
mention-level annotations because of evidence that SBDH
are not typically recorded as named entities. For example,
we observedmentions of SBDH such as “he used occasional
EtOH (scotch) at church functions” and “three-to-four life-
time male unprotected sexual partners” that would not be
amenable to extraction using named-entity recognition.
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