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Abstract Background Despite advances in natural language processing (NLP), extracting
information from clinical text is expensive. Interactive tools that are capable of easing
the construction, review, and revision of NLP models can reduce this cost and improve
the utility of clinical reports for clinical and secondary use.
Objectives We present the design and implementation of an interactive NLP tool for
identifying incidental findings in radiology reports, along with a user study evaluating
the performance and usability of the tool.
Methods Expert reviewers provided gold standard annotations for 130 patient
encounters (694 reports) at sentence, section, and report levels. We performed a
user study with 15 physicians to evaluate the accuracy and usability of our tool.
Participants reviewed encounters split into intervention (with predictions) and control
conditions (no predictions). We measured changes in model performance, the time
spent, and the number of user actions needed. The System Usability Scale (SUS) and an
open-ended questionnaire were used to assess usability.
Results Starting from bootstrapped models trained on 6 patient encounters, we
observed an average increase in F1 score from 0.31 to 0.75 for reports, from 0.32 to
0.68 for sections, and from 0.22 to 0.60 for sentences on a held-out test data set, over
an hour-long study session. We found that tool helped significantly reduce the time
spent in reviewing encounters (134.30 vs. 148.44 seconds in intervention and control,
respectively), while maintaining overall quality of labels as measured against the gold
standard. The tool was well received by the study participants with a very good overall
SUS score of 78.67.
Conclusion The user study demonstrated successful use of the tool by physicians for
identifying incidental findings. These results support the viability of adopting interac-
tive NLP tools in clinical care settings for a wider range of clinical applications.
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Background and Significance

Despite advances in natural language processing (NLP),
extracting relevant information from clinical text reports
remains challenging and time-consuming.1 Interactive tools
capable of easing the construction, review, and revision of
NLP models can reduce the cost of constructing models and
improve the utility of clinical reports for physicians, admin-
istrators, and other stakeholders.

We present the design, implementation, and evaluation of
an interactive NLP tool for identifying incidental findings in
radiology reports of trauma patients (►Fig. 1). The modern
care of trauma patients relies on extensive use of whole-body
computed tomography (CT) imaging for assessment of inju-
ries.2 Although CT imaging is invaluable in demonstrating the
extent of injuries, unrelated incidental findings such as occult
masses, lesions, andanatomic anomalies areoftenuncovered.3

Incidental findings are quite common and range from an
insignificant cyst in the kidney to a life-threatening nodule
in the lung.4 Themembers of the trauma team are responsible
for interpreting the radiology reports, identifying and assess-
ing the incidental findings, and conveying this information to
the patient and other physicians. However, in a busy trauma
centerwith acutely injuredpatients, thetaskof identifyingand
collating incidental findings is taxing.5 The importance of
clinical context in classifying a finding as incidental is a key

source of difficulties. For example, a trauma surgeon’s notion
of an incidental finding may be very different from an oncol-
ogist’s definition of an incidental finding in a cancer patient.
This presents a challenge to automated text extraction
approaches based on limited training data, making the identi-
fication of incidental findings a task best served by models
customized to the clinical context and medical specialty.

InteractiveNLP tools that provideend-userswith theability
to easily label data, refine models, and review the results of
those changes have the potential to lower the costs associated
with the customization, and therefore to increase the value of
NLP on clinical reports (►Fig. 2). Interactive NLP can improve
the clinicalworkflowanddecrease time spent in documenting
by automatically identifying and extracting relevant content
needed for tasks such as preparing discharge summaries,
formulating reports for rounding, and authoring consultation
notes. We present the design and implementation of
an interactive NLP tool for identifying incidental findings in
radiology reports, followed by results from a user study with
physicians to evaluate the accuracy and usability of the tool.

Related Work
Several efforts have applied NLP pipelines and machine learn-
ing methods to radiology reports.6–8 Yetisgen-Yildiz et al9

demonstrated theuseofNLPand supervisedmachine learning
for identifying critical sentences in radiology reports, using an

Fig. 1 (1) A deidentified radiology report of computed tomography (CT) imaging in a patient with trauma. It revealed a nodule as an incidental finding that
is highlighted in yellow by the prototype tool (a and c). Users are able to add incidental findings missed by the prototype (bolded in a) and also remove
incorrectly highlighted findings (b). (2) The tool shows an overview of the patient case in a miniaturized view of all the records with highlights marking
regions of interest (d). In the right sidebar, the tool allows the users to define search terms to behighlighted in pink. (3) These can be seen as ruleswhich can
help attract user attention to potentially important parts of the case. (4) Shows a list of predictions made by system. Clicking on a blurb item scrolls the
report view to relevant prediction into view. (5) A log of feedback items and changes recorded by the user.
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extractive summarization approach, focused on binary classi-
fication of sentences. Zech et al also worked on identifying
findings in radiology reportswith a similar pipeline and linear
classification models.10 Follow-up work by Yetisgen et al11

noted that because manual annotation is time-consuming
and labor-intensive, they could annotate only a small portion
of their corpus. Interactive annotation approaches were rec-
ommended as a means of addressing this challenge.

Interactive machine learning (IML) is defined as the process
of iteratively building machine learning models through end-
user input.12,13 IML systems require effective displays for
presentingoutputsandeliciting feedback fromusers for retrain-
ing models.14 Both Amershi et al15 and Boukhelifa et al16

provide summaries of prior work in IML. Interactive methods
are particularly appealing in addressing the challenges inherent
in developing NLP applications, which are further exacerbated
by differences across institutions and clinical subdomains. In
the traditional approach, models are built by NLP experts in
linguistics and machine learning, while subject matter domain
experts who are often the end-users must construct training
data through laborious annotation of sample texts. This ap-
proach is expensive and inefficient, particularlywhen language
subtleties necessitate multiple iterations through the annota-
tion cycle (as is often the case). For clinical applications, it
quickly becomes infeasible to customize models for every
specific task and application. RapTAT demonstrated how inter-
active annotation and preannotated documents can reduce the
timerequired tocreateanannotatedcorpus.17,18Tosimplify the
process of building models, LightSIDE19 and CLAMP20 provide
graphical user interfaces for building customizedNLP pipelines.
D’Avolio et al21 described a prototype system combining tools
forcreating textannotations (Knowtator22) and forderivingNLP
features (cTAKES23), within a common user interface to config-
ure statistical machine learning algorithms. Other efforts pro-
vide interfaces for information extraction using rule-based NLP
such as regular expressions as well as user-defined grammars
and lexicons.24,25 Although the majority of these tools focus on
supporting different parts of an NLP expert’s workflow, they do
not address the challenges in designing an end-to-end interac-
tive system for physicians or other domain experts. Our work
complements these efforts by focusing not only on customizing
individual components of the NLP pipeline, but also on the
design of all components required for building a clinically

focused closed-loop IML system. Other interactive tools
designed for end-user needs have addressed specific NLP tasks
including clustering,26 classification,27–29 topic modeling,30,31

and word sense disambiguation.32

Objectives

Our objective was to develop an intelligent interactive tool to
beusedbyphysicians in the traumacare setting for identifying
incidental findings. The current workflow for identifying
incidental findings at the Trauma Services at University of
Pittsburgh Medical Center (UPMC) is a manual process. For
each patient, physicians read full-text radiology reports in the
patient’s electronic medical record (EMR) and synthesize
them to fill in different sections of a templated signout note.
One of these sections specifically focuses on incidental find-
ings. This process is repeated daily and the signout note is
revised whenever a new radiology report is added to the
patient’s EMR. Typically, resident physicians in the trauma
team that include surgery, internal medicine, and radiology
are responsible for writing the signout notes. We conducted
informal discussions withmembers of these teams and stake-
holders that provided initial validation of the problem and
requirements, alongwith insights and feedback for developing
the tool. We built on our previous work29 to address the
challenge of integrating interactive NLP into the clinical work-
flow. The tool consists of (1) a learning pipeline that builds,
applies, and updates an NLP model for identifying incidental
findings, and (2) a user interface that enables users review,
provide feedback, and understand changes to the NLP model.

NLP Learning Pipeline Requirements
The NLP pipeline should have a sectionizer that is capable of
splittingnotes intosectionsandsentences.As inYetisgen-Yildiz
et al,9 these elements are then subject to a binary classifier
predicting whether or not each element discusses incidental
findings. The system should incorporate end-user input to
revise the models, thus completing an interactive learning
cycle capable of predicting useful elements in clinical text.

User Interface Requirements
The user interface shouldhave functionality to helpphysicians
in selecting relevant training examples and in providing labels

Fig. 2 System overview: Physicians (1) review highlights predicted by the system, and (2) provide feedback on them. (3) Once this feedback is
used to retrain models, it completes an interactive learning cycle.
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appropriate for updating the NLP model. The interface should
displaypredictions fromthemodel andallowphysicians to give
feedback that will be used to revise the model. Visualization
and interactioncomponentsshouldsupport thesestepswithin
the interactive learning cycle. These requirements are further
itemized as follows:

(i) Review
R1: The user interface should highlight sentences as pre-
dicted by the NLP model to be relevant and, where possible,
help users understand why a sentence was predicted to
describe an incidental finding.

R2: The interface should help users to quickly navigate
between documents as well as predictions.

(ii) Feedback
R3: Users should be able to select sentences that should have
been highlighted and were missed by the NLP model. Simi-
larly, they should be able to remove incorrect highlights.

R4: The user interface should help minimize user actions
and time required for providing feedback.

(iii) Retrain
R5: Feedback provided by users should be displayed as a list
of additions and deletions to help users understand changes
between model revisions.

Hypothesis
We hypothesize that our tool will enable physicians to build
useful NLP models for identifying incidental findings in
radiology reports within a closed feedback loop, with no
support from NLP experts. We split this into two subhypo-
theses for efficiency and usability:

H1: The interactive tool will decrease time and effort for
physicians for identifying incidental findings.
We compare our IML approach to a simpler interface
lacking IML, using measurements of time and effort (in
terms of number of user actions) to evaluate how the
interactive cycle could facilitate construction of highly
accurate models.
H2: The interactive tool will be used by physicians success-
fully to identify incidental findings with little or no support
from NLP experts.
Design of interactive learning systems require that we
adopt a human-centered approach for collecting training
data and building models. Simple active learning
approaches that involve asking a series of questions to
human “oracles” can be annoying and frustrating, as noted
in Cakmak and Thomaz.33 The focus in IML is in building
tools that align the process of providing feedback with
user needs. Thus, we test whether the proposed tool is
usable by end-users, that is, physicians, for the task of
identifying incidental findings.

Methods

We followed a three-step sequence for design, implementa-
tion, and evaluation for our tool. For designing the user

interface, we used an iterative process starting with design
mockups (►Fig. 3), followed by implementation and revision
phases. We also created a labeled gold standard data set for
the user study.

Data and Annotation
We obtained 170,052 radiology reports for trauma patients
who were treated by UPMC Trauma Services. Reports were
deidentified to remove patient identifiers and identifiers
regarding imaging modalities using the DE-ID software from
DE-ID Data Corp.34

To create an annotateddata set, two traumaphysicians used
a preliminary version of our tool to annotate 4,181 radiology
reports (686 encounters, 6.09�4.18 reports per encounter
following a power-law distribution) for incidental findings.
Annotators focused on two types of incidentalfindings: lesions
suspected to be malignant and arterial aneurysms meeting
specified size and location criteria.►Table 1 provides detailed
annotation guidelines that were used by the physicians. An
initial pilot set of 128 radiology reports was annotated by the
twophysicians independently,withgood interannotatoragree-
ment (IAA) of 0.73 measured using Cohen’s kappa statistic.35

Kappa calculationswerebasedonagreementofclassificationof
each sentence as containing an incidental or not. After review
and discussions, the annotation guidelines were revised, and
a second pilot set of 144 radiology reports was annotated,
resulting in a revised IAA of 0.83. Each of the remaining 4,053
reports was annotated by a single physician using the revised
annotation scheme.

We sampled a subset ofencounters fromthe annotateddata
set for the user study described in the “Evaluation” section.We
restricted thesample toencounters that containedoneormore
incidental findings and had between 3 and 7 reports. This
allowed us to avoid outliers with large numbers of reports to
allow for a reasonably consistent review time duration per
encounter.Annotators (samephysicians) reviewedthissmaller
sample of 694 reports (130 encounters; 5.36�1.3 reports
per encounter; mostly CT and X-ray reports, with a small
number of other modalities such as ultrasound, magnetic
resonance imaging, fluoroscopy, etc.) again to remove any
inconsistencies in labeledgold standard against the annotation
guidelines (►Table 1). This sample with revised annotations
was used in the user study.

Learning Pipeline
We extracted individual sentences using the spaCy Python
NLP library (https://spacy.io).36 A sentence was labeled
positive if any part of the sentence (or the entire sentence)
was selected by the annotators. Sectionswere extracted after
applying regular expressions to identify section headings. A
section was marked positive if it contained one or more
sentences with incidental findings. Similarly, a report was
marked positive if it contained one or more sentences with
incidental findings. ►Table 2 shows the distribution of
incidental findings across sentences, sections, and reports.

We used a simple NLP pipeline with linear-kernel support
vectormachine (SVM)usingbag-of-words featuresets.Webuilt
separate models to classify reports, sections, and sentences,
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respectively. Earlier results suggest that this approach per-
formed competitively with other sophisticated methods for
classifying relevant sentences in radiology reports.9,10Weused
the “rationale model” proposed by Zaidan and Eisner37 for
implementing IML with user feedback. Specifically, when the
user identified a span of text as an incidental finding, we
constructed similar synthetic text as additional training data.
Using a simple classification model allowed us to focus the

discussion in this article on the design of the overall system.We
performed a detailed exploration into classifiermodeling tech-
niques for identifying incidental findings, as described
elsewhere.38

User Interface
Theuser interface of the tool is shown in►Figs. 1 and 4. Avideo
demonstration is available at http://vimeo.com/trivedigaurav/

Fig. 3 An early mock-up of the tool. The left side shows the full-text reports and the right sidebar shows suggested incidental findings.

Table 1 Annotation guidelines: Adapted from Sperry et al5

Lesions Aneurysms

Brain Any solid lesion Thoracic aorta � 5 cm

Thyroid Any lesion Abdominal aorta � 4 cm

Bone Any osteolytic or osteoblastic lesion, not age-related External iliac artery � 3 cm

Breast Any solid lesion Common femoral artery � 2 cm

Lung Any solid lesion (except lymph) Popliteal artery � 1 cm

Liver Any heterogeneous lesion

Kidney Any heterogeneous lesion

Adrenal Any lesion

Pancreas Any lesion

Ovary Any heterogeneous lesion

Bladder Any lesion

Prostate Any lesion

Intraperitoneal/Retroperitoneal Any free lesion

Note: Potentially-malignant lesions and arterial aneurysms greater than a specified size were annotated.
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incidentals. In the following sections, we describe the compo-
nents of the interactive feedback loop in detail.

Review
The tool presents all the radiology reports from a single
patient encounter, in a continuous scrolling view. A timeline
view on the top indicates the number of reports associated
with the encounter and provides shortcuts to individual
reports. Reports are broken into individual sections and
sentences, which are marked by yellow highlights when
predicted to contain incidental findings (►Fig. 1 (1)). Varying
saturation levels to draw attention to predicted incidental
findings: reports with predicted incidental findings are
lightly colored in yellow, followed by a darker background
for sections which contains the highlighted sentence. The
miniview on the right displays an overview of the full
encounter (►Fig. 1–(2)) and helps the user navigate quickly

between the reports by serving as an alternate scroll bar. A
list of terms relevant for identifying incidental findings
includes terms such as nodule, aneurysm, incidental, etc.
(►Fig. 1–(3)). These terms are highlighted in pink in the
main document and in theminiview. Users have an option to
add or remove their own terms. Incidental findings are also
listed in the suggestions box on the right along with a short
excerpt (►Fig. 1–(4)). The user can click on these excerpts to
scroll to the appropriate position in the full-text report.

Feedback
To revise models, users right-click on selected text spans to
launch a feedback menu enabling addition, removal, or confir-
mationof predicted incidentalfindings (►Fig. 4 (a)). Individual
sectionsorsentencescanbeselectedthroughasingle right-click
(no span selection required, ►Fig. 4 (b)). The user also has an
option to specify incidental findings at the sentence, section,
report, or encounter levels individually. A checkedbox indicates
the presence of an incidental finding. Hierarchical rules are
automatically applied as the user provides feedback: if the
sentence is marked as an incidental then all the upper levels
are also checked. A similar user action is needed to remove
incorrectly predicted findings as well. The appropriate inter-
pretation of a feedback action is inferred from the context. For
example, if the only predicted sentence is removed from a
section, thenboth the sentenceaswell as the sectioncontaining
it are unhighlighted. Text items against which feedback is
provided are bolded and underlined (►Fig. 1 (a) and (b)). If a

Fig. 4 (A) Users can add feedback by highlighting a span of text and triggering the contextual menu with a right-click. (B) By right clicking on the
background, without any selected text span, users can add or remove an entire sentence, report, or encounter.

Table 2 Distribution of positives at sentence, section, and
report levels in the evaluation data set

Total Positives

Reports 694 164 (23.6%)

Sections 6,046 302 (5.0%)

Sentences 20,738 369 (1.8%)

Note: Positives denote the raw count of sentences, sections, or reports
containing one or more incidental findings.
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user reads through a report and makes no change to predicted
incidentals findings (►Fig. 1 (c)), the initial labels are assumed
to be correct and added as implicit feedback.

Retrain
A list of all current feedback is provided on the bottom panel
of the right sidebar (►Fig. 1–(5)), which shows a short
excerpt from each selected text span. If a user removes
highlighted incidental findings, these are also listed in the
sidebar and are denoted bya strike through. Clicking on these
items in the feedback list scrolls the full-text note to appro-
priate location. The “x”-button allows the users to undo
feedback actions and remove them from the feedback list.
Switching to different patient encounter triggers model
retraining. Once the retraining is complete, the new predic-
tions are highlighted. The refresh button can also be used to
manually retrain and refresh predictions.

Implementation
Our tool was implemented as a Web application using the
AngularJS (angularjs.org) framework. The learning pipeline
was implemented as Falcon (a Web application programming
interface framework for Python; falconframework.org) Web
service layer. Preprocessing steps such as sentence segmenta-
tionwereperformedusing spaCy (spacy.io),36withaMongoDB
(mongodb.com) NoSQL database used to store preprocessed
text along with full-text reports. This architecture allowed us
to perform quick retraining on the fly without any delays that
were noticeable to the users. SVMmodels were built using the
Python scikit-learn machine learning library (scikit-learn.org/
39). The software and the source code are available at https://
github.com/trivedigaurav/lemr-vis-web/ and https://github.
com/trivedigaurav/lemr-nlp-server/.

Evaluation
IML systems require evaluation from two different perspec-
tives16,40: model performance and system usability. Thus,
our evaluation maps to the two subhypotheses discussed in
the “Objectives” section (H1: efficiency and model accuracy
and H2: tool usability).

We recruited 15 physicians as participants with experi-
ence in reading radiology reports and identifying incidental
findings to participate in the evaluation study.41 Participants
were given a $50 gift card as compensation for participating.
Study sessions were conducted via Web conferencing. At the
start of each study session, we collected background infor-
mation about the participant including their clinical experi-
ence and the extent of their knowledge and experience with
NLP tools. We then introduced the annotation guidelines and
allowed the participant to seek clarifications. While we
presented the guidelines as shown in ►Table 1, participants
were asked to select incidentals without specifying any
categories. They were allowed to ask questions about the
guidelines throughout the study. After a short demonstration
of the tool, the participant conducted a trial run of the tool
before reviewing the study encounters.

Predictive models were bootstrapped by training an initial
modelona setof6patientencounterswithgold standard labels.
Each encounter included 3 to 7 radiology reports. The encoun-
ters were divided into control and intervention (experimental)
conditions. Participantswere asked to review radiology reports
and identify all incidental findings in both these conditions.
User feedback was saved and used to revise models. However,
highlightspredicting incidentalfindingswereshownonly inthe
experimental condition. For control encounters, no incidental
findings were highlighted for the participants to review, but all
other features of the tool were provided. Thus, the control
encounters simulated the approach used in current annotation
tools and current practice for documenting incidental findings.
Each participant was presented with intervention encounters
that were interleaved with control encounters. We asked
participants to review as many encounters as possible within
60minutes.Weloggedtimespentoneachencounteralongwith
participant interactions with the tool.

At the end of the user study, each participant completed a
poststudy questionnaire about their experience, including
prompts intended to encourage feedback on individual de-
sign components of the tool.

Evaluation of Model Performance
We evaluated efficiency and model accuracy through a
combination of intrinsic and extrinsic approaches.
(1) Intrinsic evaluation: We compared predictions from the

models built by the participants with human-annotated
gold standard data, using F1, precision, and recall metrics.
Two-thirds of the data set with 130 patient encounters
(694 reports; “Data and annotation” section) was used for
review during the study and the remaining third was held
out for testing. We maintained similar distribution of
positive incidental findings for the review and test data
sets at all three levels.Weused the same test and train split
for all participants to allow comparison of final results.

Fig. 5 Reports: Change in F1 scores over time at report level. Colored
points represent individual participants. The gray band marks the
average score and tapers off in thickness to represent the decreasing
number of participants completing higher numbers of revisions.

Applied Clinical Informatics Vol. 10 No. 4/2019

Interactive NLP in Clinical Care Trivedi et al. 661

T
hi

s 
do

cu
m

en
t w

as
 d

ow
nl

oa
de

d 
fo

r 
pe

rs
on

al
 u

se
 o

nl
y.

 U
na

ut
ho

riz
ed

 d
is

tr
ib

ut
io

n 
is

 s
tr

ic
tly

 p
ro

hi
bi

te
d.

https://github.com/trivedigaurav/lemr-vis-web/
https://github.com/trivedigaurav/lemr-vis-web/
https://github.com/trivedigaurav/lemr-nlp-server/
https://github.com/trivedigaurav/lemr-nlp-server/


(2) Extrinsic evaluation:Wemeasured time spent per encoun-
ter, as well as the total number of user-actions in the
intervention and control conditions. Since eachparticipant
was presented the intervention and control encounters in
an interleaved manner, we obtained a total of 15 paired
samples. We ignored each participant’s first encounters in
both control and intervention conditions from the timing
calculations to minimize learning effects. We found that
most participants were able to clarify any questions or
concerns about the interface after the trial run and thefirst
two encounters.

Usability Evaluation
To assess the overall usability and usefulness of the tool, we
performed a System Usability Scale (SUS)42 evaluation
along with semistructured interviews. SUS offers a quick
and reliable measure for overall usability, asking 10 ques-
tions with 5-point Likert scale responses, which are used to
compute an overall score from 0 to 100. We also recorded
subjective feedback about individual components of the
tool.

Results

Participants
Study participants were physicians with training in critical
care, internal medicine, or radiology (►Table 3). All partic-
ipants had experience in identifying incidental findings
during their clinical training, practice, and/or research.

Model Performance
Physicians reviewed between 12 and 37 encounters (mean
¼29.33�6.3) in our user study. The changes in F1 scores on
the test data set (relative to the gold standard labels) at each
revision are shown in►Figs. 5–7. Comparing the F1 scores of
the initial models with the final models that were derived
from participant feedback in the hour-long session, we
observed an increase in the F1 score from 0.22 to 0.50 to
0.68 (mean¼0.60�0.04) for sentences, from 0.32 to 0.57 to
0.73 (mean¼0.68�0.04) for sections, and from 0.31 to 0.70
to 0.79 (mean¼0.75�0.03) for reports. ►Table 4 shows
precision, recall, and F1 scores for initial and final models.
Precision, recall, and F1 scores for models built by each
participant are shown in ►Supplementary Table S1 (avail-
able in the online version).

Agreement of feedback labels with gold standard labels
ranged from Cohen’s κ of 0.74 to 0.91 (mean¼0.82�0.05)
for sentences, 0.84 to 0.96 (mean¼0.90�0.04) for sections,
and 0.76 to 0.95 (mean¼0.88�0.05) for reports.

We observed statistically significant lower time in inter-
vention encounters compared with control encounters
(mean time: 134.38 vs. 148.44 seconds; Wilcoxon, Z¼10.0,
p<0.05). The average time spent per encounter for each
participant is shown in ►Fig. 8.

Comparing the total number of feedback actions, we
observed statistically significant lower counts of feedback
actions in intervention encounters compared with control
encounters (average counts: 42.00 vs. 55.07; Wilcoxon,
Z¼13.5, p<0.05). (see ►Fig. 9).

Table 3 Study participants: Summary of participants’ responses from the prestudy questionnaire

Participant Position Years in
position

Area Role Experience with NLP?

p1 Physician < 5 Pediatric
emergency
medicine

Clinician No

p2 Resident < 5 General surgery Clinician, researcher No; Involved in a past project

p3 Resident < 5 Radiology Clinician No; But familiar

p4 Resident < 5 Radiology Clinician No

p5 Resident < 5 Neuroradiology Clinician, researcher No

p6 Resident < 5 Radiology Clinician No

p7 Resident < 5 Internal medicine Clinician No

p8 Doctoral fellow < 5 Biomedical informatics Researcher No

p9 Assistant professor < 5 Internal medicine Clinician No

p10 Resident 5–10 General surgery Clinician No

p11 Resident 5–10 Critical care Clinician No

p12 Research staff < 5 Biomedical informatics Clinician, researcher No

p13 Senior
research
scientist

10þ Biomedical informatics Researcher No

p14 Assistant professor 10þ Internal medicine Clinician No

p15 Resident < 5 General surgery Clinician No

Abbreviation: NLP, natural language processing.
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We found no statistically significant differences between
final F1 scores or agreement with gold standard labels
between intervention and control encounters at any level
(►Fig. 10).

Usability Results
SUS scores averaged 78.67 (�9.44) out of 100. A SUS score
of 68 is considered as average usability performance.43

►Table 5 shows a break-up of scores received from individual
participants.

Open-ended subjective feedback revealed no major us-
ability problems. One participant described the tool as being
“intuitive and easy to use after initial training.” Overall, the
idea for highlighting incidental findings was well received:

“In my personal practice, I have missed out on incidental
findings [on occasion] ... if we are able to highlight them, it
would be very helpful.”

“It’s useful to verify that I didn’t miss anything.”

Review
Participants appreciated the encounter viewwhich provided
easy access to all related reports, “In the system that I use [at
work], you have to open each report individually rather than
having to see them at once and scroll through them easily.”

All participants found it useful to be able to define search
terms that were highlighted in pink (►Fig. 1– (3)). While we
provided functionality to add and remove custom terms,
most participants did not make use of that feature. Partic-
ipants praised the highlighting components of the tool as
well, “…when it was already highlighted, my response to
confirming that was an incidental was faster.” Highlighting
on reports, sections, and sentences in increasing saturation

levels was also found to be useful: [it signaled] “...that there is
something going on,” “...made me focus more.”

Most participants did not pay attention to theminiviewof
the full encounter (►Fig. 1– (2)) but acknowledged that it
would be useful in a real-world use case. A small group of
participants, however, used it extensively: “Made it easy to
see where incidentals have been found,” “Helped me under-
stand which page of the record I am at.”

Feedback
Participants found the mechanism for providing feedback
straightforward (►Fig. 4). Right-click and highlight (►Fig. 4A)
was useful when sentence boundary detectionwas problemat-
ic: “There were some examples when I did want the whole
sentence to be highlighted.”

All but one participant gave feedback only at the sentence
level even though the tool allowed users to provide feedback
at section and report levels as well. This participant also
provided feedback on sections and reports that were incor-
rectly highlighted, along with fixing errors at sentence level.

User perceptionof the feedback list on thebottomrightwas
mixed (►Fig. 1– (5)).While someparticipantsmade extensive
use of undo feedback actions, others did not pay attention to
the feedback list since it did not occupy a prominent location
on the screen. One participant suggested that it could be
combined in a single box along with system-suggested inci-
dental findings (►Fig. 1– (3)), while another insisted that it
occupy a separate view: “This was helpful because sometimes I
noticed that I highlighted toomuch, so I could go back and fix it.”

Retrain
Although most participants agreed that shortcuts to click on
incidental excerpts and jump to those findings in the text

Fig. 6 Sections: Change in F1 scores over time at the section level. The
colored points represent individual participants. The gray band marks
the average score and tapers off in thickness to represent the decreasing
number of participants completing higher numbers of revisions.

Fig. 7 Sentences: Change in F1 scores over time at the sentence level. The
colored points represent individual participants. The gray band marks
the average score and tapers off in thickness to represent the decreasing
number of participants completing higher numbers of revisions.
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would be useful, they did not use this feature. Several
participants remarked that they did not explore every com-
ponent of the user interface as they were focused on the
study task of reviewing reports.

“I picked up more speed towards the end.”

“If I regularly used this tool then it may be even more useful
in skimming through the text – saves a lot of time.”

Suggested Future Directions
►Table 6 summarizes several design improvements sug-
gested by the participants. Participants also suggested that
the approach might be useful for several categories of find-
ings beyond incidental findings:

“We scan through a lot of reports and notes, so it would be
very to help to identify important findings from the rest of
the noise, ... [such a tool] could potentially help us stream-
line a lot of our workflow.”

Depending the situation, the physicians are looking for
specific types of problems:

“If I see bruising... I may go back and see what the radiologist
noted about injuries.”

Besides incidentalfindings, interactiveNLP couldbeused to
build models for other kinds of findings including injuries,
effusions, and clinically relevant observations that may have
an impact on a patient’s care and treatment. Participants also
pointed out use-cases in radiology, including reminding radi-
ologists about missed incidental findings when they dictate a
report. Based on the findings listed in the report, the system
could autosuggest relevant findings to be mentioned in im-
pression including recommendations for follow-up based on
the current guidelines. Other suggestions stemmed from use-
cases in reading pathology reports, blood reports, laboratory
test results, etc. One participant acknowledged the benefits of
automation to support clinical workflow while also adding a
caveat about potential automation bias:

Table 4 Final scores: Precision (P), recall (R), and F1 scores at initial and final model revisions aggregated over 15 participants

Initial Final

P R F1 P R F1

Range Mean Range Mean Range Mean

Reports 0.90 0.19 0.31 [0.67, 0.90] 0.77�0.06 [0.62, 0.81] 0.72�0.05 [0.70, 0.79] 0.75� 0.03

Sections 0.86 0.20 0.32 [0.73, 0.86] 0.79�0.04 [0.45, 0.68] 0.60�0.07 [0.57, 0.73] 0.68� 0.04

Sentences 0.84 0.13 0.22 [0.75, 0.88] 0.80�0.04 [0.36, 0.62] 0.48�0.06 [0.50, 0.68] 0.60� 0.04

Note: The initial model was trained on the same six encounters to bootstrap the learning cycle.

0

100

200

300

400

Control Intervention

Condition

A
ve

ra
ge

 ti
m

e 
/ p

at
ie

nt
 (i

n 
se

co
nd

s)

Fig. 8 Average time spent in seconds in control and intervention
conditions. Dots represent individual participants. We observed
statistically significant lower time in intervention versus control
conditions (mean time: 134.38 vs. 148.44 seconds; Wilcoxon, Z¼ 10,
p< 0.05). One participant spent much longer time per encounter than
others and can be seen as an outlier in both the conditions.
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Fig. 9 Average feedback counts in control and intervention con-
ditions. Dots represent individual participants. We observed statisti-
cally significant lower counts in intervention versus control conditions
(average counts: 42 vs. 55.07; Wilcoxon, Z¼ 13.5, p< 0.05).
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“Clinical notes have a lot of text and are hard to read and
having something that highlights a finding– everything that
saves time is helping me do the job better. Although I
wouldn’t want to miss something if it is not highlighted
by the tool.”

Discussion

Our evaluation study demonstrated successful use of the tool
by physicians with little or no experience with NLP to build
models bootstrapped from a small number of initial exam-

ples. These results support the viability of adopting interac-
tive NLP tools in clinical care settings.

We observed an average increase in F1 score from 0.31 to
0.75 for reports, 0.32 to 0.68 for sections, and from0.22 to 0.60
for sentences (►Table 4) over the hour-long sessions. Specifi-
cally, we observed large improvements in our recall scores
between the initial and final models. We recorded an average
increase of 0.19 to 0.72�0.05 for reports, 0.20 to 0.60�0.07
for sections, and 0.13 to 0.48�0.06 for sentences (►Table 2).
For thefinalmodels, precision and recall scoreswere balanced
for reports, but sections and sentence had lower recall scores.
This may be due to heavily skewed training data.

From our extrinsic evaluation, we found that tool helped
significantly reduce the time spent for reviewing patient
cases (134.30 vs. 148.44 seconds in intervention and control,
respectively), while maintaining overall quality of labels
measured against our gold standard. This was because the
participants needed less time identifying and marking inci-
dental findings in the intervention condition where the tool
had already highlighted them. An overall SUS score of 78.67
suggested very good usability. Subjective feedback about our
user interface was also positive.

Users relied almost exclusively on feedback given at the
sentence level. This is not surprising, as most incidental
findings are succinctly described in a single sentence. We
expected that the main application of section and report
level highlighting would be for the identification of false
positives. Deeper investigation into usage patterns and
resulting models might provide some insight into which
factors influenced user actions, and how they might be
resolved in future redesigns.

Physicians spend a large proportion of their time search-
ing notes and reports to learn relevant information about
patients. Although our work focused on the use of incidental
findings as an example use case, the problem of identifying
important or relevant information from free-text reports
may be generalized for many similar applications including
preparing discharge summaries, formulating reports for
rounding, and authoring consultation notes. Several of these
applications were suggested by the study participants.

By building tools that integrate NLP, and more generally
machine learning, into clinical workflows, we are addressing
the problem of lack of upfront labeled training data and
providing end users with the ability to customize models.
Interactive approaches also support the evolution of guide-
lines and associated models over time. By building interac-
tive NLP tools that focus on clinicians as end users, we are
able to more fully realize the true potential of using NLP for
real-world clinical applications.

Study Limitations
Our tool, especially the user interface, was designed solely
for the user-study task and not as a general purpose EMR
system. Another limitation is that the task in the study was
somewhat artificial as the physicians reviewed many
patients at once. In a real-world scenario, physicians may
review notes for many different objectives at once and not
for a singular task such as identifying incidental findings.
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Fig. 10 We found no statistical differences between final F1 scores or
agreement with gold standard labels between control and interven-
tion conditions at any level. (A) F1 scores. (B) Kappa scores.
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Table 5 System Usability Scale (SUS): Columns Q1–Q10 represent the user assessment score against each question

Participant Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 SUS

p1 10 10 10 10 10 10 10 10 7.5 7.5 95

p2 10 7.5 10 2.5 7.5 10 7.5 10 7.5 7.5 80

p3 7.5 7.5 7.5 7.5 2.5 7.5 10 5 5 2.5 62.5

p4 7.5 7.5 5 2.5 7.5 7.5 7.5 7.5 7.5 7.5 67.5

p5 10 10 10 0 10 10 10 10 10 7.5 87.5

p6 7.5 7.5 7.5 10 7.5 7.5 7.5 7.5 7.5 7.5 77.5

p7 7.5 7.5 7.5 7.5 7.5 7.5 7.5 7.5 7.5 7.5 75

p8 5 7.5 7.5 7.5 7.5 7.5 10 7.5 5 5 70

p9 7.5 7.5 7.5 5 7.5 7.5 7.5 7.5 7.5 7.5 72.5

p10 7.5 7.5 10 10 7.5 10 10 7.5 7.5 7.5 85

Mean
(SD)

8.17
(� 1.48)

7.83
(� 1.29)

8.17
(� 1.76)

6.67
(� 3.09)

7.83
(� 1.86)

8.17
(� 1.48)

8.67
(� 1.29)

8.17
(� 1.48)

7.67
(� 1.76)

7.33
(� 2)

78.67
(� 9.44)

List of questions from the SUS questionnaire:
Q1. I think that I would like to use this system frequently

Q2. I found this system unnecessarily complex

Q3. I thought the system was easy to use

Q4. I think that I would need the support of a technical person to be able to use this system

Q5. I found the various functions in this system were well integrated

Q6. I thought there was too much inconsistency in this system

Q7. I would imagine that most people would learn to use this system very quickly

Q8. I found the system very cumbersome to use

Q9. I felt very confident in using the system

Q10. I needed to learn a lot of things before I could get going with this system

Abbreviation: SD, standard deviation.
Note: The scores are scaled and normalized from a response on the 5-point Likert scale to a 0–10 range (higher scores are better). Overall SUS scores
are computed by summing these columns.

Table 6 List of design recommendations for improving the system from the user study

Category Recommendation

Review 1. Allow users to define their custom color schemes for highlights

2. Include negation rules for keyword search. For example, differentiate between: “mass” and “no mass”50

3. Enable top feature highlighting as explanations for the predictions

4. Distinguish between different kinds of sections in the reports (e.g., Impression and Findings vs. other sections).
Allows users to quickly jump to specific sections

Feedback 1. All but one participant gave feedback only at the sentence level even though the tool allowed them to provide
feedback at report and section levels as well. Feedbacks may be provided with a single right-click instead of
triggering a contextual menu first. Options for other levels may then be provided with a pop-up menu over
these highlighted
feedback items

2. Display intelligent blurbs in the feedback list that drew attention to the main findings or keywords
(e.g., “mass” or “nodule”) instead of just the leading part of the sentence

Retrain 1. Allow some free-form comments along with the feedback marking incidental findings. Not only this can serve as
a helpful annotation for the other members of the team, the learning pipeline may use that as an additional
input to improve models

2. Some of the predefined search keywords (in pink) raised a lot of false-positives
(e.g., “note”). An automated mechanism to suggest addition and removal of these terms may be useful
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We also compiled a list of participant feedback from the
study for future design revisions. As our interpretation of
participant feedback did not involve a full qualitative anal-
ysis, it is possible that our discussion of these comments
missed relevant insights.

Future Work
Participants suggested extensions to our work and how
such a tool may be applicable to support other clinical
workflows (see ►Table 6). We used simpler classification
models as a trade-off for faster speed and easier imple-
mentation versus classification performance. Future work
may involve an exploration of more recent modeling
approaches for classifying incidental findings. For example,
we may design mechanisms for using positive and unla-
beled modeling, considering soft labels based on user
expertise, building collaborative models for a team, and
handling evolving guidelines for labeling. Future directions
may also explore automated means for informing the
patients about incidental findings,44 ensuring appropriate
follow-up,45 and preventing overdiagnosis.46

Conclusion

Despite advances in NLP techniques, extraction of relevant
information from free-text clinical notes in EMR systems is
often expensive and time-consuming.1 Traditional NLP
approaches involve the construction of models based on
expert-annotated corpora, requiring require extensive input
from domain experts who have limited opportunity to
review and provide feedback on the resulting models. Inter-
active NLP holds promise in addressing this gap toward
improving clinical care. “Human-in-the-loop” and interac-
tive methods may also reduce the need for labeled examples
upfront and bring machine learning closer to end users who
consume these models.

Prior work on IML provide guidance on how humans
and machine learning algorithms should interact and
collaborate.47,48 Our work builds on these principles to dem-
onstrate how interactive learning can be used in a key clinical
task: the identification of incidental findings in radiology
reports. Our prototype tool combines interactive displays of
NLP results with capabilities for reviewing text and revising
models, allowing physician end users to build customized NLP
models on their own. The combination of these continuously
learning interactive learning approaches and advances in
unsupervised machine learning, has the potential to provide
direct support to clinical end users, while contributing to the
development of new medical insights.49

Clinical Relevance Statement

Our interactive tool enables faster development of NLP
models and provides a path for building models tailored to
physicians’ use. Implementation of our tool in clinical prac-
tice has the potential to both reduce time spent in the EMR
system and help prevent physicians from missing important
information.

Multiple Choice Questions

1. Why is detection of incidentals a challenging problem for
NLP?
a. Most incidental findings are inconsequential and

require no follow-up.
b. Clinicians are too busy to identify all incidental findings.
c. Incidentals are context dependent.
d. Extensive use of whole-body CT imaging often

uncovers a large number of unrelated incidental
findings.

Correct Answer: The correct answer is option c, inciden-
tals are context dependent. The importance of clinical
context in classifying afinding as incidental is a key source
of difficulties. Moreover, guidelines and definitions for
incidentals may also change over time. This presents a
challenge to automated text extraction approaches based
on limited training data, making the identification of
incidental findings a task best served by models custom-
ized to the clinical context and medical specialty.

2. Why are interactive NLP tools useful?
a. Interactive tools provide superior accuracy.
b. They can be integrated into clinical workflows.
c. They provide more efficient inferences.
d. They can build a global model for use across different

hospital systems.

Correct Answer: The correct answer is option b, they can
be integrated into clinical workflows. By building clinical
tools that integrate NLP into clinical workflows, we are
addressing the problem of lack of upfront labeled training
data and providing end userswith the ability to customize
models.
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