Review Article 387

Andrew K. Teng! Adam B. Wilcox!

TBiomedical Informatics and Medical Education, School of Medicine,
University of Washington, Seattle, Washington, United States

Andrew K. Teng, MS, Biomedical
Informatics and Medical Education, School of Medicine, University of
Washington, Box 358047, Seattle, WA 98195-0005, United States

Appl Clin Inform 2020;11:387-398. (e-mail: akteng@uw.edu).

Background Early detection and efficient management of sepsis are important for
improving health care quality, effectiveness, and costs. Due to its high cost and
prevalence, sepsis is a major focus area across institutions and many studies have
emerged over the past years with different models or novel machine learning
techniques in early detection of sepsis or potential mortality associated with sepsis.
Objective To understand predictive analytics solutions for sepsis patients, either in
early detection of onset or mortality.
Methods and Results We performed a systematized narrative review and identified
common and unique characteristics between their approaches and results in studies
that used predictive analytics solutions for sepsis patients. After reviewing 148
retrieved papers, a total of 31 qualifying papers were analyzed with variances in
model, including linear regression (n = 2), logistic regression (n =5), support vector
machines (n=4), and Markov models (n=4), as well as population (range: 24-
198,833) and feature size (range: 2-285). Many of the studies used local data sets
of varying sizes and locations while others used the publicly available Medical
Information Mart for Intensive Care data. Additionally, vital signs or laboratory test
results were commonly used as features for training and testing purposes; however, a
few used more unique features including gene expression data from blood plasma and
unstructured text and data from clinician notes.
Conclusion Overall, we found variation in the domain of predictive analytics tools for
septic patients, from feature and population size to choice of method or algorithm.
sepsis There are still limitations in transferability and generalizability of the algorithms or
predictive analytics methods used. However, it is evident that implementing predictive analytics tools are
machine learning beneficial in the early detection of sepsis or death related to sepsis. Since most of these
algorithms studies were retrospective, the translational value in the real-world setting in different
data modeling wards should be further investigated.

Background and Significance

Sepsis is a severe complication stemmed from an infection in
the body and can lead to potential tissue damage, organ
failure, or even death. More than 1.7 million individuals are
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diagnosed with sepsis annually in the United States and has a
one in three mortality rate.' Sepsis is a strain on the hospitals
and health care system as it is a disease of high prevalence
and cost. In 2013, almost $24 billion was spent on care for
sepsis patients, making it the most expensive condition to
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treat in U.S. hospitals.? Unfortunately, sepsis can stem from a
vast array of initial infections, such as pneumonia or a
urinary tract infection. Despite the high occurrence and
prevalence, detection and diagnosis of sepsis remain a
challenge due to its nondescript early-onset symptoms,
such as high heart rate and clammy skin.> However, as it
can quickly progress to a life-threatening stage, it is crucial to
treat sepsis patients earlier and more efficiently to increase
survival outcomes. Furthermore, patients diagnosed with
sepsis tend to remain in the hospital for a significantly longer
period of time when compared with those without the
condition; thus, using more resources and hampering the
ability to move patients out of the emergency department
(ED) and into beds efficiently.

Currently, there are various metrics in use to define and
identify sepsis in the clinical setting. In 1991, the Sepsis-1
definition of sepsis, severe sepsis, and septic shock was
released. Sepsis was then described as a systemic inflamma-
tory response syndrome (SIRS) due to a present infection,
with at least two of the following criteria: (1) tempera-
ture > 38°C or < 36°C, (2) heart rate > 90 beats per minute,
(3) respiratory rate > 20 or PaCO; < 32 mm Hg, or (4) white
blood cell > 12,000/mm?, < 4,000/mm?, or > 10% bands; se-
vere sepsis was having sepsis resulting in organ dysfunction
while septic shock was the occurrence of sepsis-induced
hypotension.# In 2001, an update resulted in the introduc-
tion of the Sepsis-2 definition, which added confirmed or
suspected infection to the sepsis definition.* However, in
2016, Sepsis-3 was created and sepsis is now described as a
life-threatening organ dysfunction caused by a dysregulated
host to infection.”

While the definitions of sepsis have evolved, so has data
collection in the clinical setting. In 2010, the United States
government established a three-stage incentive program,
aptly titled “Meaningful Use,” which established the re-
quirement to use electronic health records (EHRs). With
Meaningful Use stage one, EHRs were widely adopted and
now streams of patient data are constantly being collected.
Many researchers and clinicians are now trying to leverage
and integrate the data to create tools that aid in early
detection of sepsis. Many of these tools and predictive
solutions use machine learning (ML) techniques or hazards
model to assist in predicting sepsis onset or mortality. ML
is the application of artificial intelligence to aid with
automatic learning, detection, or classification, without
being explicitly programmed, and can potentially be useful
with medical data.® Additionally, the type and size of the
feature set is important for the efficacy and interpretability
of ML techniques as irrelevant features may lower the
effectiveness.’

Because there are many ML models and feature sets that
can be used for sepsis predictive analytics, we systematically
identified various studies to understand the current state of
sepsis prediction tools. Furthermore, we sought to determine
how predictive analytics are being implemented for septic
patients and to see if there are any optimal solutions for
sepsis detection or mortality associated with sepsis current-
ly being explored.
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Methods

We performed a literature search on PubMed in Novem-
ber 2018 to identify current practices and studies that have
used predictive analytics for septic patients, aiding in both
early detection of onset or mortality, using the following
query: (“sepsis” OR “septicemia” OR “septic” OR “septic
shock” OR “severe sepsis”) AND (“prediction” OR “predict”
OR “analytics”) AND (“machine learning” OR “big data” OR
“Al” OR “NLP” OR “neural network” OR *“algorithm”). We
included common synonyms and popular phrases for sepsis
and predictive analytics to cast a greater net when searching.
After querying the database, we identified and categorized
relevant articles by reviewing the article titles and abstracts
to ensure a ML technique or model was being used for
prediction or detection of sepsis. Our search was not limited
to the intensive care unit (ICU) as sepsis does not solely occur
in such a setting. Furthermore, this allowed a larger scope to
explore novel techniques being developed in other clinical
settings. Our overall initial inclusion criteria are detailed
below:

1. Study was published in a peer-reviewed journal or
conference.

. Study was published in English.

. Study was published after 2008.

. Study used at least one ML or model technique.

. Study identified the features and data set used.

. Study presented their summary statistics and/or com-
pared with previous studies.

DU Wi

Studies that did not meet these criteria were automati-
cally excluded. However, to increase the breadth of our
search and to include seminal studies, we added studies
based on their titles and abstracts that were commonly
found in the references, regardless of publication year. We
did not restrict our search to a specific population age for
similar reasons, but most of the reviewed studies centered
around the general adult population aged 18 to 65. After
curating our set of relevant articles, we identified and
categorized the characteristics of each study by analyzing
the common themes and differences between them to better
understand the issues in applying predictive analytics to
sepsis detection.

Results

depicts the article selection process. Our PubMed
search resulted in 148 articles, where 31 articles were imme-
diately excluded due to publication date. After reviewing the
abstracts of the remaining articles, 95 articles were further
excluded as they were not relevant to our question. A total of 22
full-text articles were extracted from our PubMed search. From
thesearticles, atotal of 11 cited references were added based on
their titles and abstracts as they were commonly cited papers
between many of the articles that met our inclusion criteria.
However, two articles were then removed as there were no
summary statistics presented. In total, 31 papers were ana-
lyzed. Full results are summarized in , detailing the
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Preferred Reporting Items for Systematic Reviews and Meta-Analyses (PRISMA) adapted diagram.

algorithm or model, population and feature size, “gold stan-
dard” definitions, and summary statistics.

For the majority of the studies analyzed, a variety of
metrics were used to report results, such as area under the
receiver operator curve (AUROC) and accuracy. The reported
metrics were dependent on the ML technique or model used,
the features that were selected, and the size of the study data.
From our review, we identified four key differences between
the analyzed studies (1) variability in ML or modeling
techniques, (2) variability in feature selection, (3) variability
in data sample selection and size, and (4) variability in “gold
standard” sepsis definitions.

Variability in Machine Learning or Modeling
Techniques

Awide range of models and ML techniques were used to predict
or detect sepsis onset, septic shock, severe sepsis, or mortality.
The variety of methods used, summarized in ,added
to the richness of this systematic scoping review. Common
methods include linear regression (n = 2)39 logistic regression
(n=5),10-14 support vector machines (n=4), >-18 Markov
models (n=4),'°%? and Bayesian networks (n = 2).2324 Addi-
tionally, a few studies (n=6),2>-3° used an industry created
tool, InSight (Dascena Inc.), to validate performance compared
with the more commonly used methods. In particular, Mao

et al, used InSight to test the predictive abilities of the industry-
created sepsis detection algorithm on open source and local
data sets, determining the transferability of the algorithm
across varying data sets.?® Similarly, a few studies, including
Danner et al, Gultepe et al, and Thottakkara et al used multiple
methods and algorithms for comparison purposes against their
own developed solution.>'>'” Many of the general results
concluded that utilizing predictive analytics were beneficial
in the detection or prediction sepsis onset or mortality. Predic-
tive performance measures for each study are detailed
in . Due to heterogeneity in methods and standards
used, the predictive performance measure varies across the
analyzed studies. details the goals of the studies, the
“gold standard” or definition used for sepsis, septic shock, or
severe sepsis, the best performance markers, and summary
statistics.

Variability in Feature Selection

A majority chose common vital signs, including heart rate,
temperature, respiratory rate, and diastolic and systolic blood
pressures, for predicting sepsis onset, septic shock, severe
sepsis, or mortality. However, some studies went beyond these
common vital signs and found that including biological data in
tandem with these common features could potentially help
enhance prediction and detection. Sutherland et al used blood

Applied Clinical Informatics  Vol. 11 No. 3/2020

This document was downloaded for personal use only. Unauthorized distribution is strictly prohibited.



Teng, Wilcox

390 A Review of Predictive Analytics Solutions for Sepsis Patients

"panqiyoid ApoLis si uonnguisip pazuoyineun “Ajuo asn [euosiad J0} PaPEOJUMOP SBM JUBWNIOP SIY L

€L°0 DOINY
€770 Aoeindoy

Bl

saliojeloqe|

syuaned |/

S|aA3| 1e30e| pajaipald Buisn sisdas wouy A31jey
-low 321paid 03 pue eiwajeldeRdAy Yyim sjuaijed

1911SSeD NAS SYIS pue sisoubelp ¥yH3 woiy pauiwialap :sisdag [s|evn £ (@3) |e207 Aynuapi 03 waisAs 11oddns uoisiap e dojansg 7102 FLEE] adaynn
76°0-98°0 20NV
%26 :A2eInddY ¥YDd
(paseg-2213) wyiobje N 15009
-b07 e Buisn pajesauab tayissed onsoubelp ¥Ydd-1IN AjpAnadsonyal pawioyiad uoneuwnyuo) JSELILN
‘[apouws Jeaul| paysnf uonaajul Jo buijesay wouly uonewwepur d1Wa3sAs duaLRAXe
-pe-saAeg BIA pauiwexa sauab |enpialpu| ‘uoissalb J1WRI3sAS Jo uoIASNS [BJIUID PUB JUIWIIIRIS SNSUIS sjuaned g oym asoyy woly sisdas yym syuaned ysinbunsip ey B39
-a12135160] ‘0SSY1 ‘Buluonled aalsIndaY :1alIsse|D -U0d |NDDS/dDDV 32w i 110yod sisdas 1a3ua A1 (nd1) [e207 Aj9Ansadsoud 03 siaysewolq uojssaidxa auab asn L0z puepayIns
9/°0 :Ade1NddR NAS
0720 :D0¥NV NAS
JUSW||0JUD B PALINII0 SIS 153q, sjuaned og| jo
168°0 :Ade1ndde uoissalbal disiboq 195 A19A02s1Q ‘sisdas pasinb
/$8°0 :DOYNY uoissaibal o13s1boq 2e-Ajunwwod ‘pajdad sisdas
(u 21d y3eap pue |BAIAINS) [9pOLL s9|qeleA -SNS UM S|ENPIAIPUL ZG L L 30 |eaialns juaned 3o1paud 03 sjuaned jo swoajold
INAS pue (uondipald sisdas) uoissaibal o13sibo SYIS -+ + uondajul 3NdyY [s|eyn (a3) aosdvd pue ‘awojoqejaw ewse|d ‘sainjeaj [ed1ulP duiwexy €10Z ¢ 1B 32 A3jbue
98£°0-€£L°0 DOYNV 20ys d13das
(€28°0) €280 :d N H asmmdaas
(zz8'0) LZ8'0 :d N H IV
(L6£°0) 06£°0 :H simda3s
(26£7°0) L6L°0 H IV
(sayoeoidde paseq-uon
-eZ110108) XLIJRW pue ueaw pajnduwi) HOYNY sisdag
195 a1meay ajels [edibojoisAyd [enul :d
195 a1mjeay A103s1y [ed1ul) H
59213 UOISSaIBal pue ‘NAS DU
uoissaibai d13sibo| ajerieAynw »poys dndas - SpJ0d3l 31eYD [BDIUIP PaulWeXa HPoys d13dag pa3e3s jou azis ajduwies uopewlojul buissiw jo desipuey sy} awWodIaA0
sjopow uolissaibai d13s1b0] ajeLeAl N :Sisdas - 6-aD| :sisdas S|e}A 9 (nD1) 11 JININ ued spoy3aw uoneinduwll JUaIP moy aebrsanuj 10z z11B 39 OH
|eadsoy Jayjoue
wouj ejep buisn ‘|apouw sisdas Jo ysu papie-1a3ndwod
18°0 :D0¥NY sisdas a1anas [9A0U SIU] 31BPI|EA 0] PUB S]|NSal 159 POO|q pue
0£°0 DOYNV sisdas poys ondas subis [e31A pap10dal A|[Bd1U013I3d IS4l S,Judlled Ay}
6L°0:(D0¥NY) 2A1nd J0jelado sl dyy Japuneale |y | 1o ainjiey uebio +| yym sapod g 1-qD) :sisdas a1anas s9|qeleA syuaned €p7°/S Buisn uoissiwpe A>uabiawa Buimoyjoy sisdas jo dsu
sjopouw uolissaibal onsibo ainjiey uebio Inoym sapod o |- :sisdag [s|ean zi (@3) |e207 ay3 1o1paid 01 |opouw uoissalbal disiboj e dojaaap o) 8107 111229 [esieq
O L0 :@seasip 1eay AIeuolod Jo [edipawl Ised -
Y0 09°C *%01 < elwapueg -
Y0 0€°S “1/jow i < e3oe] -
¥O ¥z°9 :uoisuajodAy juansisiaduoy - 1914 Y 7 35B3| 1B 10} UOISU)
(¥0) onel sppo 6S°| djewa - -0dAy jo aduasaid yym by /qw gg jo uoneipAy piny
:[eALLIE 07 JO Y 8 PUB { U2aM3aq XPoys d13das 03 ajendoidde ayidsap b wiw 06 < dgs poys d13das |BALLIE (7 JO Y 8§ PUB {y U9aM]3q dd0ys d13das
sisdas Jo uoissalboud yam pajeidosse s1039ey XSl puno4 (pa3|q |eunsauloliseb Ji papnpdxa) uod34ul Jo sjuanned 9L ¢‘| Buidojaaap yjim pajerdosse ale Jey) eALIe 3 4O U i
|opouw uoissaibal onsibo| ajqeeA Ny DUIPIAD * + 7 SYIS YIIM MIIADI 11D [enuew :5isdas $1010B) )[SU G (a3) |e207 ulypm Juasaid sansialoeieyd juaned A9y aquasag 5107 ole R dden
Ayjige aandipald
||BJ9AO JO %69 10§ PIUNOIDE Ol3RI J1j03SAS 03 YH -
/£°0 Aoeinddy - sjutejdwod Jaiyd ‘soiydesbowap ‘sjey s9|qeLieA sjuaned gl ecs uonejuasald @3 1934e uonoipald sisdas Jo Adel
|9pouw uoissaibal 1eaul| ajeLeAI N A pa1en|eAd ‘sisdas jo sisoubelp abieydsiq :sisdag [s|eyn 6 (a3) |e207 -NJJB 9Y] Ul 03Bl 31|0]15AS-03-yH JO IN|BA dY] SSISSY 10T ol& 39 Jauueq
uo[je}dsSNsal piny ajenb
€0°0 :(3SW) Jo113 atenbs ueapy -ape a)1dsap dgS MO| YIm SYIS “ + 7 SHIS dinjeay
|9pow sanbiu B3 10} § G PARIX3 ISNW [BAIIIUI [BULIOUGE ‘3I0US sjuanzed +000°'0€
-3 abeyuuys yum uoissaibal teaul| aeleAl|ny 13d9s 104 9p0d 6-aD| ‘BRI SYIS L66 L HPoys d1ndag S9|qeLIeA OF (nD1) 11 DININ sjuaijed yooys d1das ur uodipasd Ajjeiopn 5107 e 19 eielie)
9zIs 39s
sO3aW dduewoylad pue [9poy J9p .piepuels pjon, aimeaq pue uonedxo| u |eon 1B\ loyiny

SpPOyIaL U3aM}aq

SIJUIDY4IP pUB SII3SIIIDEIBYD dnbiun Jo MIIAIBAQ

No. 3/2020

Vol. 11

Applied Clinical Informatics



391

Teng, Wilcox

A Review of Predictive Analytics Solutions for Sepsis Patients

(panui3uod)

"panqiyoid ApoLis si uonnguisip pazuoyineun “Ajuo asn [euosiad J0} PaPEOJUMOP SBM JUBWNIOP SIY L

¥¥6°0 2DOYNY UoIsSiWpe Jaye Y 47
LE€6°0 DOYNY UOISSIWpe Jayye y z|
G16°0 :DOYNYV uoissiwpe 1934e 49

L16°0 :DOYNY UOISSILIPE 13348 | € MIIADI JIBYD s9|qeLieA sjuaned goL‘E a3 yzDneH pue
sHomiau ueisakeg diweuAg anndadsouzal buunp sisdas, pauiwialap uepiul) [sjean || (a3) |e207 9y} 03 pajjiwpe ase sjuaijed 1a3ye Jybu sisdas 19919Q 10z nyanuwiyden
uo132333p
sisdas Aj1ea 1oy ainjeay Jueriodw ue aqhew
puB S|]9pow Y30q Ul J9ALIP B S| 91831D8| JBY] pUNO4
661 ‘Y JO sS3UP0OOD (dVIN + S|eIA) Z-Ng
'S L Y Jo ssaupoob (s|eyin) |-Ng S9|qeLeA / iZNg syuaned zep'|
sjopow (Ng) jdomiau ueisaheg ,92Ua.11n20 sisdas,, S9|qeleA G (NG (nD1) [e207 Aj1ea sisdas 3109319p 01 y10MIau ueISaARg B 3SN 10z 712 32 9daynp
08°0-6£70 :S93€3s ||B YMm D0dNY
8/°0—9£°0 -uoieiniesap Yum D0INY
08°0-6L°0
:eipJedApelqiuiw pue eipiedApelq yim JO¥NY sisdas bunasisp Joj 150w
€/°0-Z.°0 :B3ep buissiw yum HOINY sisdas pajoadsns,, 9INqLIIU0D pjnom JuaAd |edibojoisAyd yoiym Ayiuapi
SL°0-L70 DOYNY :[BSUSWILLIOD UIYS/UYIMOIB paxiw se sainj|nd aAIISOd s9|qeleA s9jeuOaU 7 0} pajuem A3y) ‘alowiayling ‘umelp si ajdwes P RE]
ININH-3Y sisdas uanoud :suaboyied se sain3nd aAnisod [s|leya 9 (NDIN) |e207 po0|q B 310J3q sa1eUO03U Ul Sisdas AJuapl pue 19333Q 7102 Nds3|NdueIS
29°0 DOYNY S10128) UMOWY SATSH sisdas jo aduasald
69°0 :DOYNY buluies) daap sqisH ay3 [eubis Jeyy si1o3oey |ed1bojoisAyd ayy ul sabueyd
2270 DOYMNY WINH-(Y) aAissaibaloiny 2INJeSIP S9jeUOaU {7 12339p ued ‘sisdasuou/sisdas sO1UBLLIAS YIIM 3|qeLIBA FARE]
(SA1SH) wa3sAs |ed1weuAp eaul| Buiydyms [ediydaesdiy s1sdas [BJEUORU 104 31N} ND POO|q 4O J NSl A10jel0qe] ‘eIpedApelg (NDIN) |e207 93210s1p [9A31ay b1y e buippe Aq ey ajensuowaqg 10T nds3|NdueIS
11l pue ‘|| | sppow
10J 08°0 PUB ‘6L°0 ‘6L°0 942M SDNY dY3 pue %8°/|
pUB ‘%18 ‘%/° L1 2139M S3IB1 10113 33 YIe3p ND)| saseasip
(a4njiey uebio jo duaisisiad 1330 pue sisdas 1oy uonndipaid apinoid o3 pue
pue 3uawdojaAap U3IM]q SIIUAIRYIP ‘a.njiey uebio (v40s) waisAs uebio buiuondunysAp +| pue sjuaned |/z'C sulajjed |edjulp [nyburueaw 3oe13x3 03 BIEP [BDIUID
40 9dA3 *ainjiey ueblo jo Junowe) sPpoW AOMIBN € UOISSILWPE D] JO Y 7 UIYHM +Z SYIS :SIsdas 1anag s9|qeLieA 9 (nD1) [e207 uo paseq sjapow AodJe\ X3|dwod Jo 33s e dojanag 0L0Z 0z12 19 uaPad
98°0 :9besane WINHD-(dDIN) suta1zed [puueydnny
680 :abetane NINHD
S9ZIS MOPUIM UOI}BAIDSGO pue |eAsdiul deb bui spJ10dal 31eyd [ed1ul bujuiwexa Hpoys d1dag S3110]810qE| sjuaned 6161 SJUBLIAINSEAW WIOJIARM JAIS
-A1ea yum (IANHD) s|apou Aoyie|y uappiy pajdnod 6-aD| :sisdas [s|eyA € (N21) 11 JININ -eAutuou Buisn syuaned N 1oy 3doys dndas 1o1pald 10T 6112 32 ysoyn
(%¥"¥6) %G9 Aoeinddy
(%68) %92, “Aoeinddy s4-0N
:sa1mes) (87) Tl
0SdgIN uoi23|as aimea) :(0SdgIN) (£-¢) seameay jo sjuaned ondas ul Ay
eziwido wiems apned Aleuiq payipoly ya0ys dndas JaquInu wojsnd sjuaned zg¢ -low 321paid 03 U011I3|3S AINIEI) 10} POYIAW UOIEZ
uondipald Ajijeiow 1oy aulydew 103234 3ioddng |euiwopqe Joj syuaned pajpqelald 3as eiep NYAIN 5950012 [9pO|\ (ND1) NYaan -lwndo wiems apniled Aleuiq payipow e pasodold €10Z g8 32 BIBIA
16°0-9£°0 :DOYNY sisdas a1anas
S|opou ||e 10} adueuliopad
aAndIpald panoidul (sa1njeay G 03 padnpal) UoIRNIXD
21Med) y)d ‘aduewlopad poob pey SNAS pue SNyD uondunysAp uebio ande 1oy apod
‘uosiiedwiod ay3 ul 3s1om ay3 pawioyad sakeg anleN IND-6-AaDI1 Aq paynuapi sem sisdas yym pajerdosse Ainluy
INAS ‘saAeg aAleu ‘(YD) S|9POW ARIppe pazijelauab ainjiey uebio pue sisdas do-sod,, jo uoniuyap HYHY sjuaned g1 €05 Aaupny a1nde pue sisdas aaiesadolsod bunsesaloy 1oy B
‘uoissaibal o13sibo| pasn ey sppouw Jo uostiedwod) Ainfur Asuppy a3nde pue sisdas dojsod 3sedaloy S9|qeLIeA G8T (quaned-ur) |ed07 sjopow uoia1paid dsu jo aduewoysad aiedwod o) 910C eIRp|E1I0Y |
G/°0 :A3pydads japow didoj.
08°0 :A3AI3Isuas [ppow dido|
G8°0 :D0¥NY [apowt didog.
6.0 :A1dYy1dads spiom jo beg quawyiedap Adusbisws ayy
8/°0 :ANAIJISUaS spiom jo beg S9sBD €0L‘ZE ul uonPajul pazdadsns yum syuaned Ajuapl oy ejep
98°0 :DOYNYV Splom jo beg s9|qeLien |o13u0d £€8°861 s1ydelbowsap pue ubis |B3IA 03 UOIIPPE Ul B3RP 1X3)
S|9pOoW 1x3) 331} pUB NAS Jeaur] 9pod> ND-6-aDI a3 [s|lean z1 (a3) (201 9314 Buisn Jo JJ2UIQ |EIUBWIDIOUI DY JBIISUOLIBP O] 1102 o,/B 39 Butoy
9zIs 39s azis
sJ1139W dduewloyiad pue [spoyy uonulyap plepuels pjon,, aimeay pue uonedo| uonejndog |eon BL=CIN Joyiny

(panunuo))

No. 3/2020

1

Vol.

Applied Clinical Informatics



Teng, Wilcox

392 A Review of Predictive Analytics Solutions for Sepsis Patients

"panqiyoid ApoLis si uonnguisip pazuoyineun “Ajuo asn [euosiad J0} PaPEOJUMOP SBM JUBWNIOP SIY L

(L€9°0) 98.°0 204NV 21Med) (87) Z1 SAd-NDA
{(6+9°0) 668°0 :DOYNY 21Me3y (87) L SAd-ND4-HOZ
buissiw aue eyep ayy
40 %09 03 dn 319yM INJJ0 SJURLIAAOIALLI DUBWIIOHI]
(sad-ND4) ABbajens uonejnojed aduessip jered uo (pajaqea.d aq Aew ejep ‘pauyap Apesp .S3INjeady pajda|as sjuaned gL eyep buissiw yym yooys
paseq buwaisnpp sueaw- Azzng (HOZ) p|OH-I12PI0-0197 J0U) S9SNED [BUILIOPQE Y3IM PIIRIDOSSE 20ys 213das » 8T PUB 7| JO $395 7 (ND1) NYaIn oindas bunoipaid 03 saydeoidde Juaiayyip paulwexy 1102 ¢l 39 BRI
G8°0 DOYNY =PueApe ul Y i sjuaned 690°c€ sisdas jo uonoipaid Ajies 1oy wyiuobie sisdas aduab
|apows spiezey |euoiiodoid x0)-||NGIdAA PALIPOIN ¢-sisdag :sisdag s9|qelieA 69 (nD1) [e207 |93ul [eIDY13IE UR 3)EpI|eA pue dO[aAp 03 pawly 810C c¢ 1219 newaN
G6°0 :Adeinddy
08°0 :A3dY1>ads
16°0 :A3AI3ISUSS sjuaned z6 sjuaned N Joy swoydwAs e gle 19
BIBP UPjOWAYD pue aupPjo3Ad buisn sy1omiau [eInaN Anua nDj uodn sisoubelp uoissiwpy SaUP|03Ad £ (nD1) [e207 buiAe|dsip a10jaq sjuaned onndas Aj3uapl pue 10939Q 8007 DISMIZSEYNT
.JI5U0 o0Ys
910J9q | 7°87 JO URIP3W B PalIJUIP! dI9M SJUdIjed,,
£9°0 Aapydads
£€8°0 DOINY uopdunysAp uebio + sisdas :sisdas aianas
(jeubis A1osiasadns S¥IS + uopidsns :sisdag
9y3 se 3Poys 213das Jo 19SUO 33 |IIUN AW Y} >poys d13das 1o sisdas pauoijuaw jeyy ajou sjuaned pez'9l spoys d13das dojanap |im B3
Buisn [ppows spiezey euoijiodoid x0)) 9100SMMTY L ed1Uld Jo 3dusald Aq 1o g-D] :uo13dd4ul o uopdIdsng sainjeay g nDI) 11 DININ sjuaned yoiym s3oipald Jeyy 310ds e s3] pue ajeal) S10Z JU3H
1°p plezey | | 124 q July 4 Yya1y; Y P!
%€zL Aq paseaidap Ayjersow |eyidsoy-uj
P €01 01 €| woly pasealdap Aeis jo yibus| abesany
6°0 “A1dy1ads
6°0 :A3AIISUDS sdnoib S9sed /9 wyjiobje uonoipasd
756°0 :DO¥NY ul suaned 3nd 03 3duanbas uonedo|je wopuey S31103B10qE| 5]043U0d G/ sisdas bujuiea) auiydew e buisn Ae3s jo yabus| pue eoel® 3@
ybisuy Sisdas Aq pasned uonounysAp ueblio,, :sisdas a19nas [s|evn £ (nD1) [e207 A31|P1I0W P3IIMO| MOYS O3 [BI1] [013UOD PIZILWOPURY 1102 oimjngewiys
68°0 :A3dy1dads sisdas alanas
06°0 ANAIISUIS S|sdas a1aAdS
96°0 :DOUNYV Sisdas a1aA3s
96°0 :A1didads ¢-dag
€8°0 :A3AIISUas ¢-dag
16°0 DO¥NY €-das S9|qeleA sjuaned /0 yoeoidde juawabeuew sisdas pasiaal e ybnolyy 6z5ed
DUISDJ 91035 4OSb ‘ + z S¥IS :sisdas a1anag [s|ean 9 (nD1) |e207 sawo0d3n0 juaned pajejal-sisdas anoidwi 03 pawry 1102 pue Aodo\
SpIny [e303 Ul qWEOZL < ‘Y e
G8°0 :DOYNY SI1sdas 219A3S 19SUO 31043q Y 1 199397 19A0 By|[Tw 0z < Yum pajejdsnsal ‘(uiw g 1ses)
96°0 20NV sisdas 3asu0 310439 Y ¢ 393324 1e) BH ww 06 > dgs (25'$82) 6-ADI »Poys dndas
£8°0 :20¥NY sisdas a1anas 1pa3aq +Z SyIS sAe3s zeg‘l9
26°0 D0¥NY sisdas 129319Q ‘uondunysAp ueblio (z6°556) 6-aDI :sisdas a1anag Sa1101RI0qE| (|esauab ‘@3) |ed07 yo0ys d1ndas pue sisdas jo uondipald
wbisul (16°566) +2 S¥IS + 6-0DI :sisdag [slenn g (D1 11 DININ pue uo1>339p 10} wyinoble 3ybisul ay3 a3epljeA 810¢ gzI® 39 OB
09°0 “ddvY saijolqiaue Jo ssop
88°0 DOINY pue me.p A103e10qe| 31N3|N3 JO 19PJO UE L3IM pajenba S31103B10qE| syuaned €867z s3|qelieA Jo 395 [ewiuiw buisn suondipald ayew
wybisuy uopda3jul Jo uopidsns ‘uoniuyap ¢-dag :sisdag [s|eyn g (ND1) 1IN pue uoniuyap ¢-dag mau ayy yum 3ybisu| aepiea oy 9102 1B 12 sj2Inesaq
€80 :Adeindoy
26°0 D0INY
18°0 :A3dyads
06°0 :A3AnIsuaS s9|qeLieA sjuaned €80°6¢ Luonejndod juaned |esauab, sy 1oy Abojouyday
Wbisul 4G 104 SYIS L66L 9p0d 6-AD| :sisdag [slenn oL (N1 11 2ININ uondipaud sisdas Aj1ea adueutioyiad-ybiy dojaaap or 910C 9zI® 30 HaARD
L9L°0 21025 |4
16°0 :Adeinddy
16°0 Aapyads 4 7z 104 B/1w oz 10 W 00Z°L
€6°0 ANARISUIS < juawade|das piny [e303 ‘Y | Joj bH ww o6 > d4ds sa|qeLien sjuaned y6€°L NDI Y3 ur syuanned 1aplosip asn-joyod|e
bisu ‘uondunysAp ueblio ‘6-gdl “ + z SIS Poys dndas [s|ean 6 (ND1) 1 DININ 104 y20ys d13das Jo 39suo ayy 321pald pue 12919Q 9107 czIe 32 1IAeD
9zis 39s
sJ1139W dduewloyiad pue [apoyy J9p pliepueis pjon,, almeay pue uonedo| u |eon BL=CIN Joyiny
(panupuo))

No. 3/2020

Vol. 11

Applied Clinical Informatics



A Review of Predictive Analytics Solutions for Sepsis Patients Teng, Wilcox 393

intervention group received treatment versus 55.8%

in control
features, (2) EMR + sociodemographicpatient histo-

Within 12 h of sepsis alert, 70.8% of patients in the
ry features, (3) models 1 +2

Recursive partitioning regression tree analysis
Elastic Net logistic classifier: 3 models: (1) entropy
Model 1T AUROC (Accuracy): 0.67 (0.47)

Model 2 AUROC (Acc): 0.70 (0.50)

Model and performance metrics
Model 3 AUROC (Acc): 0.78 (0.61)

Relevance vector machine

AUROC: 0.80
Error rate: 0.24

Sensitivity: 0.66
Specificity: 0.80

Count of methods used among analyzed studies

Intervention group: real-time sepsis alert generated

from Clinical Desktop
Sepsis: Seymour (Sep-3) at some point during ICU

Severe sepsis: organ dysfunction (SOFA)
stay

“Gold standard” definition

Method Retrospective Prospective
count count
InSight/Dascena 5 1
Regression models | 6 (4 logistic, 2 linear) | 1 (logistic)
B Markov models 4 (3 HMM, 1 MM) -
E Vector machine | 4 (3 SVM, 1 RVM) -
2 8 Bayesian network 2 -
E ; Hazard models 2 -
Te
g2 Neural network - 1
Fuzzy cmeans 1 -
clustering
Regression tree - 1
Net classifier 1 -
Linear dynamic 1 -
Random forest 1 -

Abbreviations: HMM, hidden Markov model; MM, Markov model; RVM,
relevance vector machine; SVM, support vector machine.

cultured for gene expression analysis to help with their
detection solution.' In addition to the common vital and

ICD-9 with AHRQ clinical classification software to

obtain more exhaustive list of patients

4 vitals/laboratories
9 vitals/variables
11 vitals/variables

Feature
set size

test variables, they included 145 biomarkers to compare gene
expression change from the Affymetrix GeneChip data and
were able to conclude that gene expression biomarker test had
the ability to detect early evidence of sepsis before the
availability of microbiology results. Langley et al used blood
and protein profiles to help curate individualized detection of

20 variables

Population location and

size
Local (Non-ICU)

270 patients
Local (ICU)
242 patients

Local (ICU)
354 patients

sepsis.'® Using these profiles, they found that patients with
severe sepsis had more skewed distribution of metabolomic
measurements and distinct metabolic differences between
sepsis survivor and death groups. Afterwards, they created a
solution that took clinical features and various metabolites to
predict survival of patients with sepsis. Lukaszewski et al
created neural network models that would predict which ICU

Local (ED)
4,676 patients

matic ranking of mortality predictor and have higher

accuracy that current methods
pressure and heart rate times series dynamics for the

interventions by identifying non-ICU patients at risk
early prediction of sepsis

Demonstrate that a SVM variant can provide auto-
Evaluate if implementing an automated sepsis
screening and alert system can facilitate in early
for developing sepsis

Investigates the utility of high-resolution blood

Goal

patients would develop sepsis from two daily samples of
blood.>" They used various leukocytes and cytokines (IL-1B,
IL-6, 11-8, IL-10, TNF-a, CCL-2, Fas-L) as features for model
development. However, they mentioned that the model may
also be identifying individuals who are more likely to develop
sepsis from a genetic predisposition. Although a few studies
included biological data to aid with sepsis prediction and
detection, it may not always provide better results. Stancu-
lescu et al used biological data from neonates for their real-
time sepsis prediction tool.?? They found that this addition
was not statistically significant from their previous work using
hidden Markov models and vital signs. From this, it is apparent
that feature selection for ML techniques varies and there is not

Compare a machine learning approach to existing clinical
decision rules to predict sepsis in-hospital mortality

Year
2011
2011
2017

one set of features that is more ideal than another.

2016

(Continued)

Shashikumar

Sawyer et al*%2
et al®’

Ribas et al*®

Author

Variability in Data Sample Selection and Size

Many studies used publicly available data sets, such as
Medical Information Mart for Intensive Care (MIMIC)
(n=28),81219.25-28.32 (1 the Jess commonly used Medical

Taylor et al?®

rate; ICD, International Classification of Disease; ICU, intensive care unit; MEDAN, Medical Data Warehousing and Analysis; MIMIC, Medical Information Mart for Intensive Care; ML, machine learning; MT-PCR,
multiplex tandem-polymerase chain reaction; NICU, neonatal intensive care unit; PCA, principal component analysis; SBP, systolic blood pressure; SIRS, systemic inflammatory response syndrome; SOFA,

sequential organ failure assessment; SVM, support vector machine.

Abbreviations: AHRQ, Agency for Healthcare Research and Quality; ACCP/SCCM, American College of Chest Physicians/Society of Critical Care; ED, emergency department; EHR, electronic health record; HR, heart
“Indicates prospective.

Data Warehousing and Analysis (MEDAN) project
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(n=2),"833 to help train and validate their tools. The MIMIC-
Il data set contains 53,423 distinct hospital admissions for
adult patients (aged 16 years or above) admitted to critical
care units between 2001 and 2012, while the MEDAN data
set contains data from 71 German ICUs from 1998 to
2002.'83% These data sets are extensive and provide
researchers with real, de-identified data that can be used
as testing, training, or validation sets when using predictive
analytics. Additionally, many studies (n =22) used ICU data
(either local'#17:20-23:29-31.35-37 ¢ MIMIC), while nine
studies used ED°~1113:15.16.24.38.39 qata  While local data
varied greatly in size, ranging from 24 to 198,833, some
used MIMIC in addition to their local data sets, which created
a potentially more generalizable set of data to increase
statistical significance and to increase the transfer of learn-
ing. Nemati et al used local data as the development cohort
and MIMIC data as the validation cohort rather than a
random split of local data for both the development and
validation cohorts.3> This allowed them to claim that their
solution is more generalizable and has the potential to work
sufficiently well across institutions. Similarly, Mao et al
integrated both ICU and non-ICU using local mixed wards
data to increase generalizability and MIMIC to increase
transferability.?®

Additionally, in our review, most of the studies reviewed
were retrospective as they used data that was previously
collected to create predictive analytics solutions, but there
were four prospective studies in which tools were created to
assist in the real-time clinical setting. Sutherland et al pro-
spectively predicted sepsis onset by using the American
College of Chest Physicians/Society of Critical Care consensus
statement and if the patient had suspected infection based
on microbiological diagnosis.'* Using recursive partitioning,
LASSO, and logistic regression on microarray procedures,
they examined individual genes via a Bayes-adjusted linear
model and leave-one-out cross-validation. Later, they used
42 genes to generate a diagnostic classifier using a LogitBoost
ML algorithm and applied the classifier to the validation set.
Although the diagnosis of sepsis was unknown at the time of
enrollment, confirmation was done retrospectively, and they
found their real-time detection tool was able to perform
before the availability of microbiology results.

Similarly, Lukaszewski et al prospectively monitored mo-
lecular changes to identify presymptomatic individuals with
an admission diagnosis of “likely septic.”>! They used real-
time polymerase chain reaction to predict sepsis at an early
stage of microbial infection, before overt clinical symptoms
were to appear. Furthermore, they built five neural network
classifiers, each with 30% of the data, to assess nonlinear
patterns and used a chi-squared test to ascertain whether the
neural network derived predictive accuracies that were
statistically significant. Although their solution was able to
predict sepsis before the comparative method using the SIRS
criteria, they found that clinicians might have trouble under-
standing the results from the neural network tool. Sawyer
et al pilot tested a real-time automated sepsis alert that
would increase the rate of interventions within 12 hours of
detection.3® They found that their alert system resulted in an
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increase in early intervention for those who were identified
to be at risk for sepsis.

Variability in “Gold Standard” Definitions

When implementing a retrospective predictive analytics
solution, defining the outcome variable can greatly impact
the performance. Among the analyzed studies, there was
variability in defining sepsis. Some studies determined if a
patient had sepsis by using the presence of an International
Classification of Disease Code 9 or 10, while others opted for
a more rule-based approach based on the Sepsis-2, Sepsis-3,
SIRS criteria, and/or organ dysfunction presence. Detailed
information regarding gold standard definitions can be seen
in . Additionally, a few studies relied on manual
chart review for determining septic patients. On the other
hand, prospective studies utilized a different approach. One
utilized an admission diagnosis code upon ICU entry,>' while
another study determined septic patients based on a real-
time sepsis alert generated from their clinical alert system.>®

Discussion

In this study, we systematically reviewed the literature to
identify all relevant studies that used a predictive analytics
solution, including ML and hazards models, to predict onset
or mortality of sepsis in hospitalized patients. We identified
31 studies and detailed the various methods and models each
study utilized. Because the studies selected were not homo-
geneous in nature, there are a few distinct differences that
should be noted.

Most of the studies reviewed were retrospective, while a
few were prospective. Although many of the results show
improved accuracy and early detection of sepsis onset or
mortality, it remains unknown how effective and efficient
many of these predictive analytics solutions are in a real-
time patient care setting. To fully understand the usability
and accuracy of these solutions, they should be studied
prospectively and observed in the health care setting. Simi-
larly, Michael found that prospective cohort studies could
potentially capture clinically relevant variables that are
absent from retrospective data sets and they could also
gather data in a more representative and accurate manner.*°

Furthermore, a lot of studies used ICU data, most likely
due to data availability. The algorithms created using just ICU
data may not be transferable to other departments due to the
high variation in patient population, differences in scoring
schemes, and possible missingness for features found in ICU
data potentially being utilized in the predictive tool. For
instance, often times organ dysfunction is measured using
different scoring schemes in the ICU and ED environments.*'
Although many studies presented favorable predictive value,
it is nearly impossible to conclude from the reviewed studies
if one predictive analytics solution is more effective than
another as there were differences among gold standards.
These gold standard definitions could have resulted in defi-
nition-specific results and if modified could yield differing
results. Furthermore, the population and data sizes used for
each study were different and the features that were used
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ranged from solely vital signs all the way to including free
text and administrative data.*? The heterogeneous nature of
all the reviewed studies shows that there are many
approaches for solving the question of applying predictive
analytics for sepsis.

A few studies used industry-created solutions that were
sponsored by the respective company. These results can even
be seen advertised on the company’s Web sites themselves.*3
Because of this connection, there may have been publication
bias present. It is best to be aware of this and interpret their
respective results accordingly.44

Limitations of Predictive Analytics Solutions Used
Because of the heterogeneity of the data used, there were
many differences in types of predictive analytic solutions
used. Most predictive analytics techniques used linear clas-
sifiers, such as Naive Bayes and linear or linear and logistic
regressions. Cross-validation was also a common technique
that was used among the analyzed studies. The use of cross-
validation indicates that the selected sample sizes in some of
these explored studies may not be large enough. By utilizing
cross-validation, an artificial large sample size is created;
however, by doing so, there is a risk of overfitting. Using k-
fold cross-validation can help reduce the effects of overfitting
but does not eliminate the risk.*> With ML, larger and more
representative data sets can result in more realistic outcomes
and higher predictive power. Therefore, it is important to
consider the effects of data size. However, some models, such
as basic linear regression, may oversimplify a real-world
scenario as features and response variables may not follow
a linear relationship. Multivariate linear regression can
produce a more complete model in understanding the inde-
pendent impact of predictor variables on an outcome; simi-
larly, multivariate logistic regression can only be used when
the outcome variable is categorical, which may not always be
the intended case.*®

Nonlinear models that were explored include neural net-
works and Markov models. Neural networks are easy to
conceptualize, they are slower, do not have as great of
performance metrics, requires tuning many parameters,
and if a multilayer neural network is used, then it is even
harder to train.*’ Hidden Markov models were also consid-
ered, which are memoryless, and make assumptions that the
next event is only dependent on the current event and not
the past event. Markov models are state machines with the
state changes being probabilities. In a hidden Markov mod-
els, the probabilities are not known, but the outcome is
known. However, implementing a neural network may be
too much of a black box and may not be ideal in a health care
setting where doctors and clinicians would most likely want
to be aware of the computations and reasoning behind the
outputs.*®

In addition to the common methods previously mentioned,
there were a few unique methods that were used worth
discussing. One study used Symbolic Gate Approximation
which helped reduce the set of features necessary. Another
study used Bayesian principal component analysis (PCA),
which can be advantageous for small data sets in “high

Teng, Wilcox

dimensions as it can avoid the singularities associated with
maximum likelihood PCA by suppressing unwanted degrees of
freedom in the model.”*°

Generalized additive models were also used. These can be
powerful in that they allow us to fit a nonlinear function to
each predictor potentially allowing for more accurate predic-
tions when compared with a linear method. Furthermore,
because the model is additive, the effect of each predictor can
be analyzed when fixing the remaining predictors; however,
this additive characteristic can also be hindering.’® One study
used a Weibull-Cox proportional hazards model, which is a
good method for analyzing survival data, and is smoother than
just a standard Cox model. Finally, random forests were also
explored. It is a bagging technique for both classification and
regression. The general concept is that you divide your data
into several portions, use a relatively weak classifier/regressor
to process, and then combine them. Random forest is flexible
and can enhance the accuracy of the weak algorithm to a better
extent at the expense of heavier computational resources
required.”! However, if the data are not meaningful to begin
with, the end result will still not be meaningful. While these
uniquely applied predictive analytics solutions are interesting,
they were not specifically differentiated from the more com-
mon tools that were used.”® Overall, there was no clear-cut
best algorithm; however, when selecting a predictive analytics
solution to implement, one must consider the bias-variance
tradeoff and sample size of the data.

Limitations in Findings

There are some limitations in terms of how the systematic
scoping review was conducted and designed. We chose our
search query to be fairly broad to be able to capture the variety
of predictive analytics solutions being created for septic
patients. Many of these studies had a different objective in
their approach to using predictive analytics making itis difficult
to determine whether one approach was better than another. If
we narrowed the objective of our review to solely include
studies that aimed to decrease sepsis mortality or onset, the
search would have brought in different studies and examples.
Furthermore, the definition of sepsis is ever changing, and this
solely marks, generally, what has been done until now.

The availability of data seems to deeply affect and influ-
ence potential research opportunity and scope. The most
commonly used data were obtained from the ICU followed by
the ED. This skew may be due to the availability of public
open-access data, such as MIMIC and MEDAN. Therefore, we
do not have good information in terms of whether or not
predictive analytics tools are better applied in the ICU setting
for better patient outcomes. As more data sets become
available, we should be careful in interpreting where the
application of these algorithms should be best assigned and
used. The definition of sepsis that was used as well as target
population contributed to the variation. Stanculescu et al
looked at developing an alert system for neonates. Because
the number of neonates that met their eligibility criteria was
low, their study population size was thus limited.>"->?> Most
of the studies included in our analysis attempted to detect
sepsis or death related to sepsis earlier than what is currently
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available. Furthermore, most of the studies were retrospec-
tive, but there were a few prospective studies performed, and
even a randomized control trial. When using ML to predict
sepsis onset, many studies used vital signs or laboratory test
results as their features to train and test their solutions.
However, Sutherland et al show that waiting for the micro-
biology results could potentially be avoided if gene expres-
sion analysis from blood plasma were to be utilized
instead.'® They were able to show strong findings of detect-
ing sepsis before the availability of microbiology results.
Shimabukuro et al performed a randomized control trial
by using an algorithm created by Dascena, Inc. and found that
their predictor decreased the average length of stay and in-
hospital mortality rate.3® Nemati et al found that they can
predict, accurately, sepsis onset 4 to 12 hours prior to clinical
recognition through the use of their modified hazards mod-
el.>®> Horng et al found that utilizing the unstructured text
data improved the accuracy of models that solely used the
structured data.'® However, since most of these studies were
performed retrospectively, a prospective approach would be
needed to determine the feasibility and clinical utility of
these predictive analytics methods. For those that did use a
prospective approach, there were varying results in accuracy
metrics as some found that there was no major improvement
in patient outcomes, while others found decreased in-hospi-
tal mortality and length of stay rates. Additionally, since the
definitions of sepsis currently available rely on clinical
features, bias in prediction models will be present as there
will be an overlap in the feature set and outcome. Further
research and exploration would be necessary in this area.

Limitations in Search Strategy

There are a few limitations in our search query. We used a
simplistic and more accessible search phrase query without
using search tags for our exploration purposes. Recent sys-
tematic or literature reviews that have been published in the
last few months utilize more extensive queries and use a
range of Boolean and search tags in a wider set of databases.
Fleuren et al performed searches on not only PubMed, but
also Embase and Scopus.”” Peiffer-Smadja et al used a general
search query to identify general infectious diseases on
PubMed, Embase, Google Scholar, BioXiv, Acm Digital Li-
brary, arXiV, and IEEE.>? Schinkel et al performed a review
similar to ours by searching only PubMed, but they excluded
studies that did not have an AUROC statistic.”> No search
query is perfect; in fact, Salvador-Olivan et al found that
almost 93% of search strategies in systematic reviews con-
tained at least one error in their respective search queries.’*

Conclusion

Overall, we found variation in the domain of predictive
analytics tools for septic patients, from feature and popula-
tion size to choice of method or algorithm. However, imple-
menting predictive analytics tools may be beneficial in the
early detection of sepsis or death related to sepsis. Since most
of these studies were retrospective, the translational value in
the real-world setting should be further investigated as other
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variables such as changes in workflow may also have an
impact on outcome. Additionally, many solely used one data
set, which is not generalizable across institutions, or even
within departments. It will be interesting to see if a predic-
tive analytics tool can be built on top of institutions that have
implemented a common data model.

Clinical Relevance Statement

As the amount of data being collected by EHRs continue to
increase, it is important to consider ways to harness the data
to aid patients. Sepsis is a leading cause of death in hospitals
and using retrospective data to create predictive solutions
can have the potential in reducing the number of patients
affected by sepsis. Prospective-based solutions using real-
time vital signs and features can be used to identify septic
patients early and potentially decrease morbidity and costs.
Because it is important to understand the techniques being
used in these solutions, we identified various studies and
analyzed their variation in techniques and provide a review
for those in the field to consider.

Multiple Choice Questions

1. Predictive analytics approaches using the MIMIC data set:

a. Have demonstrated poor success in retrospective clini-
cal scenarios.

b. Have had high accuracy levels to help in the emergency
department.

c. Have been a commonly used source to explore sepsis
approaches.

d. Were not used in tandem with local data.

Correct Answer: The correct answer is option c. We
discuss various sources of data that have been used in
studies for predictive analytics for sepsis. Often times,
open-source data sets, such as MIMIC, have been used as
they are easily accessible online and would not require as
stringent of human subjects’ protections as local institu-
tion data. Therefore, these open data sets are a very
common way to explore clinical data with machine learn-
ing, especially with sepsis.

2. Predictive analytics sepsis prediction approaches using
local institution data have:
a. Used the same common set of standard features.
b. Used features specific to the study.
c. Coded features in SNOMED.
d. All of the above.

Correct Answer: The correct answer is option b. We
discuss various feature sets that have been used across
studies. Most common approaches were to use feature
sets that complemented the data found at the local
institution. For example, although most feature sets in-
cluded common vitals such as heart rate and temperature,
a few approaches using local data went a bit further by
incorporating clinical text note information or blood tests.
This is to highlight that although there are a few common
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features used among the studies, many still used a curated
feature set for their own institution and goals.

Human and/or animal subjects were not included in this
project.

This work was supported by the U.S. Department of
Health and Human Services, National Library of Medicine
Training Grant T15LM007442

None declared.
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