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Background In critically ill infants, the position of a peripherally inserted central
catheter (PICC) must be confirmed frequently, as the tip may move from its original
position and run the risk of hyperosmolar vascular damage or extravasation into
surrounding spaces. Automated detection of PICC tip position holds great promise for
alerting bedside clinicians to noncentral PICCs.

Objectives This research seeks to use natural language processing (NLP) and supervised
machine learning (ML) techniques to predict PICC tip position based primarily on text
analysis of radiograph reports from infants with an upper extremity PICC.

Methods Radiographs, containing a PICC line in infants under 6 months of age, were
manually classified into 12 anatomical locations based on the radiologist’s textual report of
the PICC line’s tip. After categorization, we performed a 70/30 train/test split and
benchmarked the performance of seven different (neural network, support vector
machine, the naive Bayes, decision tree, random forest, AdaBoost, and K-nearest neighbors)
supervised ML algorithms. After optimization, we calculated accuracy, precision, and recall
of each algorithm’s ability to correctly categorize the stated location of the PICC tip.
Results A total of 17,337 radiographs met criteria for inclusion and were labeled
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manually. Interrater agreement was 99.1%. Support vector machines and neural
networks yielded accuracies as high as 98% in identifying PICC tips in central versus
noncentral position (binary outcome) and accuracies as high as 95% when attempting
to categorize the individual anatomical location (12-category outcome).
Conclusion Our study shows that ML classifiers can automatically extract the anatomical
location of PICC tips from radiology reports. Two ML classifiers, support vector machine
(SVM) and a neural network, obtained top accuracies in both binary and multiple category
predictions. Implementing these algorithms in a neonatal intensive care unit as a clinical
decision support system may help clinicians address PICC line position.
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An approximately 1kg baby with a PICC. The yellow arrow
points to the tip of the upper extremity PICC in an appropriate
position in the SVC. The yellow boxed area represents the location
where the tip position would be considered appropriate (SVC and the
SVC/RA junction). PICC, peripherally inserted central catheter; RA,
right atrium; SVC, superior vena cava.

Background and Significance

Infants in intensive care units (ICUs) frequently require
peripherally inserted central catheters (PICC) to provide
long-term central venous access for medication, parenteral
nutrition, and fluids." Because the PICC tip can unintention-
ally move from its original position, its position must be
confirmed radiographically.” An upper extremity PICC line
tip is optimally positioned in the superior vena cava (SVC) or
at the SVC/right atrium (SVC/RA) junction.? This target area
can be quite small in neonates, as shown in ,an infant
weighing 1 kg has a target range of only 2 cm where the PICC
line would be considered “optimal.” In infants smaller than
1 kg, this target location could be substantially smaller.

PICC tips outside of this location run the risk of vascular
damage due to fluid composition, extravasation into sur-
rounding spaces, precipitation of arrhythmias, and other life-
threatening complications.*"® As the optimum area of place-
ment is small, even small movements or changes in position
may cause significant displacement. Given the PICC may be
necessary for weeks to months, there is ample opportunity
for displacement.

In the neonatal ICU (NICU), many X-rays are obtained for
indications other than confirming central line placement
(e.g., to evaluate pneumonia, effusion, pneumothorax, and
others), and the PICC position is therefore incidental to the
main purpose. Studies have shown that incidental findings
are often missed or have delayed follow-up,” and there have
been creative solutions (including some using natural lan-
guage processing [NLP]) to help alleviate this problem.® A
system that can automatically identify when a PICC tip has
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moved and alert the clinician to this change may help
decrease instances of prolonged PICC tip malpositioning
and reduce risk of patient harm.

Regardless of the indication for the radiograph, pediatric
radiologists at our institution identify the location of any lines
and support devices, including PICC lines, in the radiograph
textual report. This report is subsequently evaluated by the
clinician to assess the adequacy of PICC tip position. The
attending neonatologist ultimately documents in the daily
progress note whether the PICC tip is appropriately positioned.

NLP is a set of algorithms that allow computers to extract
data from unstructured text.’~'" The algorithms systemati-
cally split free text into individual segments (words and
phrases), correct spelling mistakes, standardize abbrevia-
tions, and analyze the syntax and semantics of each individ-
ual segment to decide whether a concept or sentiment is
present within the free text.'>' It is a powerful tool when
there is a large set of unstructured data, and it allows us gain
unique insights that may be difficult to appreciate otherwise,
for example, analyzing patient feedback that is written in
natural language.'® A recent review,” examined 67 articles
on NLP for radiology, reports that clinical support service
was a major category of use. NLP has also been used with
progress notes to identify disease processes or to aid in
billing and coding.'*1°

NLP has been demonstrated superior to diagnosis codes in
identification of clinical findings such as long bone fractures
from radiology reports.'® It has also been found superior to
diagnosis codes in identification of patients treated with
pneumonia based on analysis of progress notes.® It can also
provide quantitative information, such as extracting organ
measurements from radiology reports.'”” Recent advance-
ments in open-source NLP frameworks have facilitated rapid
deployment of NLP solutions, and the technology is now
becoming increasingly accessible for researchers without
prior experience.18

Machine learning (ML) is the discipline that “focuses on
how computers learn from data.”'® ML-based techniques can
be supervised or unsupervised.?’ Supervised ML starts with
a known output, and the computer attempts to devise an
algorithm to match that output. For example, a set of
magnetic resonance imaging (MRI) scans with known lesions
are presented to the computer, and then the computer is
given a new MRI image and asked whether the patient has a
lesion. Radiology has been a fruitful avenue in ML, with
excellent results with NLP and image analysis.?"% In other
fields, for example, dermatology, some ML models have
achieved similar accuracies as physicians in diagnosing
specific conditions.?> In an ML context, a model is essentially
an algorithm that takes a set of inputs and produces an
output,24 and there are numerous models, each with their
advantages and disadvantages depending on the type of
inputs and outputs that are required (please see

[available in the online version]
for a brief overview of ML).

There has been significant advancement in digital health
and the use of electronic health records (EHRs), and with
that, an increased interest in using automation to assist in
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improving patient safety?®> and to improve physician effi-
ciency. Artificial intelligence (Al) techniques, especially ML,
have been used to detect PICC lines in adults through direct
image processing.?® This study seeks to use NLP and super-
vised ML to extract upper extremity PICC tip location from
radiograph reports from infants. While identifying “central”
versus “non-central” location is of primary importance, there
is added clinical utility in a 12-category classification, as it
may alert clinicians if a tip has moved significantly. For
example, a noncentral PICC in the brachiocephalic may be
acceptable in certain situations (e.g., if it is used for antibiotic
administration), but a change in position to the “neck” from
“brachiocephalic” would warrant repositioning.

The Institutional Review Board (IRB) of Cincinnati Child-
ren’s Hospital Medical Center (CCHMC) deemed this study
exempt. To the best of our knowledge, in spite of the exis-
tence of many studies in the current literature related to the
use of NLP and ML in radiology reports, there have been no
prior studies that use NLP and ML to categorize and track
PICC tip position in neonates.”-'6-27

Methods

We obtained deidentified radiology reports from CCH, a
quaternary children’s hospital, as well as an associated delivery
level-IIl NICU at University of Cincinnati (UC) between Sep-
tember 2015 and August 2019. The radiographs from both
institutions are interpreted by the same group of pediatric
radiologists which helped with standardization. Inclusion
criteria were age less than 6 months at the time of the
radiograph and a single, upper extremity PICC. Reports were
identified via a radiology database search engine (Illuminate
Insight by Softek Illuminate Inc., Overland Park, Kansas, United
States), with search criteria including the date range specified
above and the presence of the word “PICC” in any part of the
report. Chest radiograph reports were excluded if there was no
upper extremity PICC present, if a second PICC or other upper
extremity, cervical approach for non-PICC central vascular
catheter (e.g., extracorporeal membrane oxygenation
[ECMO] cannulae and hemodialysis catheter) was identified,
or if the patient was outside the age criteria.

We created a web-based tool that displayed each radiology
report, a dropdown box to identify the PICC tip location, and an
option to exclude the report if it did not meet criteria. Using this
tool, two researchers (M.S. and D.S.) manually reviewed each
textual report and classified the PICC tip position as 1 of the 12
anatomical locations: cephalic, axillary, subclavian, brachioce-
phalic, subclavian/brachiocephalic, brachiocephalic/SVC, SVC,
SVC/RA, RA, neck, chest, and other. Appropriate position in
the SVC and SVC/RA was defined as “central” for the purposes of
binary classification. One rater (M.S.) was a neonatal fellow with
substantial experience reading radiograph reports, and the
other (D.S.) was a medical student with limited experience
reading radiograph reports. In instances where there was
disagreement between the two raters, a board-certified pediat-
ric radiologist provided the tiebreaker.

To predict PICC position outcomes, we chose seven ML
classifiers including the naive Bayes, support vector machine
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(SVM, also known as support vector classifier), decision tree,
random forest, AdaBoost, K-nearest neighbors (KNN), and a
custom-designed neural network. We used Python version
3.7?8 and the Scikit-Learn®® library for all preprocessing and
classification. For each report, we parsed out the section
containing the word PICC and converted the text into n-
grams (varied based on the algorithm; e.g., bigram for neural
network, range 1-5 for SVM) using Scikit-Learn CountVec-
torizer, followed by scaling the frequency via TfidfTrans-
former (TF-IDF). We did not remove stop words (e.g., “the”
and “not”) before n-gram extraction to preserve contextual
information such as negation. We trained and tested these
ML models for each of the two types of output—first, to
predict whether the PICC tip was in a central position (SVC or
SVC/RA) or noncentral (binary classification) and, second, to
identify the exact location (12-category classification using a
multinomial model).

To help limit bias due to disproportionate samples from
anatomical locations (unbalanced data) in ML models, we
performed a 70/30 train/test split of data in each of the 12
categories. All ML algorithms were trained and optimized on
70% of the data, while 30% of the data were set aside and used
for testing. The hyperparameters of the ML classifiers (e.g.,
numbers of hidden units in neural networks) were optimized
on the training dataset with 10-fold cross validation. Finally,
the ML models with optimal hyperparameters were trained
on the whole training set and evaluated on the test set for
validation. We adopted accuracy, precision, and recall evalu-
ation metrics to assess model performance. Out of the three,
we chose accuracy as the primary metric to assess model
performance (sample code available at: https://github.-
com/dufendach-lab/picc-ml/).

Results

A total of 26,963 reports were assessed for eligibility, and
17,337 radiograph reports met inclusion criteria.

shows the division of radiological reports into training and
testing data and corresponding binary and 12-category
position. The demographic data are described in

Our patients had a slight male preponderance and a signifi-
cant majority was observed under 2 months of age.

The interrater reliability for determining anatomical loca-
tion was high, with a Cohen’s Kappa score of 0.98 between the
two individuals. In post hoc analysis of the 161 (0.91%) reports
with disparate classification, the tie-breaking pediatric radiol-
ogist agreed with one of the two raters 90 (55.9%) times, with
most reasons for difference in classification attributed to
unclear (60 instances, or 66.7%) or inconsistent (20 instances,
or 22.2%) wording ( ).In the other 71 (44.1%) cases with
interrater disagreement, the radiologist classified the report
into a category not chosen by either rater, with 58 (81.7%) of
these errors due to complex anatomical classification (e.g.,
unique cardiac defects that affected the location of the tip). For
reference, some examples of these reports are provided in

(available in the online version).

We tested the supervised ML classifiers on the curated

radiological reports to see if PICC tip position could be
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Study Report Flow Diagram

Assessed for eligibility

(n=26,963)
Excluded (n = 9,626)
e 2+ intravascular catheters
» o  No upper extremity PICC
present
e Out of age range
A 4

Categorized (n = 17,337)

\ 4

Allocated to train set (n = 11,465)

Central position (n = 6,867)
e Superior Vena Cava (n = 6,298)
e  SVC/Right Atrium (n = 569)

Non-central position (n = 4,598)
Cephalic (n=7)

Axillary (n = 223)
Axillary/Subclavian (n = 35)
Subclavian (n = 597)
Subclavian/Brachiocephalic (n = 115)
Brachiocephalic (n = 1,914)
Brachiocephalic/SVC (n = 358)
Neck (n=211)

Right Atrium (n = 1,022)
Other (n =116)

Train/Test Split v

Allocated to test set (n = 5,872)

Central position (n = 3,599)
e Superior Vena Cava (n = 3316)
e SVC/Right Atrium (n = 283)

Non-central position (n = 2,273)
Cephalic (n = 3)

Axillary (n =127)
Axillary/Subclavian (n = 24)
Subclavian (n = 323)
Subclavian/Brachiocephalic (n = 42)
Brachiocephalic (n = 896)
Brachiocephalic/SVC (n = 213)
Neck (n=101)

Right Atrium (n = 500)

Other (n = 44)

Number of radiological reports and their corresponding binary outcome considered for the ML classification models. ML, machine

learning.

Number of radiological reports by age and gender

Demographic n (%)
Gender
Male 9,451 (54.5)
Female 7,883 (45.4)
Unknown 3(0.02)
Age (mo)
0-1 8,202 (47.3)
1-2 2,988 (17.2)
2-3 2,002 (11.5)
3-4 1,763 (10.2)
4-5 1,460 (8.4)
5-6 922 (5.3)

identified accurately. presents the benchmarking
results for the seven classifiers, with results as high as 98% for
binary accuracy and 95% for 12-category accuracy. We
showed that multiple models can yield excellent accuracies
when analyzing radiology text reports. In our results, the
precision and recall were also similar to the accuracy in the
binary classification.

These ML algorithms each have their own sets of features
and feature importance based on their underlying mecha-
nisms and training data. As a demonstrative example of ML-
based classification with respect to salient features,
shows the top 40 features (words or phrases) in the top
performing SVM algorithm. The feature importance score for
each feature is a value in the interval [—1, 1], with the most
positive weights (blue) given for making a central prediction
and negative weights (red) for a noncentral prediction.
Features such as “SVC” or “projects over the SVC” were strong
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Errors in cases where ONE rater was incorrect

Ambiguous wording (67%) —\

Errors in cases where BOTH raters were incorrect

/— Other (1%)

] Ambiguous wording (17%)

Complex anatomy (82%) —

N Inconsistent wording (22%)

Other (11%) 4

Analysis of cases (n=161) with interrater disagreement on classification

Performance metrics of ML algorithms in binary classification (central vs. noncentral position) and accuracy of specific 12-
category position classification

Binary position (central vs. noncentral) 12-category position

Classifier Accuracy (%) Precision (%) Recall (%) Accuracy (%)

SVM 98 +0.36 Central: 98 Central: 97 95+ 0.56
Noncentral: 98 Noncentral: 99

Neural network 98 +0.36 Central: 97 Central: 99 95 +0.56
Noncentral: 98 Noncentral: 96

Random forest 97 +0.44 Central: 96 Central: 98 90+0.77
Noncentral: 97 Noncentral: 94

The naive Bayes 94 +0.61 Central: 94 Central: 97 84+0.94
Noncentral: 96 Noncentral: 91

Decision tree 93 +0.65 Central: 93 Central: 91 85+0.91
Noncentral: 92 Noncentral: 94

AdaBoost 96 +0.50 Central: 96 Central: 98 75+1.10
Noncentral: 97 Noncentral: 94

K-nearest neighbor 91+0.73 Central: 91 Central: 95 70+1.17
Noncentral: 89 Noncentral: 86

Abbreviations: ML, machine learning; SVM, support vector machine.

Importance of various features for Binary classification using SVM
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Features

Weight of importance of phrases as features for binary classification using support vector machine (SVM).
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predictors of central placement, while “SVC” in combination
with a word like “brachiocephalic” was a strong predictor of
noncentral placement. We did not apply preprocessing on the
text (e.g., removing stop words) to preserve contextual
information which accounts for phrases such as “the svc,”
and “svc,” both appearing separately.

The advantage of ML over text analysis with regular expres-
sion is demonstrated in some of the other features; for example,
aphrase that had “svc” in it such as “projects over the SVC” was a

Applied Clinical Informatics  Vol. 12 No. 4/2021 © 2021. Thieme. All rights reserved.

good predictor of “central” classification, but “svc” in combina-
tion with other words and phrases such as “svc brachiocephalic
confluence” was a good predictor of “non-central” classification.
In the latter case, triggering on the term “svc” alone for central
classification would result in false negative.

Our neural network model obtained 98% accuracy in
binary classification and obtained 95% accuracy in predicting
12 categories. Our final model has three hidden layers with
50, 100, and 50 units, respectively ( ), and the
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Fig. 5 Diagram of the final neural network used for classification.

hyperparameters were chosen to maximize the final classi-
fication accuracy (see = Supplementary Table S2 [available in
the online version] for a range of hyperparameters tested for
SVM and neural network classifiers). Neural network-based
classifier learns the latent representations of the word
embeddings using hierarchical features aggregation via the
stacked hidden layers. Thus, in contrast to the SVM model,
the neural network utilizes nonlinear feature combinations
that are not amenable for explaining which features corre-
spond to final accuracy.

Discussion

Timely PICC tip position detection is animportant clinical issue
in the NICU. Traditionally, radiograph reports are manually
analyzed by the clinician to identify PICC tip location, a tedious
and error-prone process. Based on recent advancements in NLP
and ML, we hypothesized that such techniques could help
automatically extract the anatomical location of PICC tips from
unstructured radiology reports. Our experimental results,
based on 17,337 reports from chest radiographs of infants
with upper extremity PICCs, show that NLP ML models can
correctly identify PICC tip position from radiograph reports
with accuracy comparable to human classifiers.

Our study further confirms that NLP can be used success-
fully to extract meaningful and clinically relevant data from
free-text radiology reports.”~19:16.17:27.30 T our knowledge,
this is the first time that this has been used in neonates and
for PICC locations. For our approach, we were able to achieve
high accuracy despite minimal preprocessing which is a
promising sign for future work in this area. We believe
that this work can be extended to other types of free text
to extract information, such as the presence of disease

Machine Learning to Detect Correct PICC Shah et al.
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processes or other important findings, to aid with patient
care and research.

In our hospital, we plan to implement optimally trained
ML models to automatically generate a daily report of all PICC
tip locations. Our unit has a dedicated PICC team that records
details on each of the active PICC lines in our unit, and they
will be able to use this report to help identify when the
anatomical location has migrated and trigger timely inter-
vention when required. We have a morning huddle where
leaders from the entire team (physicians, charge nurses,
pharmacists, and social workers) gather, and important
anticipated events or patient concerns are discussed (e.g.,
admissions, discharges, and expected acute events). This may
be an ideal point to integrate this system into our workflow.
We also eventually hope to create a reverse feed into the EHR
to record the data in a structured format where it can be
verified and used for clinical decision support and documen-
tation. We have developed a web site (https://www.piccloca-
tion.com) that demonstrates our algorithm'’s performance in
analyzing a new chunk of text (~Supplementary Figure S1,
available in the online version).

A significant percentage of EHRs may contain errors or
inaccuracies,>'? and there is evidence that EHRs result in a
higher percentage of inaccurate notes than paper charts.>> Aside
from causing direct harm,3* as well as potential legal ramifica-
tions that may stem from having inaccurate notes, the amount of
time spent on documentation within EHRs has been directly
associated with physician burnout,*® and implementation of
EHRs often leads to an increase in documentation time.®
Decreasing the cognitive workload of the provider, making
the interaction with EHRs more efficient, and preventing errors
are some of the most basic principles of optimum EHR design.
Automating as much of the work as reasonable is important in

Applied Clinical Informatics  Vol. 12 No. 4/2021 © 2021. Thieme. All rights reserved.
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achieving these goals.>’ As future research, now that the PICC tip
locations are categorized on 17,337 chest radiographs, we plan
to apply image processing techniques to the radiograph images
themselves to see if the PICC tip location can be predicted
directly from the images. Since we can now reliably extract the
PICC tip location from radiograph reports, we will be further
able to expand this dataset with additional radiographs pro-
spectively, using the trained NLP algorithms to generate labels
for image-based classification. Finally, these ML-based techni-
ques can be generalized to other uses, such as extracting
pathological conditions (nodules, presence of pneumonia,
pneumothorax, etc.) for both clinical and research purposes.

Limitations

Despite the study showing high accuracy, there are some
limitations to our work. For instance, the chest radio graph
reports at our institution all have a format with a dedicated
section for support devices such as PICC lines. This standard-
ization may limit the generalizability of our finding to sites
without a similar section. Further studies could add a cohort
from a different pediatric system to build on our initial
algorithms and return a more generalizable result. We also
excluded patients with multiple vascular cannulae which
likely decreased the complexity of the reports and simplified
the analyses. Further research may investigate the effective-
ness of these models to handle multiple instances of cath-
eters; however, due to the contextual nature, it would likely
be a much more difficult NLP problem.

A common example of a misclassified report was when a
single report described multiple images taken in succession, such
as during placement of a PICC. Our classifiers frequently mis-
classified these reports as they contain many anatomical locations
where a tip might be inappropriate, along with anatomical
locations where it would be appropriate. Future work could focus
on these rare report structures to help the algorithm recognize
important clarifiers like, “On the final image....”

Conclusion

In this study, we have demonstrated that NLP and ML
techniques can accurately extract PICC tip positions from a
large set of unstructured text in infant radiograph reports. In
both binary (PICC tip in appropriate as opposed to inappro-
priate position) and multiclass (specific anatomical location)
predictions, support vector machine and neural network
models obtained top accuracies. This automated process
extracts categorical, structured data that can drive clinical
decision support or generate labeled data for further re-
search focused on applying ML techniques to radiographs.

Clinical Relevance Statement

This research demonstrates that support vector machines
and neural networks, two machine learning (ML)-based
natural language processing (NLP) algorithms, were best be
able to extract peripherally inserted central catheter (PICC)
tip locations from clinical radiograph reports. These algo-
rithms can be implemented into live clinical workflows,
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driving decision support, and quality improvement initia-
tives, leading to better patient safety.

Multiple Choice Questions

1. Effective natural language processing of neonatal radio-

graphs may most directly improve patient safety by:

a. Producing baseline data for research projects

b. Identifying when the reported location of an indwelling
catheter changes

c. Assisting radiologists in being more precise in their
reports

d. Determining which patients are ready for discharge

Correct Answer: The correct answer is option b, identify-
ing when the reported location of an indwelling catheter
changes. Natural language processing (NLP) must use the
information contained in the textual report. As such, it
may be useful in identifying changes from one report to
another. NLP is anticipated to have little effect on assisting
radiologists in being more precise in their reports. An
implementation of an image analysis algorithm may be
able to assist radiologist with precision. While NLP may
assist with producing baseline data for further research,
this would not directly improve patient safety. NLP could
help to determine characteristics that might indicate a
patient is ready for discharge, but those textual data
would likely come from progress notes or other detailed
notes.

2. Each of the following artificial intelligence techniques
may be useful for textual analysis except:
a. Neural networks
b. Support vector machines
c. Morphological processing
d. Random forest

Correct Answer: The correct answer is option ¢, morpho-
logical processing. Morphological processing is an image
processing technique that can help highlight shapes or
patterns in an image, such as a circle, square, horizontal
edge, or vertical edge. Identifying such shapes and their
relations to each other can help extract meaning from an
image. Morphological processing is not a technique used
in natural language processing.>® Neural networks com-
prise layers of logistic regression models to learn nonlin-
ear patterns among features.>® Support vector machines
with polynomial and radial basis function kernels con-
struct hyperplanes in linear and nonlinear feature spaces
to classify binary outcomes.*® Random forests use a
multitude of decision trees to learn a highly irregular
combination of features.*' All the classifiers have been
applied to analyze different disparate data types, includ-
ing both free text and imaging data.

The study was reviewed by the Institutional Review Board
of Cincinnati Children’s Hospital Medical Center (IRB no.:
2019-1057) and deemed exempt.
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