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CO2-Optimization Design of Reinforced Concrete Retaining Walls based on

a VNS-Threshold Acceptance Strategy

Victor Yepe$, Fernando Gonzalez-Vidosa, M.AS€Hulian Alcald; and Pere Villalbh
Abstract
This paper describes one approach to a methodatodgsign reinforced concrete cantilever retainviradis for
road construction, using a hybrid multistart op#iation strategic method based on a variable neitjioloal search
threshold acceptance strategy (VNS-MTAR) algoritfinis algorithm is applied to two objective functto the
embedded C®emissions and the economic cost of reinforced redacwalls at different stages of materials
production, transportation and construction. Thabfgm involved 20 design variables: four geometedables
(thickness of the stem and the base slab, as wétleatoe and heel lengths), four material typed,12 variables
for the reinforcement set-up. Results first indictitat embedded emissions and cost are closetgdeland that
more environmentally-friendly solutions than thevést cost solution are available at a cost increémeless than
1.28%. The analysis also indicated that reducirggscby one euro could save up to 2.28% kg in &@issions.
Finally, the cost-optimized walls require about4.Biore concrete than the best environmental oneishweed
1.9% more steel.
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I ntroduction

Nowadays there is a growing concern for sustaiitgbiThis has led to a change in the otherwise enua
approach to resource consumption accounting. Enteears, the tendency has been to use struoptialization
criteria to reduce the environmental impact invdlia all life cycle stages. Any optimization of dgs for
sustainability should be conducted in accordandk thie ISO 14040 standards, which require thatpgmagpriate
boundary and scope be set and justified (ISO 19R83lucing CQ@ emissions is one of the most widely used
criteria, since data related to the environmentglact of most construction materials have been dechby
distinct organizations (e.g. Goedkoop and Spriendgd ; Catalonia Institute of Construction Techggl@009)
and, hence, the impact of @On a given structure can now be computed. Thetfadtthe cement industry
produces 5% of the world’s greenhouse gas emisgistifies the interest in this approach to theropt design of
concrete structures (Worrell et al. 2001). Eanidis show that the construction sector was redplerfer 17%
of India’s greenhouse gas emissions (Parikh dt9813), while in Western Europe this sector contedibetween
8% and 12% of total emissions (Gielen 1997). Rauc@Q emissions by efficiently using and optimizing
structural design has added to the progress achievew-carbon cement technology research (e.gtnéa2004;
Yang et al. 2008). Tiwari et al. (1996) analyzeel tost of CQreduction in building construction, and the impact
technical changes have on employment and matersgd. A modified life cycle assessment methodolwgg
proposed by Itoh and Kitagawa (2003) to evaluate @@issions in new types of bridges. A recent revoélife
cycle assessment in buildings suggests that theatipeal phase alone contributes more than 50%etdtal
greenhouse gas emissions (Sharma et al. 2011)efbher it seems crucial to incorporate design KGatéo
minimize the embedded G@missions in reinforced concrete (RC) structurethis regard, Paya-Zaforteza et al.
(2009) conducted an optimization study comparing-€fficiency and the cost design for RC buildingnfies
using the well-known simulated annealing algorithwhijle in the present study, a new hybrid algoritivti be
applied to another sort of RC structure.

Applying optimization techniques to the design & Rructures is deemed both appropriate and fessiite the
element design is made more efficient. Generallyakmng, there are two methods to approach to siraict
optimization: exact methods and approximate methdtiese methods are efficient when using a fewgdesi
variables, but computing time becomes prohibitiwe larger numbers of variables. A review of non+isic
structural concrete optimization studies can bendoin Sarma and Adeli (1998). Approximate methautdude
both heuristic methods, whose recent developmeigdgo the evolution of artificial intelligenceqredures, and

search algorithms such as genetic algorithms (HOIEQ75), simulated annealing (Kirkpatrick et 282), and



ant colonies (Dorigo et al. 1996), among othersthérough review of structural optimization methoaslas
conducted by Cohn and Dinovitzer (1994), who higjtteéd the gap between theoretical studies andriwtigal
application of optimization methods and confirmbettmost research focused on steel structures whliea
small fraction dealt with RC structures. With redjan RC structures, early heuristic applicationsolaed the
optimization of simply supported RC beams (Coetlale 1997) and the study of three-dimensional Rnges
(Balling and Yao 1997). The authors’ research groap applied metaheuristics, namely genetic alyost ant
colony optimization (ACO), threshold accepting (Ta)d simulated annealing (SA) methods, to framédges
(Perea et al. 2008), bridge piers (Martinez e2@10), prestressed concrete precast pedestriagelsriarti and
Gonzalez-Vidosa 2010), and road vaults (Carbonelble 2011). Furthermore, our group has applied a
multiobjective SA algorithm to optimize the econaeroost, the constructability, the environmentalattpand the
overall safety of building frames (Paya et al. 2008

The economic optimization of geotechnical struciuras been subject of a number of studies. Wangaiméwy
(2008) used a linear programming approach to mirenthe cost of spread foundations. Badsudhar €2@03)
developed a sequential unconstrained minimizatmhrique along with conjugate direction and quairfit
methods to determine the optimal cost of mechagisshbilized earth walls made with geosyntheticall
reinforced elements. Regarding the exact optinopatif RC retaining walls, Saribas and Erbatur (33§plied
constrained nonlinear programming to a problem wé&hen geometric and reinforcement design variabkisg
the cost and weight of the walls as objective fiomst. Babu and Basha (2008) described a relialikityed design
optimization technique for RC retaining walls, ciolesing parametric uncertainties in soil, concreteel and wall
proportions, and safety in terms of a reliabilitgléx. Concerning heuristic optimization, the SArapgh with
seven geometric design variables was adopted pni@eet al. (2001) to minimize retaining wall costewever,
all these approaches are limited not only in teofr@ractical lengths for reinforcement and cutqudints, but for
minimum spacing requirements as well. Yepes e28l08) conducted a parametric study with SA foiirapm
RC retaining walls from 4 to 10 m in height considg different fills and bearing conditions, andpraving the
robustness of the previously mentioned approackdsrimulating the problem to include 20 design ahtés:
four geometric ones, four material types, and Itabtes for the reinforcement set-up.

To build on the work of Yepes et al. (2008), thégpr describes a hybrid methodology using 20 desigables
for RC cantilever retaining walls like those commianroad construction. The design procedure inviblae
optimization algorithm applied to two objective @itions, namely the embedded £€nissions and the economic

cost. The method established for this researchi@thpleveloping an evaluation computer module thatks all



the relevant limit states. Dimensions, materialgl ateel reinforcement were taken as variables. The
emissions and cost objective functions were thécutted. A hybrid multistart optimization strategnethod
based on a TA strategy with restarts (abbreviawdih as VNS-MTAR) was then used to search thetisolu
space to identify a set of solutions with optimizedlies for the designer. The paper is dividedfin®parts. First,
the optimum design problem is formulated. Secohd, dtructural evaluation module is described. Thine
proposed VNS-MTAR algorithm is explained. Fourthe tresults obtained in the numerical experimengs ar
discussed. Finally, conclusions and suggestiontuftiier research are made.

The Optimum Design Problem

In this study, the problem of structural concrgtéimization involves a single-objective optimizatiof either the
embedded C@or the cost of the structure. Hence, this optitimzaaims to minimize one of the two objective

functions,f; andf;, of Eq. (1) and Eq. (2) while satisfying the coastts of Eq. (3).

CO, = f,(X, X,.00 X)) 1)
C=f,(X, %X, X,) )
9; (X, Xy, %) <0 (3)

Note thatxi,x,,... X, are the design variables chosen for the formulafithe remaining data necessary to calculate
a wall are the parameters of the problem. The beamd scope of GGmissions and cost modeling include (1)
the extraction of raw materials, (2) the transp@ta of raw materials to the factory, (3) the presiag,
manufacturing and fabrication of products and nmaefy, and (4) the emissions equipment involvedhia t
construction processes in order to execute thetstial work units (earth removal, formwork, badkfiiteel, and
concrete). Despite the importance of transportirgenials to the construction site, neither the ms@itenance
nor the removal/disposal phases for long-lived RQcsures are considered in the BEDEC PR/PCT ITEC
(Catalonia Institute of Construction Technology 2Dfhaterials database consulted for this studyhcAdgh this
Institute assumes a standard technology to askeseniissions of each construction unit, the metlogyo
proposed herein is not based on any particulabdata

The first objective function quantifies the totah@unt of CQ emissions resulting from the use of materials thic
involve emissions at the different phases of préido¢transportation, and construction. As a rdléhamb, the
higher the cost, the lower its sustainability. Biéfnt structural alternatives may be assessedmanpared from an
environmental point of view. The present study pEs a C®environmental function to analyze ecological

earth-retaining walls, which is expressed as fadlow



CO,=> g xm 4)

i=1r

Note thate are the CQunit emissions from the RC wall materialg;are the measurements of the construction
units (depending on the geometry and reinforcersetiup design variables), whiteis the total number of
construction units. This objective function is b€, emissions of the structure expressed as the sumitt€Q
impacts, multiplied by the construction unit measnents. As specified in Table 1, the values ér concrete,
steel and formwork used in the present study wekert from the BEDEC PR/PCT ITEC materials database
(Catalonia Institute of Construction Technology 2DOIt is important to note that the data do ndtem
transportation emissions, which are highly depeniteall case studies.

<<INSERT HERE TABLE 1>>
The second objective function is the cost of thecstire as defined in Eq. (5), wheagxeare the unit pricesn are
the measurements of the construction units (comcreteel, formwork, etc.), andis the total number of
construction units. The cost function includesdbst of materials (concrete and steel) and alétitees required
to evaluate the entire cost of the wall per linesater. Table 1 gives the unit prices considerednftbe

aforementioned database (Catalonia Institute os€oation Technology 2009).

szpixm )

i=1r
The present problem has no solution that includiesnmzing the two objective functions simultanegysdince
the objective functions are not the same. The cainssg; in Eq. (3) are all the serviceability limit statg_Ss)
and the ultimate limit states (ULSs) that the duwe must satisfy, as well as both the geometrid an
constructability constraints of the problem. Itvi®rth noting that other studies transform consedinnto
unconstrained problems by means of penalty funstidinis study, however, is restricted to feasilkitions
only, and therefore penalty functions are not agapli

The Structural Evaluation Module

Considering all the data necessary to define anggtreicture, the structural evaluation module dates the stress
envelopes and checks all the limit states. Strastidhat comply with all the limit states are calfedsible
solutions, and those that do not are called urtbémsolutions. Optimization programs define thadtre in terms
of design variables, which the optimization aldamt must modify when searching for the optimum dtres.
Therefore, optimization programs include an evadwmatodule which requires the structure to be defiim terms

of design variables and the coding of all the $tmad constraints to be satisfied. The design éem and

structural constraints considered for this stugydeascribed in detail by Yepes et al. (2008). Témgh variables



are the magnitudes subjected to optimization, wthiégparameters are all the remaining data negegsaompute
a given wall. The main advantage of this approacdhat it leads to optimal design and automatien, the design
variables are determined by the optimization preeesl not by the engineer.
The analysis includes 20 variables (see Fig. 1¢s€hvariables define the geometry, the type of edagrades
and the reinforcement used. Variables include fmametric values (thickness of the sterthickness of the base
slabc, length of the tog@, and length of the heé), while four other variables represent the steuh laase slab
concrete along with steel grades. The remainingatfables define the reinforcement set-up. Vertfteatural
steel includes three reinforcement bars for thearhanding of the stem (variablag A, andAg). The lengths of
these bars are 100%, 50% and 25% the height sténe Compression reinforcement is representecisyds the
total height of the stem (variab¥a). Shear reinforcement in the stem is specifieddnableAs, which is the area
of reinforcement from the bottom of the stem up teeightL. Longitudinal secondary reinforceméatandAs are
included in the stem for shrinkage and thermalat$feBending bars in the base slab include reiefoent
variablesAg andAq for the toe and the heel, respectively. Sheafaaiement in the base slab is expressed by
reinforcement variabl@. Lastly, reinforcement variabks; o corresponds to longitudinal effects in the baab.sl
This reinforcement set-up is considered to be etanough for practical purposes. It is worth mgtihat some
variables are discrete, while others are continudbe solution space is defined by the set of coatinns of
values for the 20 variables. No attempt is madeatoulate the reinforcement according to the udaalgn rules.
Such common design procedures follow a conventiordér to obtain reinforcement bars from flexurabar
ULS and then checking SLS and redefining the desigecessary. This order is effective, yet it iggg other
possibilities that heuristic search algorithms doaverlook. In this sense, for example, it is flassto suppress
shear reinforcement by increasing flexural reindonent, which may result in a more economical design
The parameters of the RC wall are all the magn#uaken as fixed data, including geometric valpesperties of
the base soil and backfill, partial coefficientsafety, and durability conditions. The most reléy@arameters are
the total height of the wal (height of stenn plus thickness of the base stgbthe backfill slopé, the surcharge
loadq, the internal friction angle of the backii| the permissible base soil stregsthe overturning safety factor
10, @and the sliding safety factgg. Table 2 provides details of the parameters feramalyzed walls.

<<INSERT HERE FIG. 1>> <<INSERT HERE TABLE 2>>
The structural constraints were established follmnva standard analysis (Yepes et al. 2008), whicludles
checks against sliding, overturning and groundsses. These constraints are all the limit statddlageometric

constraints with which the structure and its fouime should comply. Prior to verifying limit statethe earth



pressure is calculated, depending on the fill amthse loads and it corresponds to the active sthile agreeing
with Coulomb’s theory. The wall as a structure adcalated per linear meter and includes the seraiwb the
ultimate flexure as well as the ultimate shearifiérent cross-sections of the wall and the baak,sh accordance
with the Spanish Concrete Code (Ministerio de Fam@008). The durability limit state is checked cfieally
according to the design value of the service waykifie. Additionally, a constraint of deflection thie top of 1/150
of the height of the stem was also considered.his $tudy, a rectangular ground reaction of valueas
established following recommendations by Calav@@0q), and thus departs from more common trapekoida
reactions, but is more consistent with the verifaraof stress reactions based on a single congradéstresses.
Likewise, and following Calavera (2001), it was cked that a 50% increase in earth pressure doesanse a
ground reaction greater than twice the permissgsglund stressy. The calculation of the ULS for flexure
indicates whether the acting resultas— Mgy, are within the ultimate iteration diagrd¥a — M.. Moreover, the
ULS for shear verifies that the two ultimate valaes greater than the factored acting shear. Betturfal and
shear minimum amounts of reinforcement, as wethasgeometric minimum, are also examined. The SirS f
cracking includes compliance with the crack widthitiation for the existing durability conditionsh& design is
checked at each iteration. Neither the verticalimation of backfill pressure nor the passive reacon the toe
was considered.

A Multistart VNS-Threshold Strategic Algorithm with Restarts

The VNS-MTAR search algorithm developed for thisdst is a hybrid multistart optimization strategietimod
based on a variable neighborhood search thresho&ptance strategy. The algorithm is Ritimes, starting from

a set of random starting solutions, and yieldstaotkcal optima, the best of which is the beduson for the
algorithm. Multistart algorithms can be used todguthe search from a new solution once a regionbkas
explored. With this approach the diversificatioragtgy, obtained from a random generation, is captbivith the
intensification given in the improvement phasethiis study a TA method is used as the acceptaried Dueck
and Scheuer 1990). A worse solution is acceptis dfifference from the current solution is smatierequal to a
deterministic thresholdl. The proposed method uses the algorithm given bdihk (2001) to determine the
initial threshold Ty and, after a specified number of iterations, tharch is restarted with a reduced initial
threshold. This combination has been shown to perfoetter than other TA approaches with regardtbero
combinatorial optimization problems (Yepes and Mead2006).

The basic aim of the variable neighborhood seaMNS) is to avoid entrapments in poor local optima

(Mladenovic and Hansen 1997) by means of a systewtange of neighborhood within the search. VNS @its



the following: (i) a local optimum found with a ¢ent neighborhood structure is not necessarily io another;
(i) a global optimum is a local optimum with redao all possible neighborhood structures; andl f@ii many
problems, these local optima are relatively clasedch other. Neighborhood structure is a key fastwen
moving from one solution to its neighboring solatidJnlike many other metaheuristics, the basic saseof
VNS are simple and require few decisions: numbdrtgpes of neighborhoods to be used, order of tiesrin the
search, strategy for changing the neighborhoodsl Isearch methods and stop condition. Here, ehastic
descent-ascent extension of the VNS, based on appfoach, is applied to overcome the problem gffsta in
local optima. Further modifications and extensiofhe proposed method may be developed. This sixtercan
be described as follows:
1. Initialization. Select the set of neighborhood structudgsfor k=1, ..., kmax to be used in the search; find an

initial solutionx; choose a stop condition;
2. Repeathe following sequence until the stop conditiomist:

a. Setk« 1;

b. Until k=kmax repeat the following steps:

i. ShakingGenerate a poin¢ randomly from thek" neighborhood ox;
i. Move or notlf this point is accepted in a threshold accepgatecision rule, move thene<{- X),
and continue the search with (k < 1); otherwise, set K «— k+1.

The initial solution is generated by a random d@&acof values from the variables between the upet lower
bounds. The procedure is repeated until a feasiblation is obtained. In our numerical experimeseyen
neighborhood structures were selected. The firstwas performed by a random variation of 14 vaesbthe
second was performed by a random variation of &bkes; and continuing in the same manner, thergdwone
was performed by a random variation of 20 variablegal search was based on a small random petionda
the values for some of the variables that defirrexldurrent solution. Discrete variables were medifin one
position of their table of values, and continuoasiables were modified in less than +2 cm for teergetric
variables, less than +5 cm for the bar lengths Jesglthan +5 chfor the reinforcement areas. These small random
variations were selected to avoid a totally rand@awch in the solution space, and they are judtitie practical
and constructive purposes. Thus, the proposed VN3#algorithm can be described as follows:

1. Select a random solution as the record solution.

2. Start with a random initial solution.

3. If the current solution is unfeasible, go to St2p (



4.

9.

Select:

a. Proposed thresholty’;

b. Cooling schedule for threshold

c. Linear reduction parametéifor initial threshold for each restart;

d. Number of movements for each restrt
Determine the initial thresholt. After Smovements, if the success rate is less than 2886 Tt=2To',
but if the success rate is higher than 40%, theil,'/2. Otherwise, Step (5) must be repeated.
RepeatR times. Update the current threshdldwith the cooling schedule. Generate a neighboring
solution. Compute the increase in the objectivetion AE. If AE>-T, accept the new solution.
If there is no improvement in the current solutidier Step (6), go to Step (8). Otherwise, setvaindial
thresholdTy'=To- {. Go to Step (6).
If the current solution is better than the recontuon, the current solution is accepted as tloone
solution.

Until a given condition is met, go to Step (2).

An exponential cooling schedule is used for thegholdT of the form

T =T, 2 (6)

wherea=0.20;v=the current iteration of each restart; the progdséial threshold wag,'=300; the reduction

linear parameter wa$=0.80; the number of iterations of each restart Re®,000,000. The schedule variable

was increased from 0 to 1 during the optimizatiom of each restart. The local search algorithm peaformed

R=30 times. The number of starts chodenis the stop condition (Step 9) of the VNS-MTAR@lithm.

The parameterg=0.20 and=0.80 were those established by Yepes and MedB@6)2 The remaining parameter

setting was selected experimentally among the pgiilo the Pareto front (e.g. Lamberti 2008; Peted. 2008).

The algorithm should be run as many times as needeasure the quality of the minimum value obtdifrem all

runs. A simple modus operandi to estimate the grpdaehavior of the algorithm “Perforigruns of algorithm

and take the best” is to run said algorithm samémes, and compute the average of thdest ofRs. The

well-known “bootstrapping” method (Efron 1979) da@ used to obtain a random sampldRaif these results,

chosen independently (with replacement). Finalig,dverage of the bests can be obtained. Moreover, using the

same data set, the expected be& oésults may be estimated for valu®other tharR. Therefore, the number of

runs is selected as that which is sufficiently aataifor a given computing time.

Resultsfrom Numerical Experiments



The algorithm was programmed in Fortran 95 withoan@aq Visual Fortran Professional 6.6.0 compilgpidal
VNS-MTAR runs of 9,000,000 iterations lasted abd@® seconds for an INTEL Core TM2 Quad CPU Q6600
computer with 2.40 GHz. In order to determine thenbher of startsR, as a stop condition, the wallldE8 m and
the CQ objective functions were chosen. First, the athoniwas run 50 times. Next, eight seriesns® samples,
with replacements, were extracted from the inif@pulation of 50 solutions; each one of these serie
corresponded to the results of 5, 10, 15, 20, 8t 50 runs. Then, the average and the minimutnesh=9
bests were obtained for each series; finally, tfferdnces between these values were calculatethp@ced to the
best of each series, these differences were: 0.002907%, 0.006%, 0.004%, 0.003%, 0.002%, 0.002#% an
0.001% (5, 10, 15, 20, 25, 30, 40 and 50 runs,easgely). All this suggests th&=30 runs were sufficient in
terms of accuracy and computing time.
Fig. 2 and Fig. 3 show, respectively, the variafiothe best values found for the minimum G&nissions and
costs for nine wall heights, ranging from 4 to 1fhreteps of 1 m. The minimum emissions and cost®ase with
increasing wall heights. The average differencavben the mean value of the results and the minimaione
found after 30 runs is only 0.16% for emissions @ric% for costs. Likewise, the average differdmesveen the
maximum and the minimum value of the results ismave than 1.49% for emissions and 0.56% for cddtese
differences are sufficiently low for practical ajgpktions. A parabolic relation may be used to dbsahe general
trend for both the C@emissions (kgC&91.01H2-236.031+678.92 with a regression coefficier=0.9999) and
the costs €=35.1(H%-18.744+191.78 withR>=0.9999). If the ratio between emissions (kg2Cénd the total
height of the wall was chosen as a functional tmimeasure the performance of the functional ostpfithe
product system according to ISO 14040, then FigdRates that the higher the wall, the less edfitit would be.
<<INSERT HERE FIG. 2>> <<INSERT HERE FIG. 3>>
In addition, for each minimum found with the €@bjective function, we can evaluate this soluiioterms of
cost, and vice versa. Thus, the relative averaffereince is small between the obtained values 22%. for the
emissions and 0.80% for the costs, optimizing anhe other function. This fact justifies the cogtimization
with regard to reducing CCemissions, with an error that is no greater th&8%, for the analyzed cases.
Alternatively, the best cost solutions increase, @@issions by 1.12%. These findings indicate tloait®ns
which are acceptable in terms of emissions arevdddde in terms of cost, and vice versa.
Fig. 4 depicts the relationship between emissiolscast when the objective function is either thant of CQ
or the cost. It is possible to observe a linedrditveen emissions and cost (kgE2.28C-479.61 withR?=0.9995)

which indicates that, as a rule of thumb, one eaduction in the wall cost results in savings @&&kg in CQ

10



emissions. This relationship assumes a standantaéagy in order to assess the emissions of eagstieation
unit. For example, if a different mixture compasitiis used, an increase or decrease in concretpasiton
materials results, and such changes should be fakerconsideration when calculating the amountC@k.
Nevertheless, this relationship suggests thatisolsitvhich are acceptable in terms of emissionsksieviable in
terms of cost, while good solutions in terms oft@e also good in terms of emissions, i.e. bojbailves yield
similar solutions and are rather coincidental. Thas already been reported by Paya-Zaforteza €2G09) for
COz-optimization of RC building frames. This is a siggant finding since the economic cost of reduciD@;
emissions is clearly affordable with regard to @dg global warming. Moreover, prices are more #gesto
market cycles, while emissions depend on strictanufacturing processes. Therefore, it appearsdisigns
based on emissions are more stable and more riationa
In Table 3, the percentage of @&nissions has been quantified depending on theheight of the wall and its
work units. It is worth noting that concrete reenats, on average, some 40% of the total emissibaisl¢ 3),
while reinforcing steel totals about 33%. This ifaplthat reducing the volume of materials also ceduhe costs
and CQ emissions. Further, the relative importance otcete and steel emissions increases with the hefghe
wall, ranging from about 59% witd=4 m to about 82% in the casetéf12 m.

<<INSERT HERE FIG. 4>> <<INSERT HERE TABLE 3>>
Finally, it is necessary to determine if the costimized walls and the emission-optimized wallsserg similar
aspects. The characteristics for these walls argited in Table 4. Fig. 5 represents the relatigmletween the
variables that define the geometry of the wallsr{sthickness, toe length, heel length and basetliakness)
where the emissions are optimized with respedi¢abst-optimized walls. Although the cost and:@@issions
vary little, the physical dimensions and detailshaf design for cost and emission optimization \g@gyificantly.
The greatest difference is noted in the base $lalkrtess, being thinner in the ecological wallsnthia the
economic ones. The values of the ratio betweerbése slab thickness for the ecological and econavalts
decline with the heights of these structures. Tamshickness is slightly smaller in the ecologiwalls. The heel
length is smaller in the cost-optimized walls.

<<INSERT HERE TABLE 4>><<INSERT HERE FIG. 5>>
In all cases, the steel of the optimized wallsthasgreatest elastic limit, 500 MPa, which canxmaned by the
use of a material with greater mechanical resigtdocsimilar costs and G@missions. The concrete used in the
base slabs has the lowest characteristic resistaBddPa (except in the case of the ecological Wall, with 30

MPa). In the stem, all the economic walls werettwiith 25 MPa concrete; on the other hand, theaggochl walls

11



used 30 MPa concrete. In Table 1 it is possiblebgerve, from an environmental point of view, tif&t concrete
placed in the base slab or in the stem emit thesanount of C@ However, the concrete for the stem is relatively
more expensive. Regarding emissions, concretebeamouped as those of 25 and 30 MPa and the othéss
reasonable to think that with the same amount a$sions, the concrete with the higher resistanqgedferable,
because it will reduce the volume needed. In f&etn thickness is 3.1% greater on average in thieagimized
walls than in the ecological ones. Regarding thal tcolume of concrete, the cost-optimized walleded 4.8%
more concrete than the ecological ones (see Figvligh needed 1.9% kg more steel (see Fig. 7).

<<INSERT HERE FIG. 6>> <<INSERT HERE FIG. 7>>
The CQ target function appears more robust and enviromaligrfriendly because prices are more sensitive to
variations in market values, while emissions arietst and dependant on manufacturing processes.ahalysis
provides solutions for more sustainable structatean assumable cost and reasonable computer fithese
results demonstrate the potential of VNS-MTAR aiions for the minimum-C@ emission design of real
earth-retaining RC walls.
Conclusions
In this paper we describe an algorithm based omr@ie neighborhood search and a threshold acuspta
strategy named VNS-MTAR, which is useful to deter@nihe optimum design of RC cantilever retainindisva
Two objective functions are considered: the;@@issions and cost of the wall at the differeagss of materials
production, transportation and construction. TheSYIMTAR algorithm combines the variable neighborhood
search, the threshold acceptance rule and thetrapf@oach, while a bootstrap technique is usetktermine the
number of starts as a stop condition. As descriibethis paper, VNS-MTAR may be considered a new
state-of-the-art heuristic for optimizing RC stuets. The extensive computational experiments avgat of nine
wall heights indicate that the VNS-MTAR is an efffiet algorithm for the optimum design of RC camde
retaining walls used in road construction. The gsialreveals that C{&missions and cost are closely related since
the best environmental solutions cost, at the nowgy, 1.28% more than the best cost solutions.rA#tgvely, the
best cost solutions increase £€nissions by only 1.12%. Thus, the solutions wldnd acceptable in terms of
CO; emissions are also viable in terms of cost and viersaThe optimized walls always use steel with the
greatest elastic limit (500 MPa) and concrete whthlowest permitted characteristic resistanceMP%) for the
base slab. However, when optimizing cost, the @amssptimization selects concretes with 30 MPa 2hd/IPa
for the stem. The volume of concrete needed fot-gpsmized walls is, on average, 4.8% higher tiag

ecological ones, which require 1.9% more kg oflsfe® conclude, the methodology, as described hergiquite
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flexible and open to further modifications and @siens, so that structural engineers can reducee@ssions in
their RC structural designs. Nevertheless, futtudies with the algorithm should include a sengitignalysis of
parameters as well as a comprehensive analysigldifianal constraints such as different distribntioof
ground-bearing pressures and full slip-circle asiatyand additional structures, such as counterdtaining walls
and mechanically stabilized earth walls.
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Notations
The following symbols are used in this paper:
b = stem thickness
¢ =thickness of base slab
e = CQ unit emission of RC wall materials
fi = CQ, objective function
f, = cost objective function
g, = structural constraints
h = height of stem
k = number of neighborhood structures
m = number of samples with replacement extractedhi@bootstrap
m = wall measurement

n = number of design variables

p =toe length
pi = unit prices
g = surcharge load

r = number of construction units
t =heel length

X1,..,% = design variables

13



A4, ..., A1 = passive reinforcement variables
A+Az+As = tension reinforcement of stem
C =total cost of RC wall
D = depth of soil in front of the wall
H = total height of wall
L = height of wall with stirrups
Mg = design bending moment

My = ultimate bending moment

Ng = design value of normal force

Ny = ultimate normal force

R = number of runs for the VNS-MTAR algorithm
T =threshold

T*o = proposed initial threshold

o

To = initial threshold

[ = backfill slope

a = half-life for the exponential cooling schedule

¢ = internal friction angle of backfill

v = current iteration of each restart using a VNS%shold algorithm
o = rectangular ground reaction

oy = permissible ground stress

AN

= linear reduction parameter for initial threshofdeach restart
¢ = inclination of backfill pressure

= unit weight of backfill

~

y%0 = overturning safety factor

yts = sliding safety factor

@

p = base friction coefficient

AE = objective function increase
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List of Tables

Table 1. CO; emissions (kg) and costs (euros —USD in parenthesmd considered in the analysis. Source:

Catalonia Institute of Construction Technology (200

Unit Emissions Cost

m?® of earth removal 13.16 8.37 (11.41)

m? of foundation formwork 14.55 27.01 (36.82)

m? of stem formwork 31.66 27.20 (37.08)
kg of steel B-500S 3.02 1.13 (1.54)
kg of steel B-400S 2.82 1.11 (1.51)
m? of concrete HA-25 224.34 72.99 (99.49)
m? of concrete HA-30 224.94 76.67 (104.51)
m?® of concrete HA-35 265.28  79.62 (108.53)
m?® of concrete HA-40 265.28  86.61 (118.05)
m? of concrete HA-45 265.91 89.70 (122.27)
m? of concrete HA-50 265.95 94.02 (128.16)
m?® of backfill 27.20 27.95 (38.10)
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Table 2. Parameters of the reported retaining walls

Parameter Value
Backfill slope 0°
Surcharge load 10 kN/n
Depth of soil in front of the wall 2m
Unit weight of backfill 20 kN/r
Internal friction angle of backfill 30°
Inclination of the backfill pressure 0°
Base friction coefficient 0.577
Permissible ground stress 0.3 MPa
Overturning safety factor 1.8
Sliding safety factor 1.5

EHE safety coefficient for loading  Normal

ULS safety coefficient of concrete 1.50
ULS safety coefficient of steel 1.15
Deflections of the stem limitation 1/150
EHE ambient exposure lla

Table 3. Percentage of total emissions (kg&f@epending on the total height of the wall andhitgsk units

H (m)

Emission source 4 5 6 7 8 9 10 11 12 Average

Earth removal 6.95 532 427 350 296 260 2.32092.1.91 3.55
Foundation formwork 0.83 0.71 0.63 0.61 0.44 0.38.340 0.31 0.29 0.50
Stem formwork 19.72 16.25 1354 11.27 10.02 8.81817. 6.99 6.30 11.19

Concrete in base slab 1255 13.26 14.35 16.50 134631 13.65 14.16 14.68 13.99

Concrete in stem 20.60 23.12 24.68 24.98 27.63 0283.57 30.14 30.61 26.68
Backfill 13.66 13.40 1292 1211 11.89 11.43 10.9D.44 9.95 11.86
Steel in base slab 12.08 1294 13.68 1496 15.87221616.44 16.58 16.66 15.05
Steel in stem 13.61 15.00 15.93 16.07 17.73 18.4%941 19.29 19.60 17.18
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Table 4. CO, emissions and cost-optimized wall characteristics

H (m)

M easur ements 4 5 6 7 8 9 10 11 12
Stem thickness (m) a 029 040 051 062 0.78 09206 1.22 1.37

b 094 095 096 097 098 098 098 0.99 0.99
Toe length (m) a 0.10 0.16 0.27 040 050 0.74 10131 1.65

b 100 100 104 103 098 099 098 098 0.98
Heel length (m) a 157 187 215 242 267 291 331334 355

b 101 101 101 101 101 102 102 102 1.02
Base thickness (m) a 034 043 056 075 070 0488 098 1.09

b 103 098 093 088 090 084 08 082 0.83
Concreteinstem (fp a 1.08 1.83 279 390 567 757 973 1218 14.93

b 096 096 098 100 099 100 1.00 101 1.01
Concreteinbase @ a 066 1.05 163 258 277 351 450 574 7.18

b 102 099 093 089 090 085 083 083 0.83
Steel in stem (kg) a 53.0 884 134.3 186.8 270.71.86464.2 580.5 711.8

b 100 101 103 105 103 105 106 1.06 1.06
Steel in base (kg) a 47.1 76.3 1154 174.1 242.5/.531403.0 498.8 605.3

b 100 1.00 099 100 1.00 100 1.00 0.99 0.99
Note: (a) CQemission-optimized walls characteristics

(b) Ratio between C£and cost-optimized walls characteristics
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