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#### Abstract

We analyze the set of increasingly enumerable additive submonoids of $\mathbb{R}$, for instance, the set of logarithms of the positive integers with respect to a given base. We call them $\omega$-monoids. The $\omega$-monoids for which consecutive elements become arbitrarily close are called tempered monoids. This is, in particular, the case for the set of logarithms. We show that any $\omega$-monoid is either a scalar multiple of a numerical semigroup or a tempered monoid. We will also show how we can differentiate $\omega$-monoids that are multiples of numerical semigroups from those that are tempered monoids by the size and commensurability of their minimal generating sets. All the definitions and results are illustrated with examples from music theory.


## 1 Introduction.

Music scales are the (ordered) sets of notes that properly combined, together with their octaves, give rise to musical compositions. The exact pitch of each note in the scale is defined by the temperament, and has been historically defined in mathematical terms in different ways; an important influence is the physics of sound. The references [4, 16, 21, 24] explain the mathematics behind the most common temperaments. Ignoring the hierarchy imposed by the physical phenomena, the relationship among the notes in the scale was revisited with the dodecaphonism of Schoenberg, Berg, and Webern. See [23] for the mathematical perspective of atonalism. Equal temperament is mandatory in this new order.

Temperament is usually based on the physical phenomenon of the presence of harmonics or overtones of a tone when this tone is played by an acoustic instrument. These harmonics are upper tones with lower intensity and their frequencies are positive integer multiples of the frequency of the tone that has been played, which is called the fundamental tone. As an example, the harmonics corresponding to $C 2$ (where $C 4$ is middle $C$ and $C 2$ is two octave below $C 4$ ) are represented by increasing order of their frequency as follows.


In the definition of temperaments, the first note, known as the fundamental note, is fixed, and the pitches of the subsequent notes are defined so that the notes or their octave shifts approximate overtones of the fundamental note.

|  | Relative frequencies <br> w.r.t. fundamental | Perfect pitch distance <br> in semitones <br> w.r.t. fundamental | Approximate <br> pitch distance <br> in semitones <br> w.r.t. fundamental |
| ---: | :---: | :---: | :---: |
| Fundamental | 1 | $12 \log _{2}(1)$ | $\left[12 \log _{2}(1)\right]=0$ |
| Octave | 2 | $12 \log _{2}(2)$ | $\left[12 \log _{2}(2)\right]=12$ |
| Fifth of the first octave | 3 | $12 \log _{2}(3)$ | $\left[12 \log _{2}(3)\right]=19$ |
| Second octave | 4 | $12 \log _{2}(4)$ | $\left[12 \log _{2}(4)\right]=24$ |
| Third of the second octave | 5 | $12 \log _{2}(5)$ | $\left[12 \log _{2}(5)\right]=28$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |

Table 1: The first harmonics in the sequence represented by their relative frequency and their pitch distance with respect to the fundamental tone, as well as their integer approximation.

The frequencies of the physical harmonics are integer multiples of the frequency of the fundamental tone. For instance, the octave, which corresponds to the first harmonic, has frequency equal to twice the frequency of the fundamental tone. On the other hand, the pitch distances between the physical harmonics with respect to the fundamental tone are modeled by the sequence of logarithms in a given base $L_{b}=$ $\left\{\log _{b}(i): i \in \mathbb{N}\right\}$, where $i$ represents the frequency ratio of each harmonic with the fundamental. The first step in the sequence, from $\log _{b}(1)$ to $\log _{b}(2)$, defines the octave interval. Different temperaments fix the rest of the notes of the scale in this first octave interval. The base $b$ can be thought of as a choice of measurement unit. For instance, we can take the base $b$ so that $L_{b}=\left\{12 \log _{2}(i): i \in \mathbb{N}\right\}$; see Table 1 . In this way, the fundamental tone is set to $12 \log _{2}(1)=0$ units and the octave is set to $12 \log _{2}(2)=12$ units.


The third note in the harmonic sequence would correspond to $12 \log _{2}(3)=19.01955$ units. Since this is out of the range of the first octave, we reduce it to the first octave by subtracting from it one full octave, that is, subtracting 12 units from it. Then we obtain a note which is exactly $7.01855 / 12$ parts of the octave. The first octave over this note will correspond to the third harmonic of the fundamental note. This note is what is called a perfect fifth. The perfect fifth is the basis for the so-called Pythagorean tuning, explained later in Example 9 .


The fourth harmonic is at $12 \log _{2}(4)=24$ units from the fundamental, which corresponds to two exact octaves. The fifth harmonic is at $12 \log _{2}(5)=27.86314$ units from the fundamental. We can subtract from it two octaves (equal to 24 units) thus obtaining another note at 3.86314 units from the fundamental. This is the perfect third.


Figure 1: Approximate integer numbers of semitones in the intervals from the fundamental to each of the harmonics.


We could continue tuning the rest of the scale in this way. At the end, any note would be tuned as 12 times the fractional part of $\log _{2}(i)$ for some $i>0$. This perfect tuning, apart from being very difficult to obtain by hand (indeed, by ear), makes it impossible to modulate from one scale based on a fundamental note to another scaled based on another fundamental tone.

Alternatively, equal temperaments are defined by the condition that the intervals between consecutive notes are constant and, historically, the scale has been divided into 12 equal parts or semitones. This way, taking as unit a semitone, the pitch tuning is as easy as in this diagram.


Apart from the 12-equal temperament, other interesting equal temperaments have been used. For instance, Jeff Harrington has several compositions in the 19-equal temperament [17], and Fabio Costa has compositions in the 31-equal temperament [10], where the octave is divided respectively into 19 and 31 equal parts.

With the 12-equal temperament, the set of distances of the harmonics from the fundamental note can be approximated as in the last column of Table1. The resulting set of the approximate integer numbers of semitones in the intervals from the fundamental to each of the harmonics is

$$
H=\{0,12,19,24,28,31,34,36,38,40,42,43,45,46,47,48\} \cup\{i \in \mathbb{N}: i>48\}
$$

## See Figure 1

Both the sets $L_{b}$ (for a fixed $b$ ) and $H$ are different examples of increasingly enumerable submonoids of real numbers. The set $L_{b}$ is closed under addition since $\log _{b}(i)+\log _{b}(j)=\log _{b}(i j)$. The set $H$ is closed under addition as can be checked by hand. Increasingly enumerable submonoids of the real numbers are the main topic of the present article and they will be called $\omega$-monoids throughout. They are presented in Section 2

In Section 3 numerical semigroups are described. They are a major example of $\omega$-monoids. The set $H$ is an example of numerical semigroup. On the other hand, tempered monoids are another important example of $\omega$-monoids, and they are described in Section 4 . The set $L_{b}$ is an example of a tempered monoid.

In Section 5 we prove our main result. That is, we prove that any $\omega$-monoid is either a scalar multiple of a numerical semigroup or a tempered monoid. Thus the examples in Sections 3 and 4 essentially constitute the whole set of $\omega$-monoids.

In Section 6 we see that $\omega$-monoids have a unique minimal generating set. We will show how we can differentiate $\omega$-monoids that are multiples of numerical semigroups from those that are tempered monoids by their minimal generating sets.

Although the new results presented here are of a strictly mathematical nature, all the definitions and results are motivated and illustrated with examples borrowed from music theory.

The connection between algebraic structures and music theory has been widely studied. Apart from [7], to which the present article is a natural continuation, many other references can be cited. For instance, [3] gives a theoretical approach to music theory from the perspective of group theory; in [1] there is a connection between rhythmic canons and Galois theory; and in [11] there is a musical interpretation of the dihedral group of order 24 . From a combinatorial point of view, [8] presents a connection between musical scale theory and word theory, while [20, 22] analyze music intervals in terms of mathematical transformations.

## $2 \omega$-monoids.

We denote by $\omega$-monoids the submonoids of $(\mathbb{R},+)$ that are increasingly enumerable or, equivalently, the submonoids of $(\mathbb{R},+)$ of order type $\omega$.

That is, the set $\Omega=\left\{a_{0}, a_{1}, \ldots\right\}$ with $a_{i}<a_{i+1}$ for all nonnegative integers $i$ is an $\omega$-monoid if and only if
(i) $a_{0}=0$,
(ii) $a_{i}+a_{j} \in \Omega$ for any pair of positive integers $i, j$.

There is important literature to contextualize $\omega$-monoids. Totally ordered commutative monoids were studied by Clifford in [9. As one of the reviewers of this article pointed out, infinitely generated submonoids of $\left(\mathbb{R}^{+},+\right)$were crucial to finding very important examples in commutative algebra. For instance, Grams [15] uses the submonoid of $\left(\mathbb{R}^{+},+\right)$generated by the set $\left\{\frac{1}{2^{n} p_{n}}: n \in \mathbb{N}\right\}$, where $p_{1}, p_{2}, \ldots$ is an increasing enumeration of the odd primes, to find the first example of an atomic integral domain failing to satisfy the ascending chain condition on principal ideals. On the other hand, in their highly cited paper [2], Anderson et al. use different submonoids of $\left(\mathbb{R}^{+},+\right)$to construct integral domains with certain specific factorization properties.

The connection between $\omega$-monoids and music theory was explored in [7]. The connection of other submonoids of $\left(\mathbb{R}^{+},+\right)$with fuzzy logic was studied in [18]. The papers [13, 14] deal with submonoids of $(\mathbb{Q},+)$ and connect them with nonunique factorization theory.

## 3 The example of numerical semigroups.

Numerical semigroups are examples of $\omega$-monoids. Let $\mathbb{N}_{0}=\mathbb{N} \cup\{0\}$. A numerical semigroup $S$ is a subset $S$ of $\mathbb{N}_{0}$ satisfying
(i) $0 \in S$,
(ii) $a+b \in S$ whenever $a, b \in S$,
(iii) $\mathbb{N}_{0} \backslash S$ is finite.

Example 1. The set

$$
S=\{0,4,5,8,9,10\} \cup\{i \in \mathbb{N}: i \geqslant 12\}
$$

is a numerical semigroup.
Example 2. The well-tempered harmonic numerical semigroup is

$$
H=\{0,12,19,24,28,31,34,36,38,40,42,43,45,46,47, \ldots\}
$$

Its elements are the numbers of semitones in the intervals between a fundamental note and each of its harmonics, or overtones, when the harmonics are mapped to the equal temperament of 12 notes per octave (see Figure 11. It is easy to check that $H$ is a numerical semigroup.

The gaps of a numerical semigroup $S$ are the elements in $\mathbb{N}_{0} \backslash S$. The genus of $S$, denoted $g(S)$, is the number of gaps of $S$. The multiplicity of $S$, denoted $m(S)$, is the smallest nonzero nongap of $S$. The gaps of the semigroup $S$ in Example 1 are $1,2,3,6,7,11$ and the genus and multiplicity are, respectively, $g(S)=6$, $m(S)=4$. The multiplicity of the semigroup $H$ in Example 2is $m(H)=12$ and its genus is $g(H)=33$.

The next result is well known in the theory of numerical semigroups and its proof is straightforward.
Lemma 3. If a subset $S$ of the nonnegative integers satisfies (i) $0 \in S$, (ii) $a+b \in S$ whenever $a, b \in S$, then the set $S^{\prime}=\frac{S}{\operatorname{gcd}(S)}$ satisfies (i) $0 \in S^{\prime}$, (ii) $a+b \in S^{\prime}$ whenever $a, b \in S^{\prime}$, (iii) $\mathbb{N} \backslash S^{\prime}$ is finite. That is, $S^{\prime}$ is a numerical semigroup.

There are many open problems related to numerical semigroups. For instance, while it is known that the sequence of the number of numerical semigroups of each given genus asymptotically behaves like the Fibonacci numbers [6, 25], it remains open to prove that the number of numerical semigroups of genus $g$ is at most the number of numerical semigroups of genus $g+1$ for any genus [6]. This conjecture was announced by the author of this article in 2007 at the Thematic Seminar "Algebraic Geometry, Coding and Computing" held in Segovia, Spain [5]. See [19] for a nice survey on related results.

## 4 The example of tempered monoids.

In the context of the mathematics of music [7], a tempered monoid is defined as the set of elements in an increasing sequence $T=\tau_{0}, \tau_{1}, \tau_{2}, \ldots$ of $\mathbb{R}_{0}^{+}:=\{r \in \mathbb{R}: r \geqslant 0\}$ such that
(i) $\tau_{0}=0$,
(ii) $\tau_{i}+\tau_{j} \in T$ for any pair of positive integers $i, j$,
(iii) $\lim _{n \rightarrow \infty}\left(\tau_{n+1}-\tau_{n}\right)=0$.

Obviously, a tempered monoid is an $\omega$-monoid.
If $\tau_{1}=1$ then we say that the tempered monoid is normalized. For a normalized tempered monoid $T$, we define its $i$ th period, denoted $\pi_{i}(T)$, to be the set of elements in $T$ that are at least as large as $i$ and strictly smaller than $i+1$. The granularity of $T$ is the cardinality of its first period.

Example 4. The following set is a tempered monoid:

$$
Q=\{0\} \cup\left\{n+\frac{k}{2^{n+1}}: n \in \mathbb{N} \text { and } 0 \leqslant k \leqslant 2^{n+1}-1\right\}
$$

Its granularity is 4 . Its first period is $\left\{1,1+\frac{1}{4}, 1+\frac{1}{2}, 1+\frac{3}{4}\right\}$. Its second period is $\left\{2,2+\frac{1}{8}, 2+\frac{1}{4}, 2+\frac{3}{8}, 2+\right.$ $\left.\frac{1}{2}, 2+\frac{5}{8}, 2+\frac{3}{4}, 2+\frac{7}{8}\right\}$, and so on.


Figure 2: Fractal division of an interval (bisectional).


Figure 3: Fractal division of an interval (nonbisectional).

Example 5. The following set is a tempered monoid:

$$
D=\{0\} \cup\left\{n+\frac{k}{10^{n}}: n \in \mathbb{N} \text { and } 0 \leqslant k \leqslant 10^{n}-1\right\}
$$

Its granularity is 10 and its $i$ th period has cardinality $10^{i}$.
Example 6 (The logarithmic monoid). The elements in the sequence $L=\left(\log _{2}(i+1)\right)_{i \in \mathbb{N}_{0}}$ constitute another $\omega$-monoid.

A tempered monoid $T=\tau_{0}, \tau_{1}, \tau_{2}, \ldots$ is said to be product-compatible if $\tau_{a b-1}=\tau_{a-1}+\tau_{b-1}$ for any $a, b \in \mathbb{N}$. It is proved in [7] that the unique product-compatible tempered monoid is the logarithmic monoid.

Example 7 (The golden fractal monoid). We can divide a segment in a fractal way as follows. First we halve it. Then we halve each half and so on, indefinitely. See Figure 2 The same idea can be applied by dividing the interval into two parts in a given proportion, not necessarily into two equal parts. Next, divide each of the parts following the same proportions as in the first cut. Divide again each of the parts in the same proportions and so on. We obtain an apparently chaotic but strictly fractal partition. See Figure 3 .

A tempered monoid is said to be fractal if its consecutive periods, seen as divisions of the unit interval, follow the pattern of a fractal division of an interval. For instance, the tempered monoid in Example 5 is a fractal monoid.

Let $\phi=\frac{1+\sqrt{5}}{2}$ be the golden number. It is proved in [7] that the period $\{1, \phi\}$ generates a fractal tempered monoid $F$ and that the unique nonbisectional normalized fractal monoid of granularity 2 is exactly $F$. Hence, $F$ is called the golden fractal monoid.

The first (rounded) terms of $F$ are listed below:

$$
\begin{aligned}
F= & \{0,1,1.6180,2,2.3820,2.6180,2.8541,3,3.2361,3.3820,3.5279,3.6180, \\
& 3.7639,3.8541,3.9443,4,4.1459,4.2361,4.3262,4.3820,4.4721,4.5279, \\
& 4.5836,4.6180,4.7082,4.7639,4.8197,4.8541,4.9098,4.9443,4.9787,5, \\
& 5.0902,5.1459,5.2016,5.2361,5.2918,5.3262,5.3607,5.3820,5.4377, \\
& 5.4721,5.5066,5.5279,5.5623,5.5836,5.6049,5.6180,5.6738,5.7082, \\
& 5.7426,5.7639,5.7984,5.8197,5.8409,5.8541,5.8885,5.9098,5.9311, \\
& 5.9443,5.9656,5.9787,5.9919,6, \ldots\} .
\end{aligned}
$$

Remark 8. The numerical semigroup $H$ in Example 2 satisfies

- $H=\lfloor 12 L+0.6\rfloor$,


Figure 4: Frequency ratios with respect to the fundamental (C) in Pythagorean tuning.


Figure 5: Pitch intervals with respect to the fundamental (C) in Pythagorean tuning.

- $H=\lfloor 12 F\rfloor$,
where $L$ is the logarithmic monoid (Example 6) and $F$ is the golden fractal monoid (Example 7).
Example 9 (The Pythagorean monoid). The Pythagorean tuning of the musical scale is based on the perfect fifth. This means that the fifth is tuned so that its octave coincides exactly with the third harmonic in the harmonic sequence. For this reason, the frequency ratio of the fifth tone with respect to a fundamental tone is $3: 2$. The " 3 " corresponds to the third harmonic and the ": 2 " corresponds to lowering one octave. Notice that by lowering one octave we have $1<\frac{3}{2}<2$.

Alternatively, if we focus on pitch differences rather than frequency ratios, then, in the Pythagorean tuning, the pitch difference of the interval between a fundamental tone and its fifth tone is the portion of the octave given by the irrational number $\log _{2} \frac{3}{2}$.

The fifth of the fifth can be defined in the same terms and so on, giving rise to the circle of fifths. The circle of fifths defines one by one the notes of the scale tuned in the so-called Pythagorean tuning. See Figure 4 and Figure 5

In the end, the set of pitch differences of all notes with respect to the fundamental note given in terms of portions of the octave lie in $\left\{\log _{2} \frac{3^{i}}{2^{j}}: i, j \in \mathbb{N}_{0}\right\}$ (except for the fourth tone, which is usually defined by the frequency ratio $3^{-1}: 2^{-1}$ ).

In this setting, the pitches of the harmonics of a given fundamental tone are approximated by the set $P=\left\{i+j \log _{2} 3: i, j \in \mathbb{N}_{0}\right\}$. The set $P$ is a tempered monoid which we will call the Pythagorean monoid.

## $5 \omega$-monoids, tempered monoids, and numerical semigroups.

We now state and prove our main theorem relating $\omega$-monoids, tempered monoids, and numerical semigroups.

Theorem 10. $\omega$-monoids are scalar multiples of either numerical semigroups or normalized tempered monoids.
It is obvious that a tempered monoid with smallest nonzero element equal to $a_{1}$ is $a_{1}$ times a normalized tempered monoid. The rest of the section is devoted to proving that if an $\omega$-monoid is not a tempered monoid then it is a scalar multiple of a numerical semigroup.

In order to deal with the mathematical properties of an $\omega$-monoid, we will analyze its normalized counterpart and examine the behavior of the fractional part of all its elements. In this way, we define the footprint of an $\omega$-monoid $\Omega$ to be

$$
\Delta=\left\{\frac{a}{a_{1}}-\left\lfloor\frac{a}{a_{1}}\right\rfloor: a \in \Omega\right\},
$$

where $a_{1}$ is the smallest nonzero element of $\Omega$. Obviously, $\Delta$ is a subset of the unit interval $[0,1)$.
We can think of the positive real line as an infinite slinky with diameter equal to one. Then each point in the slinky projects into a point of the circle of diameter one. The set of the projection of all points in the slinky corresponding to a normalized $\omega$-monoid would then be its footprint. (This illustrative explanation was suggested by one of the anonymous reviewers.)

Obviously, $\Delta$ is a subset of the unit interval $[0,1)$ closed under addition mod 1 . In particular, we have the following.

1. If $\delta_{1}, \delta_{2} \in \Delta$ and $\delta_{1}+\delta_{2}<1$, then $\delta_{1}+\delta_{2} \in \Delta$.
2. If $1-\delta_{1}, 1-\delta_{2} \in \Delta$, and $1-\left(\delta_{1}+\delta_{2}\right) \geqslant 0$, then $1-\left(\delta_{1}+\delta_{2}\right) \in \Delta$.
3. If $\delta_{1}, 1-\delta_{2} \in \Delta$ then,

- if $\delta_{1} \geqslant \delta_{2}$, then $\delta_{1}-\delta_{2} \in \Delta$;
- if $\delta_{1}<\delta_{2}$, then $1-\delta_{2}+\delta_{1} \in \Delta$.

Lemma 11. If an $\omega$-monoid is not a tempered monoid, then it is a scalar multiple of a numerical semigroup.
Proof. We can assume, without loss of generality, that $\Omega$ is normalized.
Let $\Delta$ be the footprint of $\Omega$. If $\Delta \backslash\{0\}=\emptyset$ then we are done since, in this case, $\Omega=\mathbb{N}_{0}$. Hence we assume that $\Delta \backslash\{0\} \neq \emptyset$.

If $\Omega$ is not a tempered monoid, then there exists $\varepsilon>0$ such that, for any $n$, there exists $N>n$ such that $a_{N+1}-a_{N}>\varepsilon$. Necessarily, $\varepsilon<1$.

Let us first prove that $\Delta \cap(0, \varepsilon)=\emptyset$. Indeed, if $\delta \in \Delta \cap(0, \varepsilon)$, then, by the additive closure of $\Delta$ $\bmod 1$, the elements $\delta, 2 \delta, \ldots,\left\lfloor\frac{1}{\delta}\right\rfloor \delta$ belong to $\Delta$. Hence, there exist integers $q_{1}, q_{2}, \ldots, q_{\left\lfloor\frac{1}{\delta}\right\rfloor}$ such that $q_{1}+\delta \in$ $\Omega, q_{2}+2 \delta \in \Omega, \ldots, q_{\left\lfloor\frac{1}{\delta}\right\rfloor}+\left\lfloor\frac{1}{\delta}\right\rfloor \delta \in \Omega$. Let $q$ be the maximum among $q_{1}, q_{2}, \ldots, q_{\left\lfloor\frac{1}{\delta}\right\rfloor}$. Then $q \in \Omega, q+\delta \in \Omega$, $q+2 \delta \in \Omega, \ldots, q+\left\lfloor\frac{1}{\delta}\right\rfloor \delta \in \Omega$, and the sequence

$$
\begin{array}{rrrrr}
q, & q+\delta, & q+2 \delta, & \ldots, & q+\left\lfloor\frac{1}{\delta}\right\rfloor \delta, \\
q+1, & q+1+\delta, & q+1+2 \delta, & \ldots, & q+1+\left\lfloor\frac{1}{\delta}\right\rfloor \delta, \\
q+2, & q+2+\delta, & q+2+2 \delta, & \ldots, & q+2+\left\lfloor\frac{1}{\delta}\right\rfloor \delta,
\end{array}
$$

is an unbounded subset of $\Omega$ whose consecutive elements are all at most $\delta<\varepsilon$ apart. This contradicts the choice of $\varepsilon$. It can be similarly proven that $\Delta \cap(1-\varepsilon, 1)=\emptyset$. Indeed, if $1-\delta \in \Delta \cap(1-\varepsilon, 1)$, then, by the additive closure of $\Delta \bmod 1$, the elements $1-\delta, 1-2 \delta, \ldots, 1-\left\lfloor\frac{1}{\delta}\right\rfloor \delta$ belong to $\Delta$. Hence, there exist integers $q_{1}, q_{2}, \ldots, q_{\left\lfloor\frac{1}{\delta}\right\rfloor}$ such that $q_{1}+1-\delta \in \Omega, q_{2}+1-2 \delta \in \Omega, \ldots, q_{\left\lfloor\frac{1}{\delta}\right\rfloor}+1-\left\lfloor\frac{1}{\delta}\right\rfloor \delta \in \Omega$. Let $q$ be the maximum among $q_{1}, q_{2}, \ldots, q_{\left\lfloor\frac{1}{\delta}\right\rfloor}$. Then $q \in \Omega, q+1-\left\lfloor\frac{1}{\delta}\right\rfloor \delta \in \Omega, \ldots, q+1-2 \delta \in \Omega, q+1-\delta \in \Omega$ and the sequence

$$
q, q+1-\left\lfloor\frac{1}{\delta}\right\rfloor \delta, \ldots, q+1-\delta, q+1, q+2-\left\lfloor\frac{1}{\delta}\right\rfloor \delta, \ldots
$$

is an unbounded subset of $\Omega$ whose consecutive elements are all at most $\delta<\varepsilon$ apart. Again this contradicts the choice of $\varepsilon$.

Let $\lambda=\inf (\Delta \backslash\{0\})$ and $\mu=\inf \{1-\delta: \delta \in \Delta \backslash\{0\}\}$. We see that $\lambda=\mu$. By the previous arguments, $\lambda \geqslant \varepsilon$ and $\mu \geqslant \varepsilon$. If $\lambda>\mu$, take $\lambda_{0} \in \Delta$ such that $\lambda \leqslant \lambda_{0}<\lambda+\varepsilon$ and $\mu_{0} \in\{1-\delta: \delta \in \Delta \backslash\{0\}\}$ such that $\mu \leqslant \mu_{0}<\lambda$. Then $0<\lambda_{0}-\mu_{0}$ and $\lambda_{0}-\mu_{0}<\lambda+\varepsilon-\mu \leqslant \lambda$. But, by the additive closure of $\Delta$ mod 1 , we have
$\lambda_{0}-\mu_{0} \in \Delta$. This contradicts $\lambda$ being the infimum of $\Delta \backslash\{0\}$. On the other hand, if $\lambda<\mu$, take $\lambda_{0} \in \Delta$ such that $\lambda \leqslant \lambda_{0}<\mu$ and $\mu_{0} \in\{1-\delta: \delta \in \Delta \backslash\{0\}\}$ such that $\mu \leqslant \mu_{0}<\mu+\varepsilon$. Then $1-\mu_{0}+\lambda_{0}<1-\mu+\mu=1$ and also $1-\mu_{0}+\lambda_{0}>1-\mu-\varepsilon+\lambda \geqslant 1-\mu>0$. Now, by the additive closure of $\Delta \bmod 1$, it follows that $1-\mu_{0}+\lambda_{0} \in \Delta$. Hence, $\mu_{0}-\lambda_{0} \in\{1-\delta: \delta \in \Delta \backslash\{0\}\}$, but $\mu_{0}-\lambda_{0}<\mu+\varepsilon-\lambda \leqslant \mu$, a contradiction with $\mu$ being the infimum of $\{1-\delta: \delta \in \Delta \backslash\{0\}\}$. We thus conclude that $\lambda=\mu$.

Let us see now that $\lambda$ and $1-\mu$ belong to $\Delta \backslash\{0\}$. Suppose first that $\lambda$ does not belong to $\Delta \backslash\{0\}$. Then it must be an accumulation point of $\Delta \backslash\{0\}$ and so there exists $\lambda_{0} \in \Delta \backslash\{0\}$ with $\lambda<\lambda_{0}<2 \lambda$. There also exists $\mu_{0} \in\{1-\delta: \delta \in \Delta \backslash\{0\}\}$ such that $\mu \leqslant \mu_{0}<\lambda_{0}$. By the additive closure of $\Delta \bmod 1$, it follows that $\lambda_{0}-\mu_{0} \in \Delta$, but $0<\lambda_{0}-\mu_{0}<\lambda$, a contradiction. Suppose now that $1-\mu$ does not belong to $\Delta \backslash\{0\}$. Then $\mu$ must be an accumulation point of $\{1-\delta: \delta \in \Delta \backslash\{0\}\}$ and so there exists $\mu_{0} \in\{1-\delta: \delta \in \Delta \backslash\{0\}\}$ with $\mu<\mu_{0}<2 \mu$. There also exists $\lambda_{0} \in \Delta \backslash\{0\}$ such that $\lambda \leqslant \lambda_{0}<\mu_{0}$. By the additive closure of $\Delta$ mod 1, it follows that $1+\lambda_{0}-\mu_{0} \in \Delta$, but $1>1+\lambda_{0}-\mu_{0}>1-\mu$, a contradiction.

Now, since $\lambda, 1-\mu \in \Delta \backslash\{0\}$, we have $\{\lambda, 2 \lambda, 3 \lambda, \ldots\} \cap(0,1) \subseteq \Delta$ and $\{1-\mu, 1-2 \mu, 1-3 \mu, \ldots\} \cap(0,1) \subseteq \Delta$. On the other hand, $\Delta \backslash\{\lambda, 2 \lambda, 3 \lambda, \ldots\} \cap(0,1)=\emptyset$ because, otherwise, if there exists $\delta \in \Delta$ such that $k \lambda<\delta<(k+1) \lambda$ for some integer $k$, then $\delta-k \mu \in \Delta$ by the additive closure of $\Delta$ mod 1. Now, $0<\delta-k \mu<\lambda$, which contradicts that $\lambda$ is the minimum in $\Delta \backslash\{0\}$. Furthermore, $1=k \lambda$ for some integer $k$ since, otherwise, the element $1-\mu \in \Delta$ would be in $\Delta \backslash\{\lambda, 2 \lambda, 3 \lambda, \ldots\} \cap(0,1)$, which we proved to be empty. Consequently,

$$
\Delta=\left\{0, \lambda, 2 \lambda, \ldots,\left(\frac{1}{\lambda}-1\right) \lambda\right\}
$$

Then $\Omega \subseteq\left(\Delta+\mathbb{N}_{0}\right)$ and so $\frac{\Omega}{\lambda} \subseteq \mathbb{N}_{0}$. Now, by Lemma $3, \frac{\Omega}{\lambda \operatorname{gcd}\left(\frac{\Omega}{\lambda}\right)}$ is a numerical semigroup.
Hence, $\Omega$ is $\lambda \operatorname{gcd}\left(\frac{\Omega}{\lambda}\right)$ times the numerical semigroup $\frac{\Omega}{\lambda \operatorname{gcd}\left(\frac{\Omega}{\lambda}\right)}$.

## 6 The minimal generating set of an $\omega$-monoid.

For an $\omega$-monoid we can consider minimal generating sets, so that finite sums of their elements generate the monoid. If $\Omega$ is an $\omega$-monoid, we denote by $\Omega^{*}$ the set of its nonzero elements. It is easy to check that the set $\Omega \backslash\left(\{0\} \cup\left(\Omega^{*}+\Omega^{*}\right)\right)$ generates $\Omega$ and that it is minimal. Observe that, as opposed to other algebraic structures, for $\omega$-monoids the minimal generating set is unique. The unique minimal generating set of $\Omega$ will be denoted $\mathcal{G}(\Omega)$.

Remark 12. The minimal generating set of a numerical semigroup is always finite. Indeed, all the generators except the multiplicity $m$ are included in the set formed by the minimum element of the semigroup belonging to each class modulo $m$ of the semigroup, and which is obviously finite.
Example 13. For the numerical semigroup $S=\{0,4,5,8,9,10\} \cup\{i \in \mathbb{N}: i \geqslant 12\}$ in Example $1, \mathcal{G}(S)=$ $\{4,5\}$.

Example 14. For the numerical semigroup

$$
H=\{0,12,19,24,28,31,34,36,38,40,42,43,45,46,47, \ldots\}
$$

in Example $2, \mathcal{G}(H)=\{12,19,28,34,42,45,49,51\}$.
Example 15. For the tempered monoid $Q$ in Example $4 \mathcal{G}(Q)=\left\{1,1+\frac{1}{4}, 1+\frac{1}{2}, 1+\frac{3}{4}, 2+\frac{1}{8}, 2+\frac{3}{8}, 2+\frac{5}{8}, 2+\right.$ $\left.\frac{7}{8}, 3+\frac{1}{16}, 3+\frac{3}{16}, 3+\frac{5}{16}, 3+\frac{7}{16}, 3+\frac{9}{16}, 3+\frac{11}{16}, 3+\frac{13}{16}, 3+\frac{15}{16}, \ldots\right\}$.
Example 16. For the logarithmic monoid $L$ (Example 7), $\mathcal{G}(L)=\left\{\log _{2}(i+1): i \in \mathbb{N}\right.$ and $i+1$ is prime $\}$.
Example 17. For the Pythagorean monoid $P$ (Example 9 ), $\mathcal{G}(P)=\left\{1, \log _{2}(3)\right\}$.
We say that a set is commensurable if for any pair $\lambda, \mu$ of nonzero elements in the set the fraction $\lambda / \mu$ is rational. Among all the minimal generating sets of the previous examples we have a variety of sizes and commensurabilities. Indeed,

- $\mathcal{G}(S)$ and $\mathcal{G}(H)$ are finite and commensurable,
- $\mathcal{G}(P)$ is finite and not commensurable,
- $\mathcal{G}(Q)$ is infinite and commensurable,
- $\mathcal{G}(L)$ is infinite and not commensurable.

Our last theorem gives a way to differentiate those $\omega$-monoids that are scalar multiples of numerical semigroups from those that are tempered monoids in terms of the size and commensurability of their minimal generating sets.

Theorem 18. Suppose that $\Omega$ is an $\omega$-monoid with minimal generating set $\mathcal{G}(\Omega)$.

1. If $\mathcal{G}(\Omega)$ is infinite, then $\Omega$ is a tempered monoid.
2. If $\mathcal{G}(\Omega)$ is finite, then $\Omega$ is a tempered monoid if and only if $\mathcal{G}(\Omega)$ is not commensurable.

Proof. 1. The statement follows from Remark 12
2. On one hand, suppose that there exist $\lambda, \mu \in \mathcal{G}(\Omega)$ such that $\lambda / \mu$ is not rational. By Theorem 10, to prove that $\Omega$ is a tempered monoid, it is enough to prove that there does not exist any real number $\alpha$ such that $\alpha \lambda$ and $\alpha \mu \in \mathbb{N}$. Indeed, suppose that one such $\alpha$ exists. Then $\frac{\lambda}{\mu}=\frac{\alpha \lambda}{\alpha \mu}$ is rational, contradicting the hypothesis. Hence, if $\mathcal{G}(\Omega)$ is not commensurable then $\Omega$ is a tempered monoid.
On the other hand, suppose that $\mathcal{G}(\Omega)=\left\{g_{1}, \ldots, g_{n}\right\}$ and that all fractions $\frac{g_{i}}{g_{j}}$ are rational, for $1 \leqslant$ $i, j \leqslant n$. In particular, there exist $\left\{a_{2}, a_{3}, \ldots, a_{n}\right\} \subseteq \mathbb{N}$ and $\left\{b_{2}, b_{3}, \ldots, b_{n}\right\} \subseteq \mathbb{N}$ such that $\frac{g_{1}}{g_{i}}=\frac{a_{i}}{b_{i}}$ for $2 \leqslant i \leqslant n$ and so $g_{i}=g_{1} \frac{b_{i}}{a_{i}}$. Take $\alpha=\frac{a_{2} \cdot a_{3} \cdots \cdots a_{n}}{g_{1}}$. Then it is easy to check that $\alpha g_{1} \in \mathbb{N}$ and that $\alpha g_{i} \in \mathbb{N}$ for $2 \leqslant i \leqslant n$. Consequently $\alpha \Omega \subseteq \mathbb{N}_{0}$ and so $\Omega$ is a scalar multiple of a numerical semigroup.

In [12] Gotti proves that a Puiseux monoid, that is a submonoid of $\mathbb{Q}_{+}$, is isomorphic to a numerical monoid if and only if its generating set is finite. Since any finite subset of $\mathbb{Q}$ is commensurable, Theorem 18 would establish Gotti's result for the case when the Puiseux monoid is increasingly enumerable.
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