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Abstract

In 1987, R. B. Paris uses the analytic function

g(w) = lim
n→∞

(2ϕ)n
(√

1 +

√
1 + ...

√
1 + w︸ ︷︷ ︸

n

−ϕ
)
, ϕ =

1 +
√

5

2
, (1)

to estimate the convergence of nested squares to the golden ratio. The function g is non-
entire and, perhaps, can not be expressed in terms of some standard known functions. We
show that f(z) := g−1(z) is an entire function satisfying Poincare equality. While f has
zeros of various multiplicities, it can be expressed in terms of its simple zeros, forming
fractal structures similar to Julia sets.

Keywords: Golden ratio, nested squares, Poincare functions, Julia sets,
Weierstrass-Hadamard expansion

1. Introduction

In his nice and short paper [1], R. B. Paris investigated the convergence of nested squares
to the golden ratio. He found

ϕ− ϕn ∼
2C

(2ϕ)n
,

where ϕ1 = 1, ϕn+1 =
√

1 + ϕn. The value C ≈ 1.098 admits explicit representation
C = ϕg̃(1/ϕ), where the analytic function g̃ satisfies

g̃(z) = 2ϕg̃(ϕ−
√
ϕ2 − z), |z| < ϕ2; g̃(0) = 0, g̃′(0) = 1,

see [2, 3]. There is another form of this representation 2C = −g(0), see (1). The functions g̃,
g are analytic in some domain, but non-entire. We show that f := g−1 admits extension to
an entire function. We explore some properties of f . Section 2 contains some basic results,
other sections are more experimental. Many of the results about Poincare functions have
been known for a long time, see, e.g., [6, 7, 8]. We try in a simple manner to show the
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connection between fractals, entire functions, and infinite expansions. Most of the general
ideas about Poincare functions can be well understood by studying concrete examples. At
the same time, examples may contain interesting expansions or representations not available
in the general case. This note appear as a result of discussion I opened in [4]. In principle,
I do not expect a great novelty in this note.
2. Basic properties of g and g−1

Let us note that (1) admits an infinite product expansion

g(w) = (w − ϕ) · 2ϕ

ϕ+
√

1 + w
· 2ϕ

ϕ+
√

1 +
√

1 + w
· ... (2)

converging relatively fast as
∏

n(1 − (2C)(2ϕ)−n). Differentiating (1), we obtain another
infinite product expansion

g′(w) =
ϕ√

1 + w
· ϕ√

1 +
√

1 + w
· ϕ√

1 +
√

1 +
√

1 + w

.... (3)

Thus g′(ϕ) = 1, since w = ϕ is a fixed point of the mapping
√

1 + w. Along with g(ϕ) = 0,
we can state that there is an analytic function f(z) = g−1(z) defined in some neighborhood
of z = 0. This function satisfies f(0) = ϕ, f ′(0) = 1.

Definition (1) leads to the functional equation

g(w) = (2ϕ)g(
√

1 + w), (4)

where, as above, the branch of square root satisfies
√

1 + ϕ = ϕ and it is analytic in the
neighborhood of ϕ. Substituting w = f(z) into (4) and applying f−1, we obtain the Poincare
equation

f(2ϕz) = f(z)2 − 1. (5)

Remark. It can be shown that the functional equation f(az) = f(z)2−1, f ′(0) 6= 0 admits
an analytic solution if and only a = 1 ±

√
5, see also [4]. Some general information about

Poincare equations f(az) = P (f(z)) with polynomial or rational P can be found in, e.g.,
[5].

Applying Leibnitz rule to (5), we get

(2ϕ)nf (n)(0) =
n∑
k=0

(
n

k

)
f (k)(0)f (n−k)(0), n > 2, (6)

which with f(0) = ϕ gives the recurrent formula

f (n)(0) =

∑n−1
k=1

(
n
k

)
f (k)(0)f (n−k)(0)

(2ϕ)n − 2ϕ
, n > 2. (7)
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It is clear that |f ′(0)| = 1, |f ′′(0)| = ((2ϕ)2 − 2ϕ)−1 6 1. Suppose that we already proved
|f (k)(0)| 6 1 for all k = 1, ..., n− 1. Then, by (7), we have

|f (n)(0)| 6
∑n−1

k=1

(
n
k

)
|f (k)(0)||f (n−k)(0)|

(2ϕ)n − 2ϕ
6

∑n−1
k=1

(
n
k

)
(2ϕ)n − 2ϕ

=
2n − 2

(2ϕ)n − 2ϕ
6 1, n > 2.

Hence, all |f (n)(0)| 6 1 and the coefficients in Taylor expansion |f (n)(0)/n!| 6 1/n!. It leads
to

Proposition. The function f can be extended to an entire function of an exponential
type. Its order does not exceed 1 (the exact order will be provided below).

Remark. Due to (7), we conclude that all f (n)(0) > 0. Thus, f is strictly increasing
function for z > 0. It is easy to check that there are negative zeros of f . Let c < 0 be the
first zero f(c) = 0. Then the values

f((2ϕ)−nc) =

√
1 + ...+

√
1︸ ︷︷ ︸

n

> 0, n > 1

completely determine the entire function f . In particular, the Paris constant 2C = −c, see
Section 1.
3. Zeros of f and polynomial dynamics

The well-known identity cos 2z = 2(cos z)2 − 1 is similar to (5). It generates the scaled
Chebyshev polynomials

cos(2nz) = T̃2n(cos z), T̃2n(z) = (2z2 − 1) ◦ ... ◦ (2z2 − 1)︸ ︷︷ ︸
n

= (2z2 − 1)n◦.

Identity (5) also generates the polynomials

f((2ϕ)nz) = Pn(f(z)), Pn(z) = (z2 − 1)n◦. (8)

Differentiating (5), we obtain

f ′(z) = ϕ−1f((2ϕ)−1z)f ′((2ϕ)−1z) = ... = ϕ−nf((2ϕ)−1z)f((2ϕ)−2z)...f((2ϕ)−nz)f ′((2ϕ)−nz)

which gives us

f ′(z) =
∞∏
n=1

ϕ−1f((2ϕ)−nz), (9)

since f ′((2ϕ)−nz)→ f ′(0) = 1. This is an analog of the Euler formula

sinx = x
∞∏
n=1

cos
x

2n
.
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For the rest, the function f and f ′ are more complex than cos and sin. One of the reason is
that Pn can have many complex zeros. Recall that zeros of the Chebyshev polynomials are
real. Using

f((2ϕ)2z) = P2(f(z)) = f(z)2(f(z)2 − 2), (10)

we obtain the following
Proposition.If z0 is a zero of f of multiplicity m then (2ϕ)2z0 is a zero of f of multiplicity
2m.

Moreover, from (9) it is seen that z0 is a simple zero of f if and only if f((2ϕ)−nz0) 6= 0
for all n > 1. Let z0 be some simple zero of f . Then

0 = f(z0) = Pn(f((2ϕ)−nz0)), (11)

where n ∈ N. It means that f((2ϕ)−nz0) is a primitive zero of Pn. We call zero y0 of Pn
primitive if Pk(y0) 6= 0 for all k < n. All primitive zeros y of Pn, n > 2 have the form

y(s) = s1

√
1 + s2

√
1 + ...+ sn−1

√
2, (12)

where s = (sk) ∈ {±1}n−1. There seems to be 2n−1 distinct primitive zeros of Pn, n > 2.
Formula (12) can be easily implemented for numerical experiments. Using (11), and f(0) =
ϕ, f ′(0) = 1, we conclude that

(2ϕ)−nz0 = y(s)− ϕ+O(z2
0(2ϕ)−2n), (13)

for some s ∈ {±1}n−1. Denote the ring Sn := {z : (2ϕ)n < |z| 6 (2ϕ)n+1}. If z0 belongs to
the ring Sn−n1 for some n, n1 ∈ N, then

z0 = (2ϕ)n(y(s)− ϕ) +O((2ϕ)n−2n1+2). (14)

Moreover, any primitive zero y(s) of Pn lying in ϕ+S−n1 , generates by (14) a simple zero z0

of f lying in the relative vicinity (of order O((2ϕ)−n1+2)) of Sn−n1 , when n1 is large. Since
such primitive zeros of Pn approximate a Julia set, we obtain that large simple zeros of f
also create the structure similar to the Julia set. In Fig. 1, we draw approximate positions
of simple zeroes of f , using primitive zeros of P28 and n1 = 11, 12, 13.

In fact, it is possible to describe all the simple zeros of f explicitly. Let z0 be some simple
zero of f . Following the arguments mentioned above, we have

f((2ϕ)−nz0) = s1

√
1 + s2

√
1 + ...+ sn−1

√
2

for some sk ∈ {±1}. For sufficiently large n, the value (2ϕ)−nz0 lies in the small vicinity of
0, where the inverse function g = f−1 is well defined. Using (2), we obtain

(2ϕ)−nz0 = (s1

√
1 + s2

√
1 + ...+ sn−1

√
2− ϕ) · 2ϕ

ϕ+

√
1 + s1

√
1 + s2

√
1 + ...+ sn−1

√
2

·
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−(2ϕ)17 −(2ϕ)16

(a)

(b)

Figure 1: Approximate position of simple zeros of f located in (a) S16, (b) S17 ∪ S16 ∪ S15.

2ϕ

ϕ+

√√√√
1 +

√
1 + s1

√
1 + s2

√
1 + ...+ sn−1

√
2

· ... = (s2

√
1 + s3

√
1 + ...+ sn−1

√
2− ϕ)·

1

ϕ+ s1

√
1 + s2

√
1 + s3

√
1 + ...+ sn−1

√
2

· 2ϕ

ϕ+

√
1 + s1

√
1 + s2

√
1 + ...+ sn−1

√
2

· ... =

− 1

ϕ
· 1

ϕ+ sn−1

√
2
· 1

ϕ+ sn−2

√
1 + sn−1

√
2
· ... · 2ϕ

ϕ+

√
1 + s1

√
1 + s2

√
1 + ...+ sn−1

√
2

....

Thus

z0((σn)) := z0 = −2
∞∏
n=1

2ϕ

ϕ+ σn

√
1 + σn−1

√
1 + ...+ σ1

√
2

, (15)

where (σn) ∈ Σ. The set Σ consists of infinite sequences of ±1 converging to +1 at infinity.
Any such z0 defined by (15) is simple zero of f . This statement can be proven using the
same arguments as above. Note that the condition (2ϕ)−nz0 is close to zero means only
(σn−k =)sk = 1 for first k = 1, ..., N for some N depending on z0 and n. This condition is
already satisfied because the tail of sequences (σn) consists of +1. Note that the only real
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zero z0((1)) = −2C, where C is the Paris constant, see the end of Section 2.
4. Weierstrass-Hadamard expansion of f and related formulas

Let {zn} be all simple zeros of f . Denote H(z) =
∏

n(1− z/zn). Numerical experiments
show that H is well defined, since the number of simple zeros located in Sn grows up
approximately as A2n (A > 0), while the radius of Sn is (2ϕ)n+1. The order of grows A2n is
also confirmed by the exact order of f , see below. Recall that each simple zero zn generates
zeros (2ϕ)kzn of multiplicity 2k, k > 1. Then, since f is an entire function of the order at
most 1, it admits the Weierstrass-Hadamard expansion

f(z) = ϕedz
∞∏
n=0

H

(
z

(2ϕ)2n

)2n

with some constant d. In fact, d = 0, since the order of f does not exceed ρ = ln 2/ ln(2ϕ) <
1. The value ρ can be obtained by substituting eB|z|

ρ
into (5) which leads to e(2ϕ)ρB|z|ρ =

e2B|z|ρ or (2ϕ)ρ = 2. The exact value ρ first appeared in comments, see [4]. In principle, the
orders of Poincare functions are usually easy to compute. Thus

f(z) = ϕ
∞∏
n=0

H

(
z

(2ϕ)2n

)2n

(16)

Substituting (16) into (10), we obtain another formula for f containing simple zeros only

f(z) =
√

2 + ϕ−1H((2ϕ)2z). (17)

Substituting (16) into (9), we obtain also the formula for derivative

f ′(z) =
∞∏
n=1

H

(
z

(2ϕ)2n

)2n−1 ∞∏
n=1

H

(
z

(2ϕ)2n−1

)2n−1

. (18)

Finally, let us simplify (17) writing

f(2ϕz)2 − 1 = 1 + ϕ−1H((2ϕ)3z)

or, by (5),

f(z) = 1 +
H(2ϕz)

ϕ
. (19)

Combining (15) and (5) we obtain the special closed form for f formulated in
Theorem 4.1. The function f admits the following representation

f(z) = 1 + ϕ−1
∏

(σn)∈Σ

(
1 + zϕ

∞∏
n=1

ϕ+ σn

√
1 + σn−1

√
1 + ...+ σ1

√
2

2ϕ

)
. (20)
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I put Theorem here but I still do not know if this result new or not, and if there are mistakes
here or not. I will be grateful if someone will indicate the original source for similar results.

Using (20), it is possible to obtain various identities for momenta of inverse simple zeros
of f , e.g., the first momentum is

1 = f ′(0) =
∑

(σn)∈Σ

∞∏
n=1

ϕ+ σn

√
1 + σn−1

√
1 + ...+ σ1

√
2

2ϕ
. (21)

Remark. Direct use of (16) along with (15) leads to another special closed form

f(z) = ϕ
∏

(σn)∈Σ

(
1 +

z

ϕ

∞∏
n=1

ϕ+ σn

√
1 + σn−1

√
1 + ...+ σ1

√
1

2ϕ

)
, (22)

where all the multiplicities of zeros are taken into account because, e.g., 1 + σ1

√
1 can be 0.

The analog of the first momentum formula (21) is

1 = f ′(0) =
∑

(σn)∈Σ

∞∏
n=1

ϕ+ σn

√
1 + σn−1

√
1 + ...+ σ1

√
1

2ϕ
. (23)
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