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ABSTRACT

In this work we present a very simple and efficient numerical scheme which can be
applied to study the dynamics of bosonic systems like, for instance, spinor Bose-
Einstein condensates with nonlocal interactions but equally well works for Fermi
gases. The method we use is a modification of well known Split Operator Method
(SOM). We carefully examine this algorithm in the case of F = 1 spinor Bose-
Einstein condensate without and with dipolar interactions and for strongly interact-
ing two-component Fermi gas. Our extension of the SOM method has many advan-
tages: it is fast, stable, and keeps constant all the physical constraints (constants of
motion) at high level.
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1. Introduction

The first dilute atomic Bose-Einstein condensates (BEC) were realized experimentally
in 1995 by the groups of: E. Cornell and C. Wieman for rubidium [3], W. Ketterle for
sodium [17], and R. Hulet for lithium atoms [13, 14]. In these experiments, magnetic
moments (associated with the electrons’ and nucleus’ spins) of very low energy atoms
followed the external trapping magnetic field. Because of spin-spin interactions the
projections of magnetic moments can change and thus atoms are no longer kept by
the magnetic trap and they escape, so eventually only one component gas remains
trapped (with frozen spin degree of freedom), and is described by the scalar wave
function [47].

After experiments with optical traps the atoms’ spin degree of freedom is not con-
strained to a single component only [12] what allows to study a spin dynamics due
to interactions. But in this case the condensate wave function is no longer a single
scalar function. It has now 2F + 1 components describing condensates of atoms of all
possible spin projections of the total atom spin F . Such a system is known as a spinor
condensate [55].
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Soon after the Bose-Einstein condensate was achieved experimentalists successfully
cooled atomic Fermi gas below the degeneracy temperature [18]. Since at very low
temperatures the contact interactions in a single-component spin-polarized Fermi gas
are excluded by the statistics, the experimental realization of quantum degeneracy
requires trapping of two kinds of atoms. Therefore, in the case of fermions the system
also becomes multicomponent. In this work we describe an efficient method for solving
the dynamics of both spinor condensates and two-component Fermi gases.

In addition to the short-range interactions between atoms we include in our anal-
ysis also the long-range dipolar interactions between magnetic moments of atoms. To
study the dynamics of such a system of cold bosonic atoms we apply the mean-field
approximation. For fermions, a hydrodynamical approach including the gradient cor-
rections [39, 58] to the standard Thomas-Fermi approximation [22, 53], followed by the
inverse Madelung transformation [44] is employed. From the numerical point of view
it means that we must solve the system of nonlinear partial integro-differential set of
equations. This is a demanding task. Fortunately, an advantage is that the set of equa-
tions under consideration has some constants of motion. Then the algorithm which
is developed can be verified against how well these quantities are preserved during
the evolution. Of course, there exist algorithms belonging to the very fast developing
group of structure-preserving numerical methods (called often as geometric numeri-
cal integration methods) which conserve such quantities inherently, by construction
[23, 31]. However, these algorithms, to the best of our knowledge, were developed just
for ordinary differential equations [31] or for only certain partial differential equations
mainly in a one-dimensional space [23]. Our task is obviously much more complex. In
such a case the procedure of checking the conservation of constants of motion is the
only one (the other could be the comparison with existing analytical solutions which is
not, however, our case) enhancing our confidence in the correctness of the algorithm.

The paper is organized as follows. We start with bosons in Section 2, where we
introduce the Gross-Pitaevskii (GP) equation for the scalar condensate and extend it
to a spinor BEC. In Section 3 we briefly describe a well known version of SOM for
the case of a single GP equation. Next, we generalize this method to the spinor case
(Sections 4) and study its performance, in particular the conservation of constants of
motion without dipolar (Section 5) and including dipolar interactions (Sections 6,7).
Then we discuss the way we treat the system of degenerate fermionic atoms (Section
8). We show that within the widely accepted approximations for Fermi systems their
dynamics can be efficiently studied with the help of SOM method. We conclude in
section 9.

2. Description of the condensate – a mean-field approximation

We start with bosonic systems. An extremely useful approach to describe the ultra-
low temperatures’ properties of the Bose gas is a mean-field approximation. In this
approximation we totally neglect the quantum fluctuations and substitute the field
operator ψ̂(r) (ψ̂†(r)) by a complex function ψ(r) (ψ∗(r)) which we call the condensate
wavefunction or the order parameter [42, 47]. This kind of treatment can be justified
[16] and agrees well with many experiments [19]. The condensate wavefunction, ψ(r),
fulfills the well known Gross-Pitaevskii equation [30, 48]

i~
∂

∂t
ψ(r) = (H0 + Hc + Hd)ψ(r) . (1)
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The single-particle Hamiltonian H0 describes the contribution from the kinetic and
potential energies and equals H0 = − ~

2

2m∇2 + Vtrap, where m is a mass of an atom

and Vtrap = 1
2mω

2(x2 + y2 + z2) is a trapping potential (without any loss of generality
we assume here a spherically-symmetric trap). Hc is the Hamiltonian related to the
contact interactions which for a scalar condensate equals Hc = gψ∗(r)ψ(r) with the
constant g = 4π~2as/m characterizing the atom-atom interaction (as is the scattering
length – the parameter which is sufficient to describe the low temperature collisions
[47]).

A condensate of F = 1 atoms is described by the spinor wavefunction instead of the
scalar one

ψ(r) = (ψ1(r), ψ0(r), ψ−1(r))T , (2)

where the component wavefunction ψi(r) (i = 1, 0,−1) describes atoms in the hy-
perfine state |F, i〉. Now, the contact interaction part of the Hamiltonian in Eq. (1)
reads

Hc = c0 ψ
†(r)ψ(r) + c2

(

ψ†(r)Fψ(r)
)

· F, (3)

where c0 = 4π~2(2a2 + a0)/3m and c2 = 4π~2(a2 − a0)/3m determine the strength
of spin-preserving and spin-changing collisions, respectively [32, 46] (with a0,2 being
the s-wave scattering lengths for the total spin of colliding atoms equal to 0 and 2,
respectively [55]), and F is a spin-one vector built of F = 1 spin matrices. We use
standard definition of F = (Fx, Fy, Fz) with

Fx =
1√
2





0 1 0
1 0 1
0 1 0



 , Fy =
1√
2





0 −i 0
i 0 −i
0 i 0



 , Fz =





1 0 0
0 0 0
0 0 −1



 . (4)

The term Hc is responsible for the spin dynamics, using matrix notation it equals

Hc =





Hc11 Hc10 0
H⋆
c10 Hc00 Hc0−1

0 H⋆
c0−1 Hc−1−1



 , (5)

with definitions

Hc11 = (c0 + c2)ψ∗
1ψ1 + (c0 + c2)ψ∗

0ψ0 + (c0 − c2)ψ∗
−1ψ−1

Hc00 = (c0 + c2)ψ∗
1ψ1 + c0ψ

∗
0ψ0 + (c0 + c2)ψ∗

−1ψ−1

Hc−1−1 = (c0 − c2)ψ
∗
1ψ1 + (c0 + c2)ψ

∗
0ψ0 + (c0 + c2)ψ

∗
−1ψ−1

Hc10 = c2ψ
∗
−1ψ0 , Hc0−1 = c2ψ

∗
0ψ1 , Hc1−1 = 0 . (6)

Finally, the third term in Eq. (1) is related to the dipolar interactions and is written
as

Hd =

∫

d 3r′ ψ†(r′)Vd(r− r′)ψ(r′) , (7)

where the interaction energy of two atoms with magnetic moments γF 1 and γF 2 (γ
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is a gyromagnetic coefficient), positioned at r and r′ is

Vd(r, r
′) = γ2

F 1 F 2

|r− r′|3 − 3γ2
[F 1 (r− r′)] [F 2 (r− r′)]

|r− r′|5 . (8)

As can be seen from (8) the spin projection of a pair of colliding atoms can change at
most by 2, while the spin projection of a single atom changes maximally by 1. There-
fore, the matrix Hd gets tridiagonal with nonvanishing elements on diagonal equal to
Hdζζ = ζHd11 and off-diagonal elements given by Hdζ,ζ−1 =

√

(4 − ζ)(3 + ζ)/12Hd10

(ζ = 1, 0,−1).
Hence, the equation of motion for the F = 1 spinor condensate in a matrix form

looks as follows

i~
∂

∂t





ψ1

ψ0

ψ−1



 =





H0 + Hc11 + Hd11 Hc10 + Hd10 0
H∗
c10 + H∗

d10 H0 + Hc00 Hc0−1 + Hd10

0 H∗
c0−1 + H∗

d10 H0 + Hc−1−1 −Hd11









ψ1

ψ0

ψ−1



 . (9)

In the simplest, i.e. scalar, case it becomes the Gross-Pitaevskii equation supplemented
by the nonlocal term due to the dipolar interactions [28, 61]

i~
∂

∂t
ψ(r) =

(

− ~
2

2m
∇2 + Vtrap(r) + g|ψ(r)|2

+ γ2
∫

d3r′
[

1

|r− r′|3 − 3
(z − z′)2

|r− r′|5
]

|ψ(r′)|2
)

ψ(r). (10)

It is worth to notice that the above equation has the form of the Schrödinger equation
with additional nonlinear and nonlocal terms which take into account the mean-field
and dipolar energies of interacting bosons.

One component Gross-Pitaevskii equation without and with additional dipolar in-
teractions, Eq. (10), has been already attempted by several authors [7, 8, 11, 29, 40,
45, 57, 60]. Also, the spinor version of the GP equation, Eq. (9), but without in-
cluding dipole-dipole term Hd has been studied [4, 9, 59]. Here, for the first time we
investigate the quality of a numerical algorithm while atomic transfer between differ-
ent spin components, due to dipolar interactions, is allowed. Introducing the dipolar
interactions into the spinor condensate is by no means a trivial extention. In fact,
the resulting atomic flow between components corresponds to the famous Einstein-de
Haas effect [20]. From the numerical point of view it means that another constant of
motion emerges in this case, which is the projection of the total angular momentum.
Any proposed algorithm should be checked for the quality of the conservation of this
new constant of motion.

In the rest of this paper we will be often using the oscillatory units, in which the
units of time, length, energy, coupling constant, and gyromagnetic coefficient are given

by τ = 1/ω, l =
√

~

mω , E = ~ω, El3, and
√
ωl3, respectively.

4



3. Split Operator method – a scalar version

In this section, just for completeness, we briefly present SOM for a scalar order pa-
rameter (for more details see Refs. [6, 10, 21, 41]). Our goal is to find ψ(t) satisfying
(10) with the initial condition at t = 0 given by ψ(0). To this end we divide the time
t into N intervals ∆t such that t = N∆t. Then, assuming that ∆t is small, we can
write (with the first order of accuracy in ∆t)

ψ(t) =

N−1
∏

n=0

exp
(

− i∆tH(n∆t)
)

ψ(0), (11)

where H(t) is the right hand-side operator from (10). In particular one has

ψ(t + ∆t) = exp

[

−i
(

−1

2
∇2 +

1

2
r2 + g|ψ(t)|2 + Vdip(t)

)

∆t

]

ψ(t), (12)

where for convenience only the dipolar contribution was denoted by Vdip. Using eA+B ≈
eAeB from the Baker-Hausdorff theorem1 we obtain

ψ(t + ∆t) ≈ exp

[

i
∆t

2
∇2

]

exp

[

−i∆t
(

1

2
r2 + g|ψ(t)|2 + Vdip(t)

)]

ψ(t). (13)

The above approximation is getting justified when ∆t≪ 1 (because commutator of the
A and B operators appearing in the Baker-Hausdorff theorem is ∆t-dependent, giving
(∆t)2 dependency in total). The right-hand side of Eq. (13) is just the Lie-Trotter
splitting [43] applied to the GP equation (10). It is easy to improve the convergence
of the above scheme by symmetrizing it with respect to one of the operators: A or B.
It can be shown that the one-step formula of the form

ψ(t + ∆t) ≈ exp

[

i
∆t

4
∇2

]

exp

[

−i∆t
(

1

2
r2 + g|ψ(t)|2 + Vdip(t)

)]

exp

[

i
∆t

4
∇2

]

ψ(t)

(14)
is of the second order in time. It is called the Strang splitting [43]. The opera-
tor exp(i(∆t/4)∇2) does not depend on time. Therefore, when two successive time
steps of the evolution scheme (14) are accomplished the neighbouring operators
exp(i(∆t/4)∇2) merge and take the form of exp(i(∆t/2)∇2) .

Hence, effectively a single time-step ∆t evolution (14) can be split into two steps
(only the first and the last steps in the sequence (14) should be treated differently).
First, we define an auxiliary function

ψ1(t) = exp

[

−i∆t
(

1

2
r2 + g|ψ(t)|2 + Vdip(t)

)]

ψ(t), (15)

which we transform to the k-space using the Fourier transform

ψ̃1 = F [ψ1], (16)

1 The Baker-Hausdorff theorem reads eA+B = eAeBe−
1
2
[A,B] if [A, [A,B]] = 0 and [B, [A,B]] = 0. In our

case the definitions of a A and B are A = i∆t
2
∇2, B = −i∆t

(

1
2
r2 + g|ψ(t)|2 + Vdip(t)

)

and are ∆t-dependent,

and e−
1
2
[A,B] ∝ I (because it’s ∝ ∆t2), so one can write eA+B ≈ eAeB.
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and then we evaluate the expression: ψ2 = exp[i∆t2 ∇2]ψ1. In k-space it becomes a
simple multiplication:

ψ̃2 = exp

[

− i∆t
2
k2
]

ψ̃1. (17)

Doing this, we compute the order parameter at time t+∆t, but it is still in momentum
space. So, the last step is to return to the coordinate space (with the help of the inverse
Fourier transform)

ψ(t + ∆t) = F−1[ψ̃2]. (18)

4. Split Operator method – a spinor version

In this section we introduce our extension to the SOM. For F = 1 atoms the order pa-
rameter ψ consists of three components ψ = (ψ+, ψ0, ψ−) which satisfies the equation
similar to the Eq. (9)

i
∂

∂t





ψ+

ψ0

ψ−



 =
(

− 1

2
∇2 + V (r, t)

)





ψ+

ψ0

ψ−



 . (19)

Here by V (r, t) we denoted the sum of the trapping potential and the nonlinear terms
appearing in the right-hand side of Eq. (9) describing the contact interactions between
atoms. Then we use the scheme described in the previous section and obtain





ψ+

ψ0

ψ−



 (t + ∆t) ≈ exp

[

i
∆t

2
∇2

]

exp
[

− i∆tV (r, t)
]





ψ+

ψ0

ψ−



 (t). (20)

Again, we introduce an auxiliary function ψ1 (this time as a 3-component vector),
which we are going to transform to the momentum space. But first we need a care-
ful treatment of a ‘potential term’ exp [−i∆tV (r, t)] since V (r, t) is a matrix. The
evolution in the position space requires calculation of the following expression:

exp[−i∆tV (r, t)]





ψ+

ψ0

ψ−



 (t). (21)

To calculate (21) we bring the V (r, t) matrix to the diagonal form:

V = PDP−1, D =





λ+ 0 0
0 λ0 0
0 0 λ−



 , (22)
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which, after utilizing the expression expx =
∑

n
xn

n! , gives

exp[−i∆tV ]





ψ+

ψ0

ψ−



(t) =

(

1 − i∆tPDP−1 +
1

2!
(−i∆tPDP−1)2 + . . .

)





ψ+

ψ0

ψ−



(t).

(23)
The above expansion greatly simplifies after applying V n = PDnP−1 formula. One
gets

exp[−i∆tV ]





ψ+

ψ0

ψ−



 (t) = P

(

1 − i∆tD +
1

2!
(−i∆tD)2 + . . .

)

P−1





ψ+

ψ0

ψ−



 (t).

(24)
Next we can collect terms with Dn back to the exponential form

exp[−i∆tV ]





ψ+

ψ0

ψ−



 (t) = P exp[−i∆tD]P−1





ψ+

ψ0

ψ−



 (t). (25)

One can see now that we converted a problem of calculating (21) to calculation of the
exponential function of a D matrix which is diagonal. So, we have

exp[−i∆tV ]





ψ+

ψ0

ψ−



 (t) = P





e−iλ+∆t 0
0 e−iλ0∆t 0
0 0 e−iλ−∆t



P−1





ψ+

ψ0

ψ−



 (t).

(26)
The idea of calculating (21) by diagonalizing V (r, t) is the essence of our extension of
the original SOM2. A reader can think about (26) as a result of taking infinitely many
terms in the Taylor expansion of the evolution operator

exp[−i∆tV ]





ψ+

ψ0

ψ−



(t) =

(

1 − i∆tV +
(−i∆tV )2

2!
+

(−i∆tV )3

3!
+ . . .

)





ψ+

ψ0

ψ−



(t).

(27)
Utilizing (26) allows to overcome many problems: 1) we do not need to worry about
the number of terms one should use to calculate right-hand side of (27) to achieve
a good enough accuracy, and 2) diagonalization of small matrices (3 × 3 for F = 1
atoms or 7 × 7 for F = 3 atoms, like 52Cr atoms) is significantly more efficient than
calculating the right-hand side of (27), even assuming that only a few terms are taken
into account.

Once we successfully calculated the evolution due to the potential part of the Hamil-
tonian, we can follow remaining SOM steps as described in the previous section: first

2In fact we copied the original idea of the SOM: to calculate the evolution due to the kinetic part of the
Hamiltonian one has to switch to the basis, in which the Laplace operator is diagonal, i.e., which is the
momentum space. Because in the momentum space the differentiation becomes a simple multiplication by −ik,
the evolution due to the kinetic term (which includes the second derivative in position space) becomes very
easy to compute - instead of the second derivative one has to multiply Fourier components by exp[−k2∆t/2].
In the spinor version we have to do a similar trick in the position space: to facilitate calculations of the
evolution according to the potential energy, first we go to the basis in which the position dependent part of the
Hamiltonian V (r, t) is diagonal, and only then we use the plane wave basis for evolution due to a kinetic part.
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we use (26) to calculate an auxiliary spinor function

ψ1 = exp[−i∆tV ]





ψ+

ψ0

ψ−



 (t). (28)

Next we move to the k-space with ψ1

ψ̃1 = F [ψ1], (29)

in order to calculate the evolution according to the kinetic energy part in the Hamil-
tonian

ψ̃2 = exp

[

− i∆t
2
k2
]

ψ̃1. (30)

Finally we come back to the coordinate space

ψ(t + ∆t) = F−1[ψ̃2]. (31)

This sequence of steps propagates the initial wave function over the time interval ∆t:
ψ(t) → ψ(t + ∆t).

It is clear from the above scheme, that SOM in a spinor version for F = 1 atoms
requires diagonalization of a 3×3 matrix at every spatial point on the grid and 3×2 = 6
Fourier transforms – a pair of forward and backward ones for each component of ψi (i
goes from 1 to 3).

5. Accuracy tests for spinor condensates

We will present accuracy tests for real time propagation only, having already calcu-
lated the initial state by the imaginary-time propagation technique [15] applied to our
extension to the SOM. We focus on real time propagation because the GP equation
(9) conserves the energy

〈E〉 = const, (32)

the total norm

Ntot = N+ +N0 +N− = const (33)

with Ni =
∫

|ψi(r)|2d3r (i = +, 0,−), and, assuming the dipolar interactions are
neglected, the magnetization

N+ −N− = const . (34)

The expressions (32), (33) and (34) are not any constraints for imaginary time-
evolution. The energy decreases monotonically in every step of imaginary-time evo-
lution till the ground state is reached [15]. The norm decreases as well and therefore
after each single step of computations the wave function is normalized. Any algorithm
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attempting to solve the GP equation (9) should be verified with respect to how these
constants of motion are preserved during the evolution.

To test the conservation of the constants of motion (32-34) (the case including the
dipolar interactions will be discussed in the next section) we chose a system of 3× 104
87Rb atoms, with a0 = 5.387 nm and a2 = 5.313 nm (according to Ref. [38]) as
contact interaction parameters, confined in a pancake trap (ωx = ωy = 2π × 100 Hz,
ωz = 2π × 2000 Hz). We start with all the atoms in mF = 0 component and monitor
the evolution of the system. Since the contact interactions (5) allow for the transfer of
atoms from the initial state to the mF = ±1 states, one could expect the appearance
of spin dynamics. This dynamics was already investigated in [25] but here we will
focus mainly on the numerical aspects, refereeing the reader to Ref. [25] for a deeper
understanding of the physical background.

0 100 200 300 400 500 600
0.9998

1.0000

1.0002

1.0004

1.0006

1.0008

1.0010

TIME [τ]

<
E
>
/E

0
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Δt=0.00050 τ

Δt=0.00025 τ

0 100 200 300 400 500 600
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0
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-0.015

-0.010
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0.000
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0.010

TIME [τ]

N
+
-
N

-

Figure 1. Illustration of the conservation of the total energy, the total norm, and the magnetization of a
spin-1 atoms system. E0 and N0 are the energy and the number of atoms at t = 0, respectively. Details of the
system are given in the text. Colors depict different time steps used in simulations: ∆t = 0.00025τ (black),
∆t = 0.0005τ (blue), and ∆t = 0.001τ (red). Time unit equals τ = 1.59155 ms.

We performed fully 3D simulations on a Cartesian grid of 252524 points, with the
spatial steps equal to ∆x = ∆y = 0.6,∆z = 0.1 in oscillatory units (we have chosen
~ωx as a unit of energy, thus the oscillatory unit of length equals l = 1.07961µm).
Fig. 1 shows the conservation of the total energy, the total number of atoms, and
the magnetization of a spin-1 gas for different time steps ∆t. It is not surprising that
the biggest time step leads to the worst conservation of the energy and the norm.
This behavior is expected since ∆t plays the crucial role in the SOM (compare ∆t
dependence of commutators in the Baker-Hausdorff theorem (1)). Even in the worst
case presented here the energy is preserved with accuracy better than 0.1%, which is
acceptable in many simulations. It is worth to notice that going into smaller ∆t (for
example decreasing it by a factor of 2) significantly improves accuracy (by a factor of
2). It is important that we can easily control this accuracy by modifying ∆t. Fig. 1
also shows that the spinor SOM conserves the magnetization (34) which is expressed
here in absolute numbers. Let us remind that the total number of atoms in the system
is Ntot = 30000.

Fig. 1 shows a few interesting features: 1) conservation of the total energy starts
to be worse at particular time (t ≈ 280τ), and 2) we note an almost linear behavior
of 〈E〉 /E0 curves – so one might be worried about conservation of the energy for
longer evolution time (t > 600τ). To clarify the second issue we would like to remind
the reader that we are dealing with ultracold atoms and that the typical lifetime of
the condensate is of the order of a few seconds [16, 42, 47]. That is why there is no
need to continue the evolution for more than here (1 s). Let us note however, that
extending the total time by a factor of 5 (up to 5 seconds, which is a large evolution
time from the point of view of real experiments) we get the total energy conserved
with 1% accuracy (for ∆t = 0.0005τ) or even better – with 0.5% accuracy (in case of
∆t = 0.00025τ). That gives us an excellent level of conservation of the total energy,
and moreover - we can control it by a proper choice of ∆t. In Tab. 1 we compare the
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cumulative errors for different spatial grids. The case (B) corresponds to the results
already presented in Fig. 1, whereas the case (A) stands for twice larger grid but with
twice smaller spatial steps, i.e. both grids cover the same space volume. Tab. 1 clearly
shows better conservation of discussed constants of motion for finer grids and smaller
time steps.

∆t [τ ] 1
T

∫

dt| 〈E〉−E0

E0
| [×10−5] 1

T

∫

dt|N−N0

N0
| [×10−5]

∫

dt |N+ −N−| [τ ]

(A) (B) (A) (B) (A) (B)
0.001 15.2587 70.2591 11.5962 13.6332 0.96882 2.02645
0.0005 7.49158 31.0140 5.26571 5.60201 0.70001 1.37984
0.00025 4.00000 17.1502 2.89349 3.00013 0.62613 0.95889

Table 1. Cumulative errors: (A) – for the grid with 262625 points and the spatial steps twice smaller than
those used to produce results presented in Fig. 1; (B) – for the grid with 252524 points and the spatial steps
as in Fig. 1. In both cases T = 628τ .

What happens around t ≈ 280τ is shown in Fig. 2, left frame. Evidently, some
nontrivial dynamics is triggered – atoms start to flow from mF = 0 to mF = ±1
components. Obviously, some spin dynamics might be expected in the system since
our initial state is not the lowest energy solution of the spinor configuration. Spin
changing collisions between atoms in the mF = 0 state start to produce atoms in
mF = ±1 states. This reach spin dynamics evolves the system into the state of thermal
equilibrium. This state is approached in a steplike process, see Ref. [25].
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Figure 2. Time evolution of the number of atoms in each component for different values of initial seed.
Left frame: N+(0) = N−(0) = 10−12. Middle frame: N+(0) = N−(0) = 10−1. Right frame: N+(0) = 10−12,
N−(0) = 4197. Other parameters: ∆t = 0.0005τ , 252524 points grid. Although a large transfer of atoms to
mF = ±1 states starts at different times, the accuracy measured by a degree of conservation of the total energy
and the total norm remains the same. For a deeper understanding of the physics behind we suggest to read
Ref. [25].

Around time t ≈ 280τ a large number of atoms is transferred from initially popu-
lated mF = 0 component to the other states (Fig. 2, left frame). One might wonder if
this characteristic time at which the spin dynamics is triggered depends on the initial
condition. As we have already mentioned, initially we assume Ntot = 30000 atoms in
mF = 0 component and almost zero atoms in mF = ±1 states. To trigger the spin
dynamics we need some seed in initially empty components, and, in fact, we used a
seeding field in mF = ±1 states. The seed was implemented by choosing a complex
random number at each point of the spatial grid. The seed plays a role of quantum
fluctuations which are present in a real system. The quantum fluctuations are missing
in the mean-field description (we have neglected all the quantum fluctuations). To
see the spin dynamics 3 the seed must be present at t = 0. We have checked, that

3By spin dynamics we understand the situation with non-negligible transfer of atoms from one component
to the other. From Eq. (9) it follows that ψ1 satisfies the equation i ∂ψ1

∂t
= (H0 + Hc11)ψ1 + Hc10ψ0 =

(H0 + (c0 + c2)(|ψ1|2|ψ0|2) + (c0 − c2)|ψ−1|2)ψ1 + c2ψ⋆−1ψ0ψ0 and if ψ1(0) = ψ−1(0) = 0 the right hand side
vanishes, i.e. the ψ1 field is constant what corresponds to a ‘spin frozen’ situation. To account for quantum
fluctuations we need some small initial seeds in the fields ψ1 and ψ−1.
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changing the amount of seed (i.e. values of N+(0) and N−(0) being the total num-
ber of atoms in mF = +1,−1 states, respectively, at t = 0) results in shifting the
time at which the significant transfer of atoms starts. For example for initial values
N+(0) = N−(0) = 10−12 the spin dynamics begins around t ≈ 280τ (Fig. 2, left frame),
but for N+(0) = N−(0) = 10−1 it happens at t ≈ 100τ (Fig. 2, middle frame). We
have also checked the imbalanced initial conditions by taking the initial populations
as N+(0) = 10−9 and N−(0) = 4197. Fig. 2, (right frame) shows how the populations
depend on time (brown solid line – N+(t), brown dotted line – N−(t)). The time at
which the spin dynamics is triggered depends monotonically on the amount of the
seed. What is important is that the value of the seed does not change qualitatively
the dynamics - it changes only the time at which the non-trivial dynamics begins.
Although the transfer of atoms starts at different times, the conservation of the total
energy and the total norm (as well as the magnetization) is of the same order in all
situations.

6. Dipolar interactions

It is well known that the dipolar interactions couple the spin and the orbital motion of
colliding atoms. The projection of total spin of interacting atoms can change at most
by 2 as implied by the expression (8). When it happens it means that the spin goes
to the orbital angular momentum of atoms. In other words, atoms changing their spin
must acquire orbital motion. This is the famous Einstein-de Haas effect [20] which
has been already discussed also for the systems of ultracold atoms [24, 26, 37]. It
can be rigorously shown that the sum of the projections of the total spin and the
total orbital angular momentum is preserved during collision. Indeed, the commutator
[Vd, L1z + L2z + F1z + F2z] equals zero, where L1z and L2z denote the projections of
the orbital angular momenta of colliding atoms [24]. Therefore, assuming the external
potential has an axial symmetry along the z axis, the quantity Lz + Fz should be
conserved during the evolution according to the GP equation (9)

Lz + Fz = const . (35)

Any algorithm attempting to solve the GP equation (9) with dipolar interactions
should be verified against the quality of this constant of motion.

But first we have to calculate the elements of Hd matrix (see the formula (7) and
the discussion after it). One needs, actually, to obtain only two matrix elements, Hd11

Hd11 (r) = γ2
∫

d3r′
[

1

|r− r′|3 − 3
(z − z′)2

|r− r′|5
]

× (|ψ1(r′)|2 − |ψ−1(r′)|2)

−3
γ2√

2

∫

d3r′
z − z′

|r− r′|5 [(x− x′) − i(y − y′)] × (ψ⋆1(r′)ψ0(r′) + ψ⋆0(r′)ψ−1(r′))

−3
γ2√

2

∫

d3r′
z − z′

|r− r′|5 [(x− x′) + i(y − y′)] × (ψ⋆0(r′)ψ1(r′) + ψ⋆−1(r
′)ψ0(r′))

(36)
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and Hd10

Hd10 (r) = −3
γ2√

2

∫

d3r′
[(x− x′) − i(y − y′)](z − z′)

|r− r′|5 × (|ψ1(r′)|2 − |ψ−1(r′)|2)

−3

2
γ2

∫

d3r′
[(x− x′) − i(y − y′)]2

|r− r′|5 × (ψ⋆1(r′)ψ0(r′) + ψ⋆0(r′)ψ−1(r′))

+γ2
∫

d3r′
[

1

|r− r′|3 − 3

2

(x− x′)2 + (y − y′)2

|r− r′|5
]

× (ψ⋆0(r′)ψ1(r′) + ψ⋆−1(r′)ψ0(r′)) .

(37)

All other nonvanishing elements can be expressed in terms of Hd11 and Hd10.
Integrals appearing in the expressions for the matrix elements (36) and (37) are the

convolutions, therefore to calculate them it is convenient to use the Fourier transform
technique. This is because the Fourier transform of the convolution is the product of
the Fourier transforms of the functions which are convolved. The convolutions which
contribute to (36) and (37) convolve functions which originate from the dipolar in-
teractions with the ones composed based on the spinor components. Since the spinor
wave function evolves according to the GP equation (9), the Fourier transform of the
part of (36) and (37) dependent on the spinor components is calculated numerically.
On the other hand, the Fourier transform of the part which originates from the dipolar
interaction is calculated analytically. The rest of this Section explains how it is done.

We use the following convention of the Fourier transform [62]

F [f(r)] = f̃(p) =

∫

d3r exp

(

+
i

~
p · r

)

f(r). (38)

To evaluate (38) it is convenient to transform coordinates in such a way that vectors
p and ẑ become parallel. This, of course, simplifies a scalar product p · r appearing in
the argument of the exponential function. The required coordinate transformation is
a product of two rotations: the first one is the rotation by an angle β around z axis
and the second one by an angle α around already rotated y axis (see Fig. 3). The final
rotation matrix is given by





x
y
z



 =





cosα cos β − sinβ sinα cos β
cosα sin β cos β sinα sin β
− sinα 0 cosα









x′′

y′′

z′′



 . (39)

Using this transformation we set the k vector (an argument of the Fourier transform,
k = p/~) parallel to the z axis. Definitions of used angles, from Fig. 3, are: cosα =

kz/k, sinα =
√

k2x + k2y/k, cosβ = kx/
√

k2 − k2z , and sinβ = ky/
√

k2 − k2z .

As an example we will show in detail the calculation of the F
[

1
|r|3 − 3 z2

|r|5

]

. This

particular Fourier transform gets important when the single component dipolar con-
densate, the system investigated already in the early days of BEC [27, 28, 51, 61], is
considered. According to the definition (38) we do integrate

I =

∫

d3r eikr
(

1

r3
− 3

z2

r5

)

(40)
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Figure 3. The scheme of rotations used to calculate analytically Fourier transforms of functions which orig-
inate from dipolar interactions.

with the help of the transformation of coordinates given by (39). Then, going to
spherical coordinates and integrating over the azimuthal angle one obtains

I =

∫ ∞

0
dr

∫ 1

−1
dt eikrt

π

r

(

1 − 3 cos2 α
)

(3t2 − 1) , (41)

where t = cos θ and θ is the polar angle. Now, doing double integration, first over t
variable and then over the distance r we finally arrive at

I =
2π

3

(

1 + 3 cos(2α)
)

. (42)

One has to be careful in calculating the expression (41). It is easy to check that the
result diverges if we first integrate over r variable. This is because, in fact, the integral
(40) does not converge and the regularization is required. It can be done based on the
physical arguments saying that the size of the dipole is finite. Therefore, going back
to (41) one can first integrate it over r variable within the interval (R,∞) getting

I =

∫ 1

−1
dt π (1 − 3 cos2 α) (3t2 − 1) Γ(0,−i k R t) , (43)

where Γ is the incomplete gamma function. Integrating over t variable and taking the
limit R→ 0 lead us again to the result (42).
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The other Fourier transforms we treat in a similar way and obtain [52]

F
[

1

|r|3 − 3
z2

|r|5
]

= −4π

3
(1 − 3 cos2 α)

F
[

1

|r|3 − 3

2

x2 + y2

|r|5
]

=
2π

3
(1 − 3 cos2 α)

F
[

(x− iy)z

|r|5
]

= −2π

3
e−iβ sin 2α

F
[

(x + iy)z

|r|5
]

= −2π

3
eiβ sin 2α

F
[

(x− iy)2

|r|5
]

= −4π

3
e−i2β sin2 α , (44)

From the numerical point of view calculations of Hd11 and Hd10 are the only change
in (9) before we proceed to SOM algorithm.

7. Accuracy tests for spinor dipolar condensates

In Fig. 5 we demonstrate how good is the SOM method with respect to the conservation
of the sum of the total spin and the total orbital angular momentum. We consider a
system of Ntot = 200000 87Rb atoms confined in a spherically symmetric harmonic
trap (ω = 2π × 100 Hz). Initially all the atoms populate the mF = +1 Zeeman
component. Then the magnetic field is turned on along the z axis. Provided the value
of the magnetic field is resonant [24], the atoms start, due to dipolar forces, to flow to
other components (see Fig. 4). As it is seen, significant number of atoms is transferred
from the mF = +1 to mF = 0 and mF = −1 states. Certainly, the z projection of
the total spin of the sample is changed during the evolution. However, Fig. 5 clearly
shows that the projection of the total angular momentum is conserved very well. In
Tab. 2 we present cumulative errors for the studied constants of motion for different
spatial grids and time steps. All constants of motion, the projection of the total angular
momentum (fourth column), the total energy (second column), and the total number
of atoms (third column) are preserved better when the grid becomes finer and the
time step gets smaller. As in the original Einstein-de Haas effect the atoms in mF = 0
and mF = −1 components start to rotate around the direction of the magnetic field
showing vortices in mF = 0 and mF = −1 components (see Fig. 6).

Figure 4. Time evolution of the populations of all hyperfine states. Numerical parameters are as follows:
∆x = ∆y = ∆z = 0.5l, ∆t = 0.0005τ , grid size 252525, Bz = −40 osc. units, γ2 = 0.0000257722 osc. units.
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Figure 5. Illustration of the conservation of the sum of the projections of the orbital angular momentum and
the spin for various grid sizes. Figure shows the projection of the total angular momentum per atom in the
system. Since we start calculations with all atoms being in the mF = +1 Zeeman component, this quantity
should be equal 1 all the time. Here we used ∆t = 0.0005τ and ∆x = ∆y = ∆z = ∆r.

∆t [τ ] 1
T

∫

dt| 〈E〉−E0

E0
| [×10−5] 1

T

∫

dt|N−N0

N0
| [×10−5] 1

T

∫

dt |(Lz + Fz)/N | [~ωτ ]

(A) (B) (A) (B) (A) (B)
0.001 4.62415 8.78206 3.37224 6.35519 0.998216 0.991222
0.0005 1.01042 2.85040 0.63968 2.05545 0.999381 0.991756
0.00025 0.41287 0.54642 0.17532 0.39306 0.999832 0.995903

Table 2. Cumulative errors: (A) – for the grid with 262626 points and the spatial steps ∆r = 0.25l (see Fig.
5); (B) – for the grid with 252525 points and ∆r = 0.5l. In both cases T = 314τ .
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Figure 6. Isodensity and phase of the order parameter at t = 0.14 s for the simulation presented in Fig. 4.
Values of the density for mF = 1, 0,−1 (from left to right) equal 7.96 × 1013 cm−3, 7.96 × 1013 cm−3, and
7.96×1012 cm−3. The color on the surface shows the phase of the order parameter for a given component (color
scale on the right). Note characteristic vortex structures in the mF = 0 component (it is a single quantized
vortex) and in the mF = −1 component (it is a doubly quantized vortex).

8. Degenerate Fermi gases

Ultracold Fermi gases serve themselves as ideal quantum simulators because of highly
controllable laboratory conditions they can be realized at. Two-component Fermi gases
have been recently used to study the properties of strongly interacting fermionic sys-
tems [50, 56]. It is challenging to confirm experimentally the occurrence of a ferro-
magnetic instability driven by the short range repulsion, responsible for the Stoner
instability resulting in transition from para- to ferromagnetic phase.

It has been discovered already many years ago that the oscillations of the electron
cloud in a many-electron atom can be viewed as a motion of a fluid characterized by
the density and the velocity fields [5]. Such motion is described by the hydrodynamic
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equations [5]. It was already proposed by many authors and in a variety of contexts to
use these equations to study a single-component Fermi gas (see for example [1, 33, 34,
49]). Such a treatment was also applied to the superfluid Fermi gas of an equal mixture
of spin-up and spin-down fermions in the BCS-BEC crossover (see for example [2]).
However, as in a recent experiment [56] also a metastable ferromagnetic phase due
to strong repulsion between fermions in excited scattering states can be investigated.
This metastable phase (as opposed to the ground state of spin-up and spin-down
mixture which is formed of fermion pairs) is achieved by preparing initially the system
in a configuration of two magnetic domain [56]. To probe such a metastable phase,
we propose to use the hydrodynamic equations [54]. Assuming the velocity fields are
rotation-free, the appropriate equations read

∂

∂t
n± = −∇(n± ~v±),

m
∂

∂t
~v± = −∇

(

δT

δn±
+
m

2
~v2± + Vtrap + g n∓

)

, (45)

where (nj(r, t),vj(r, t)) denote the density and velocity fields of j−th (j = ±) compo-
nent. T is the intrinsic kinetic energy of the gas and is calculated as in the Thomas-
Fermi approximation [22, 53]. Including the gradient corrections [39, 58] one gets

δT

δn±
= An

2/3
± − ξ

~
2

2m

∇2√n±√
n±

, (46)

where ξ = 1/9 and A = 65/3~2π4/3/(12m). Eqs. (45) can be recast, by using the inverse
Madelung transformation [44], to the pseudo-Schrödinger equation

i~
∂

∂t
ψ± =

[

− ~
2

2m
∇2 +

~
2

2m
(1 − ξ)

∇2|ψ±|
|ψ±|

+ A |ψ±|4/3 + Vtrap + g|ψ∓|2
]

ψ± (47)

Eqs. (47) take the form of Eq. (19), although here the system is described by two-
component object (pseudo-wavefunction (ψ+(r), ψ−(r))T ) and therefore at each time
step at each spatial point one has to diagonalize 2 × 2 matrix. Hence, the numerical
method discussed in Sec. 4 can be directly used to study the dynamics of a Fermi
mixture in the frame of Thomas-Fermi approximation.

In Ref. [54] we investigated the ground state densities of repulsive two-component
Fermi gases. Numerically, we just evolve the system according to Eqs. (47) by using
the imaginary time technique. By increasing the strength of repulsion we observe the
transition from the identical density profiles for two species towards, first, isotropic
and, finally, anisotropic separations of two components (see Fig. 5 in Ref. [54]). This
indicates indirectly the existence of a ferromagnetic instability in a system of two
repulsive Fermi gases.

Here we investigate the accuracy of above discussed numerical algorithm after the
trapping potential for two gases is periodically disturbed. In Fig. 7 we show how
preserved is the total energy of the system after the trap is restored for different
values of the repulsion strength. For the set of N+ = N− = 10 atoms we analyze
qualitatively different cases: the symmetric one corresponding to paramagnetic phase
and the anisotropic separation case which represents the ferromagnetic phase (see
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Fig. 5 in Ref. [54]). The frequency of the trap is modulated for a short period as
ω(1+A sin(Ωt)) with the small (just to avoid any nonlinear effects) driving amplitude
A = 5% and driving frequency Ω = 2ω (ω is the unperturbed trap frequency). So,
we investigate the monopole oscillating mode. After the trapping potential is restored
we observe oscillations of both components. The insets in Fig. 7 show the oscillations
of the following quantities:

∫

(x2 + y2)n±(r)dr which are experimentally accessible
after column density masurement along z direction is done. For ferromagnetic phase
the clouds oscillate with the frequency equals twice the trap frequency (the inset in
the right frame in Fig. 7). This is because in this phase the atoms of different spins
practically do not interact with each other – the occupy opposite regions in the space
(see Ref. [54]). Therefore they behave as two independent ideal fermionic gases. On
the other hand, for paramagnetic phase (left frame in Fig. 7) the frequency increases
(and for g = 7.0 osc. units equals 2.08ω) because during the oscillations atoms of
different spins interact all the time. In Tab. 3 we show cumulative errors for the
studied constant of motion, i.e. for the total energy of the system after the trap is
restored, for two spatial grids and the time step ∆t = 0.0005τ . Finer grid results in
better conservation of the total energy.

Figure 7. Illustration of the conservation of the total energy for a system of two-component Fermi gas. The
number of atoms in each component is N+ = N− = 10. The trap is initially disturbed (within the period up to
the vertical dotted lines in each frame) by changing periodically the trap frequency. This pumps the energy into
the system (main frames). When the trap is restored the energy is conserved at the level below one percent. The
insets show the oscillations of each atomic cloud (both components behave in the same way) with the frequency
which depends on the phase the system is in. The interaction strength changes from g = 7.0 (paramagnetic
phase, left frame) to g = 15.0 (ferromagnetic phase, right frame). The grid size is 272727 (262626) points for
the left (right) frame and the time step is ∆t = 0.0005τ .

∆t [τ ] 1
T

∫

dt| 〈E〉−E′

0

E′

0

| [×10−4] 1
T

∫

dt| 〈E〉−E′

0

E′

0

| [×10−4]

(A) (B) (A) (B)
0.0005 5.30668 20.4478 6.19379 11.1891

Table 3. Cumulative errors: (A) – for the grid with 272727 points (spatial step ∆r = 0.0937 l); (B) – for
the grid with 262626 points (and twice larger spatial step). Only period after the trap is returned to its initial
shape is considered. Here, E′

0 is the energy at time t/τ = 2π. The second (third) column presents results for
the paramagnetic (ferromagnetic) phase.

Even more sophisticated description of a Fermi system which involves the single-
particle spin-orbitals can be rewritten making possible to use the procedure detailed
in Sec. 4. Let’s see how it works. We assume that the many-body wave function of
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N/2 +N/2 atoms is given by the single Slater determinant

Ψ(x1, ...,xN ) =
1√
N !

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

ϕ1(x1) . . . ϕ1(xN )
. .
. .
. .

ϕN (x1) . . . ϕN (xN )

∣

∣

∣

∣

∣

∣

∣

∣

∣

∣

(48)

with spin-orbitals: ϕj(x) = ϕ
(1)
j (r) a(s) for j = 1, .., N/2 and

ϕj(x) = ϕ
(2)
j−N/2(r) b(s) for j = N/2 + 1, .., N , which equally share the two spin states

a(s) and b(s). The time-dependent Hartree-Fock equations for the spatial orbitals are
then given by

i~
∂

∂t
ϕ
(1)
j (r, t) = (− ~

2

2m
∇2 + Vtr(r)) ϕ

(1)
j (r, t)

+

N/2
∑

k=1

∫

dr′ |ϕ(1)
k (r′, t)|2 Vaa(r− r′) ϕ

(1)
j (r, t)

+

N/2
∑

k=1

∫

dr′ |ϕ(2)
k (r′, t)|2 Vab(r− r′) ϕ

(1)
j (r, t)

−
N/2
∑

k=1

∫

dr′ (ϕ
(1)
k (r′, t))∗ Vaa(r− r′)ϕ

(1)
j (r′, t) ϕ

(1)
k (r, t) (49)

for j = 1, ..., N/2, where the terms Vaa and Vab describe the interactions between atoms
being both in the a(s) state and when one atom is in the a(s) state and the other

in the b(s) one. Analogous set of equations is fulfilled by spatial orbitals ϕ
(2)
j (r, t),

j = 1, ..., N/2. The first and the second integrals and the last one are called Coulomb
and exchange terms, respectively. Equations (49) for each kind of spatial orbitals can
be written in the matrix form

i~
∂

∂t
ϕ(1) = (H0 + V aa

C + V ab
C − V aa

ex )ϕ(1)

i~
∂

∂t
ϕ(2) = (H0 + V bb

C + V ba
C − V bb

ex )ϕ(2) , (50)

where (ϕ(1))T = (ϕ
(1)
1 (r), ..., ϕ

(1)
N/2(r))T and (ϕ(2))T = (ϕ

(2)
1 (r), ..., ϕ

(2)
N/2(r))T . The

Coulomb matrices are diagonal with equal elements, for example

(V aa
C )jk =

∑

l

∫

dr′ |ϕ(1)
l (r′, t)|2 Vaa(r − r′) δjk. The exchange matrices possess off-

diagonal elements, for example (V aa
ex )jk =

∫

dr′ (ϕ
(1)
k (r′, t))∗ Vaa(r− r′)ϕ

(1)
j (r′, t). Sur-

prisingly, the dynamics of a many-fermion system is again described by the equation
like Eq. (19) in Sec. 4. Hence, the method introduced in Sec. 4 can be used. Here, how-
ever, at each spatial point we have to diagonalize the square matrices of the size equal
to the half of the number of atoms. Eqs. (50) in the very simple case when only contact
interactions between different spin states is allowed (the effective Hamiltonians on the
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right-hand side of (50)) are then diagonal) was already studied by us in Ref. [35]. More
demanding case when the pairing and ferromagnetic instabilities compete each other
[50, 56] (and the Hamiltonian matrices in (50) are full) is under investigation [36].

9. Conclusions

To summarize, we have presented the extended version of the SOM algorithm which
turns out to be very efficient in simulating the evolution of spinor BEC systems with
nonlocal interactions. We use this extension to solve the set of nonlinear partial integro-
differential equations. In fact, this algorithm can be used to describe the evolution of
any multicomponent system. It might be a spinor condensate of rubidium, chromium,
erbium, or dysprosium atoms as well as the mixture of bosonic species. The algo-
rithm can be also applied to multicomponent systems consisting of indistinguishable
or distinguishable fermionic atoms. The combination of parallelization (with OpenMP

technique), the fast Fourier transform (via FFTW routine), and the linear algebra al-
gorithm for diagonalization (e.g., from lapack packages) to the multicomponent SOM
algorithm can be run very efficiently even on a typical desktop computer. We have
proven that the algorithm conserves all constants of motion to a high accuracy.

Acknowledgments

The work was supported by the (Polish) National Science Center Grant No. DEC-
2012/04/A/ST2/00090. Part of the results were obtained using computers at the
Computer Center of University of Bialystok.

References

[1] S.K. Adhikari, Phys. Rev. A 72 (2005), pp. 053608.
[2] S.K. Adhikari, Phys. Rev. A 77 (2008), pp. 045602.
[3] M.H. Anderson, J.R. Ensher, M.R. Matthews, C.E. Wieman, E.A. Cornell, Science 269

(1995), pp. 198.
[4] X. Antoine, W. Bao, and C. Besse, Comput. Phys. Commun. 184 (2013), pp. 2621–2633.
[5] J.A. Ball, J.A. Wheeler, and E.L. Fireman, Rev. Mod. Phys. 45 (1973), pp. 333.
[6] A.D. Bandrauk, H. Shen, Can. J. Chem. 70 (1992), pp. 555–559.
[7] W. Bao, D. Jaksch, and P.A. Markowich, J. Comp. Phys. 187 (2003), pp. 318-342.
[8] W. Bao, Y. Cai, and H. Wang, J. Comp. Phys. 229 (2010), pp. 7874–7892.
[9] W. Bao and Y. Zhang, Methods and Applications of Analysis 17 (2010), pp. 49–80.

[10] W. Bao and Y. Cai, Kinet. Relat. Mod. 6 (2013), pp. 1–135.
[11] W.Bao, Q. Tang, Y. Zhang, Commun. Comput. 19 (2016), pp. 1141–1166.
[12] M.D. Barret, J.A. Sauer, and M.S. Chapman, Phys. Rev. Lett. 87 (2001), pp. 010404.
[13] C.C. Bradley, C.A. Sackett, J.J Tollett, and R.G. Hulet, Phys. Rev. Lett. 75 (1995), pp.

1687.
[14] C.C. Bradley, C.A. Sackett, and R.G. Hulet, Phys. Rev. Lett. 78 (1997), pp. 985.
[15] M.L. Chiofalo, S. Succi, M.P. Tosi, Phys. Rev. E 62 (2000), pp. 7438–7444.
[16] F. Dalfovo, S. Giorgini, L.P. Pitaevskii, and S. Stringari, Rev. Mod. Phys. 71 (1999), pp.

463.
[17] K.B. Davis, M.-O. Mewes, M.R. Andrews, N.J. van Druten, D.S. Durfee, D.M. Kurn, and

W. Ketterle, Phys. Rev. Lett. 75 (1995), pp. 3969.
[18] B. DeMarco and D.S. Jin, Science 285 (1999), pp. 1703.

19



[19] M. Edwards, R.J. Dodd, and C.W. Clark, J. Res. Natl. Inst. Stand. Technol. 101 (1996),
pp. 553.

[20] A. Einstein and W.J. de Haas, Verh. Dtsch. Phys. Ges. 17 (1915), pp. 152.
[21] M.D. Feit, J.A. Fleck, Jr., and A. Steiger, J. Comp. Phys. 47 (1982), pp. 412–433.
[22] E. Fermi, Rend. Acad. Lincei 6 (1927), pp. 602.
[23] Furihata and T. Matsuo, Discrete Variational Derivative Method (CRC Press, Taylor &

Francis Group, London, 2011).
[24] K. Gawryluk, M. Brewczyk, K. Bongs, and M. Gajda, Phys. Rev. Lett. 99 (2007), pp.

130401.
[25] K. Garwyluk, M. Brewczyk, M. Gajda, and K. Rza̧żewski, Phys. Rev. A 76 (2007), pp.
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