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Abstract 

The supply chain resilience and data analytics capability has generated increased interest 

in academia and among practitioners. However, existing studies often treat these two 

streams of literature independently. Our study model reconciles two different streams of 

literature: data analytics capability as a means to improve information-processing 

capacity and supply chain resilience as a means to reduce a ripple effect in supply chain 

or quickly recover after disruptions in the supply chain. We have grounded our theoretical 

model in the organizational information processing theory (OIPT). The four research 

hypotheses are further tested using responses from 213 Indian manufacturing 

organizations collected via a survey-based pre-tested instrument. We further test our 

model using variance based structural equation modelling, popularly known as PLS-

SEM. All of hypotheses were supported. The findings of our study offer a unique 

contribution to information systems (IS) and operations management (OM) literature. 

The findings further provide numerous directions to the supply chain managers. Finally, 

we note our study limitations and provide further research directions. 

Key words: Data analytics, ripple effect, disruption, supply chain resilience, competitive 

advantage, structural equation modelling, organizational information processing theory 

1. Introduction 

Due to globalization, the organizations are increasingly becoming competitive (Mishra et al. 

2016; Chowdhury and Quaddus, 2017; Kwak et al. 2018). The participation of the 

organizations in the globalization process, which enable them to gain competitive advantage 

with the help of advanced technologies, capital investment and rich managerial experience 

(Shangquan, 2000; Chen et al. 2015; Kamalahmadi and Mellat Parast, 2016). Nevertheless, the 

globalization provides more development opportunities for the organizations; the globalization 

process also poses major risk to these organizations (Chopra and Sodhi, 2004; Bode et al. 2011; 

Sodhi et al. 2012;Li et al. 2015; Barroso et al. 2015; Ambulkar et al. 2015; Ho et al. 2015; 

Brusset and Teller, 2017; Brusset and Bertrand, 2018). Hence, the supply chains are becoming 

very vital component of the competitiveness of many organizations (Vlajic, 2015). Ponomarov 

and Holcomb (2009), argue that every activities of supply chain has inherent risk (Dolgui et al. 

2018), that may cause unexpected disruption (Namdar et al. 2018). The disruptions may be due 

to act of natural hazards like major earthquakes, floods, tsunamis, hurricanes or other geologic 

processes and man-made disasters like terrorisms have potential to affect both revenue and cost 

(Ivanov et al. 2014). Hence, due to disruption arising from natural disasters or man-made 



disasters, the supply chain risk management remains a key topic for discussions among 

academics and practitioners (Tang, 2006, 2006a; Altay and Ramirez, 2010; Vlajic et al. 2013; 

Brandon-Jones et al. 2014; Mishra et al. 2016; Chowdhury and Quaddus, 2016; Lee et al. 2016; 

Ali et al. 2017; Sreedevi and Saranga, 2017; Dubey et al. 2018a). The disruptions in supply 

chains are on rise. In part, this may be ascribed to rises in events, such as natural disasters, but 

is also due to changes in supply chains (Brandon-Jones et al. 2014). For instance, there are 

several examples of disturbances and disruptions in supply chains [e.g. terrorism piracy ( 

Somali, 2008); earthquake (Thailand, 1999; Haiti, 2010); Hurricane (Katrina, 2006), floods 

(Chennai, 2015), explosion (Bhopal gas tragedy, 1984; BASF plant in Ludwigshafen, 2016); 

fire in plant (e-commerce retail company ASOS, 2005; Phillips semiconductor plant in 

Albuquerque, New Mexico, 2000); political crises (post-disaster activities in Nepal, 2015); 

strikes ( strikes at Maruti-Suzuki’s Manesar unit, 2005, 2012; strikes at Hyundai plants, 2016) 

and many others] (Ivanov and Sokolov, 2010; Ivanov, 2018) has created scholarly interest in 

supply chain resilience and its impact on competitive advantage (Brandon-Jones et al. 2014; 

Chowdhury and Quaddus, 2017). 

Bode et al. (2011) argue that practices like tighter coupling, increased complexities, lower 

inventory and geography dispersion may have reduced supply chains cost. However, the 

reduction in supply chain costs often creates greater vulnerabilities, which may erode the profit 

earned by these organizations in forms of disruptions, which may affect revenue and cost 

(Ellram et al. 2013; Brandon-Jones et al. 2014; Behzadi et al. 2017). As a result, many 

organizations, including Levi’s, Nike, Enel, LafargeHolcim and INDI (United Nations Global 

Compact, 2016) are working with their partners in supply chains to create resilience. The 

concept of supply chain resilience has attracted significant attentions from operations 

management community is multidimensional and multidisciplinary (Ponomarov and Holcomb, 

2009). The study of resilience has it’s origins in social psychology. The concept of resilience 

carries numerous definitions across different across different disciplines (Bhamra et al. 2011; 

Burnard and Bhamra, 2011; Gunasekaran et al. 2015). We define supply chain resilience as the 

property of supply chain, which enables the disrupted supply chain to recover its normal 

operating performance, within an acceptable period, after the disrupting forces are withdrawn 

or disappear (cf. Brandon-Jones et al. 2014).  

Previous studies have focused on supply chain disruptions (Wagner and Bode, 2006; Ivanov 

et al. 2017), causes of the supply chain disruptions (Craighead et al. 2007), effects on supply 

chain disruptions on organizational performance (Hendricks and Singhal, 2005) and 



management of supply chain risks (Tang, 2006a; Ivanov and Dolgui, 2018). Brandon-Jones et 

al. (2014) have found that information sharing and supply chain visibility, has significant 

effects on supply chain resilience. However, little attention has been paid to understand how 

organizations employ data analytics or supply chain analytics in the wake of supply chain 

disruptions (Fan et al. 2016). We utilize organizational information processing theory (OIPT) 

to help our understanding how and when organizations can create supply chain resilience 

(SCRES). The OIPT argue that how organizations may organize and use information 

effectively, especially when they respond to high level of uncertainty (Galbraith, 1974). Based 

on OIPT, we examine how information’s processing capabilities lead to improved resilience 

(Fan et al. 2016). Brandon-Jones et al. (2014) argue that supply chain visibility has positive 

and significant effect on supply chain resilience and robustness. Srinivasan and Swing (2018) 

argue that information systems literature broadly conceptualizes analytics capability as a 

technological enabled ability to process big data (i.e. volume, varieties, velocity, veracity and 

value) to derive valuable insights (Wamba et al. 2015; Kache and Seuring, 2017), thereby 

enabling the organizations to gain competitive advantage (Akter et al. 2016; Papadopoulos et 

al. 2017). Based on OIPT we can argue that earlier organizations have relied on mechanistic 

models of decision-making guided by rules, hierarchy, targets and goals (Galbraith, 1974). 

However, in the globalized era when organizations are vulnerable, the information processing 

capability plays a significant role to mitigate risks or develop mechanisms to address supply 

chain disruptions (Fan et al. 2016). To reduce information lead times and to improve the 

reliability of the information, the organizations need supporting infrastructure and processes 

that enable them to quickly acquire, process and analyse big data (Hazen et al. 2014; 

Gunasekaran et al. 2017). Srinivasan and Swink (2018) argue that insights gained through 

increased information processing capacity can reduce uncertainty, especially when markets are 

volatile and operational tasks are complex (i.e. highly interdependent). 

In this study, we examine the associations between data analytics capability, supply chain 

resilience and competitive advantage under moderating effect of organizational flexibility. 

Largely, organizations acquire data from their supply chain partners to gain insights into 

potential risks and their disrupting effects on supply chains (Fan et al. 2016). Dubey et al. 

(2018) argue that supply chain collaboration is an important way to enhance information-

processing capacity. Galbraith (1974) noted that the development of such external lateral 

relations increases the information process capacity of the organizations. Hence, availability of 

relevant, accurate and timely data from supply chain partners enables organizations to increase 



information-processing capacity and derive useful insights (Brandon-Jones et al. 2014). 

Organizations may utilize the available insights to improve the supply chain resilience and 

increase the competitive advantage. However, scholars (see, Sethi and Sethi, 1990; Upton, 

1994; Srinivasan and Swink, 2018), argue that organizational flexibility, is the ability of the 

organizations that may deploy resources quickly, efficiently and effectively in response to 

sudden changes in the market conditions. Srinivasan and Swink (2018), argue that data 

analytics capability provides insights based on big data processing, on what to change to match 

environmental uncertainty, the organizational flexibility enables the firm how to change to 

match environmental uncertainty. Hence, based on Srinivasan and Swink (2018) arguments, 

we posit that the combination of data analytics capability and organizational flexibility is more 

positively associated with supply chain resilience and competitive advantage. 

The main contribution of our study is to provide empirical evidence of associations between 

data analytic capability, organizational flexibility, supply chain resilience and competitive 

advantage, using 213 responses from supply chain managers. Next, we extend OIPT beyond 

general organizational design factors to address the exploitation of data analytics capability. 

The study further offers direction to the overwhelmed managers who often fails to understand 

that how complementary assets and capabilities are necessary to exploit the data analytics 

capability to enhance supply chain resilience and gain competitive advantage. 

The organization of the manuscript as follows. Firstly, we introduce theoretical perspective 

and review the literature on OIPT. We then present our literature on data analytics capability, 

organizational flexibility, supply chain resilience and competitive advantage before presenting 

our theoretical model and hypotheses. Next, we explain our research design before presenting 

our data analyses. Next, we discuss our findings in context to theoretical implications, 

managerial implications and limitations & further research directions. Finally, we conclude our 

study. 

2. Underpinning Theories 

2.1 Organizational Information Processing Theory (OIPT) 

Srinivasan and Swink (2018) argue that organizations must organize and exploit the 

information effectively and efficiently while executing complex tasks. Galbraith (1973) argue 

that organizations have two options: firstly, they should either reduce their needs for 

information through “mechanistic” organizational means, or increase their information 

processing capacities. Overall, we can argue that OIPT deals with organizational design, their 



structures and capabilities to handle their information processing needs. Fairbank et al. (2006) 

argue that OIPT considers the linkage between information (key resource) and its management 

(i.e. the effective use of information) to gain competitive advantage. OIPT argue that an 

organization need to process information under increasing uncertainty to sustain certain level 

of performance. The uncertainty drives the need for information processing, whereby 

uncertainty is defined as “the difference between the amount of information required to execute 

a task and the level of information already available with the organization” (Galbraith, 1973, 

p.5). Galbraith (1973) has further suggested seven strategies to cope with various degree of 

uncertainty. When uncertainty is low, the organization may adopt any three strategies to cope 

with uncertainty are: (1) coordination by rule or programs; (2) employment of hierarchies; and 

(3) coordination by targets or goals. However, in case of high uncertainty, the organization may 

reduce information processing need via creating (4) slack resources; and (5) self-constrained 

tasks. Next, organization may increase information processing capacity via (6) investment in 

vertical information systems; and (7) by creating lateral relations. Additionally, Galbraith 

(1974) further suggested eight strategy to reduce uncertainty via the control of organization’s 

environment through e.g., the long-term associations or coalitions. Further, proper alignment 

of the information processing needs and information processing needs capabilities enhances 

organizational performance ( Premkumar et al. 2005; Srinivasan and Swink, 2015, 2018; Fan 

et al. 2016, 2017). 

2.2 Data analytics capability 

The analytics is at the forefront of the C-suite’s agenda these days. Operating in extreme 

complex and highly regulated business environment, the organizations decision makers cannot 

rely on their gut. Hence, organizations have increasingly relied over business analytics 

capabilities to improve their decision-making abilities. Despite increasing popularity, the 

academic literature on data analytics capability is still underdeveloped (Hazen et al. 2016; Fang 

et al. 2016; Srinivasan and Swink, 2018; Acharya et al. 2018). The literature on data analytics 

carries inconsistent meaning. It is observed that researchers or practitioners often use data 

analytics, big data analytics, supply chain analytics and big data & predictive analytics 

interchangeably (see, Davenport, 2006; Waller and Fawcett, 2013; Agarwal and Dhar, 2014; 

Akter et al. 2016; Raffoni et al. 2017;Srinivasan and Swink, 2018), to describe the 

organizational capabilities that enable the organizations to collect, store and process data to 

derive useful insights which can provide competitive advantage to the organizations. The 

analytics capability is understood as the combination of tools, techniques and processes that 



enable the organization to process, organize, visualize, and analyze data to derive useful 

insights, which enables managers to take efficient and effective decision related to business 

and its related operations. Srinivasan and Swink (2018) argue that data analytics increases the 

information processing capacity, whereby organization gather data from various sources. 

Hence, we consider Srinivasan and Swink (2018), definition of data analytics in our study as 

the existing information systems literature emphasizes on analytics capabilities in terms of IT 

tools. However, Srinivasan and Swink (2018) includes both tools and processes. 

2.3 Organizational flexibility 

Organizational flexibility is the organizational ability, which enables the organizations to 

operate in more turbulent environment (Braunscheidel and Suresh, 2009; Sharma et al. 2010; 

Srinivasan and Swink, 2018). Volberda (1996, p. 361) defines organizational flexibility, as “the 

flexibility is the degree to which an organization has variety of managerial capabilities and the 

speed at which they can be activated, to increase the control capacity of the management and 

improve the controllability of the organization”. Hence, we can argue that organizational 

flexibility can be perceived as organizational design task and managerial task. The 

organizational design task refer to the ability of the organizations to respond in right time to 

respond to the sudden external changes. This focuses on the controllability or changeability of 

the organizations, which often relies on creation of appropriate conditions that foster 

organizational flexibility. For instance, manufacturing flexibility often requires a technology 

with multipurpose machinery, universal equipment and extensive operational production 

repertoire. Similarly, innovation flexibility requires multifunctional teams, less hierarchical 

levels and minimum process regulations. Next, the managerial task refers to the managerial 

abilities that enables the organizations to respond to the turbulent environment. Srinivasan and 

Swink (2018) argue that organizational flexibility in terms of supply chain is defined as the 

ability of the supply chain managers to reconfigure their internal supply chains quickly and 

efficiently to adapt to the changing demand and supply market conditions. 

2.4 Supply chain resilience 

Adobor and McMullen (2018) argue that disruptions to supply chains can have significant 

economic impacts. Hence, managing risk and vulnerability associated with supply chains have 

attracted increasing attentions from practitioners and policy makers. Holling (1973) argue that 

resilience, the capacity of a system to adapt to change and deal with surprise while retaining 

the system’s basic function and structure, has evolved as an important aspect for managing 



supply chain risk and vulnerability (Ponomarov and Holcomb, 2009; Pettit et al., 2010; Adobor 

and McMullen, 2018).The resilience is a multidisciplinary concept (Chowdhury and Quaddus, 

2017). Ates and Bititci (2011) argue that resilience in organizational context as an 

organizational capability to survive in turbulent environment. In response to increasing 

disruptions resulting from unpredictable events, the resilience has become enormously 

important in supply chain perspectives (Ambulkar et al. 2015; Kim et al. 2015; Purvis et al. 

2016; Jain et al. 2017; Dolgui et al. 2017; Chowdhury and Quaddus, 2017; Ivanov et al. 2018 

a,b). Ponomarov and Holcomb (2009) argue that resilient firms are less vulnerable to the supply 

chain disruptions and are more capable of absorbing more shock resulting from supply chain 

disruptions. The supply chain resilience allows the organizations to deliver their products and 

services to the customer (Ambulkar et al. 2015). The existing literature recognize resilience as 

a multidisciplinary concept (Ponomarov and Holcomb, 2009; Chowdhury and Quaddus, 2017). 

Following, Holling (1973) work’s,  several scholars have termed supply chain resilience as the 

ability of supply chains to survive, adapt and grow in the face of turbulent change. In simple 

words, how quickly supply chains can return to its original state or move to a new, more 

desirable state after being disturbed (Christopher and Peck, 2004; Blackhurst et al. 2011; 

Bhamra et al. 2011; Pettit et al. 2013; Chopra and Sodhi, 2014; Brandon-Jones et al. 2015; 

Gunasekaran et al. 2015; Ali et al. 2017; Jain et al. 2017). Datta (2017) has noted based on 

systematic literature review of articles published in reputable peer reviewed journals that, 

literature on supply chain has grown exponentially following Christopher and Peck (2004) 

contribution; the research focusing on how organizations develop resilience is still limited. 

Based on review of existing literature we note that in an unexpected event like disaster, the 

collaboration among supply chain partners is critical for building resilience by reducing risk of 

disruption through communication, trust, sourcing decisions and information sharing. 

Secondly, under complexity information sharing on supply chain risk is essential for building 

resilience by reducing disruption risks, improving response time and building new business 

opportunities (see Ambulkar et al. 2015; Kamalahmadi and Mellat Parast, 2016; Chowdhury 

and Quaddus, 2017; Datta, 2017). 

2.5 Competitive advantage 

Porter (1985) describe competitive advantage as the way an organization can choose and 

implement generic strategies to achieve competitive advantage or sustain competitive 

advantage. Peteraf (1993) argue that competitive advantage is the ability of an organization to 

maintain or sustain above-normal returns. Porter (1985) suggested value chain model to assess 



the competitive advantage of the firm. However, Peteraf (1993) further argue that there are four 

cornerstones of the competitive advantage: heterogeneity, ex post limits to competition, 

imperfect mobility and ex ante limits to competition. Barney (1991) further argue that an 

organization can derive competitive advantage by creating bundles of strategic resources and / 

or capabilities. Reed and DeFillippi (1990) argue that competitive advantage can be derived 

from numerous sources. For instance, competitive advantage can be derived from various 

competencies. Competencies are within organization’s control and can be exploited to generate 

competitive advantage for superior performance. Schilke (2014) argue that one of the common 

indicators of competitive advantage is superior performance. Following, Hill et al. (2014) we 

argue that: data quality (Hazen et al. 2014; Corte-Real et al. 2019) and technological innovation 

(Singh, 2011; Chen et al. 2015; Aydiner et al. 2019) are two important building blocks of 

competitive advantage. 

3. Theoretical Framework and Hypotheses Development 

The supply chain managers need to gather data from customers and suppliers to understand the 

degree of uncertainty. As supply chain disruptions may have negative impacts on economic 

performance (Hendricks and Singhal, 2005), the resilience may be created in supply chains to 

mitigate the risks resulting from supply chain disruptions (Christopher and Peck, 2004; 

Ponmarov and Holcomb, 2009; Wieland and Marcus Wallenburg, 2013; Brandon-Jones et al. 

2014; Ambulkar et al. 2015; Brusset and Teller, 2017). The main objective of this paper is to 

theoretically and empirically establish the linkage between data analytics, supply chain 

resilience and competitive advantage. While prior studies, have supported linkage between 

resilience and competitive advantage (Sheffi, 2005; Webb and Schlemmer, 2006), data 

analytics and resilience (Papadopoulos et al. 2017; Mandal, 2017) and data analytics and 

competitive advantage (Chen et al. 2012; Akter et al. 2016; Srinivasan and Swink, 2018). What 

is less understood is that how data analytics capability impacts supply chain resilience and 

competitive advantage. Hence, based on OIPT perspective we can argue that supply chain 

resilience and competitive advantage as performance outcomes (see Figure 1). 

3.1 Data analytics and supply chain resilience 

Srinivasan and Morgan (2018) argue that organization’s that are capable of building demand 

and supply chain visibility are better positioned to develop and deploy systems and processes 

that support data analytics capability. Barratt and Oke (2007) have conceptualized supply chain 

visibility as an organizational capability. Juttner and Maklan (2011) further argue that supply 



chain visibility is a desired capability, which may reduce the negative impacts of a supply chain 

disruption. Hence, we argue that those organizations that invest in developing analytics 

capability are likely to also invest in visibility, because visibility provides the raw data upon 

which analytics systems process and operate. Based on Srinivasan and Morgan (2018) 

arguments that visibility and analytics capabilities as being complementary, in the sense that 

each supports the other. The extant literature provides enough empirical evidence that 

improved supply chain visibility capability may reduce both the probability and impact of 

supply chain disruption ( Christopher and Lee, 2004) and further it leads to enhanced supply 

chain resilience (Juttner and Maklan, 2011; Brandon-Jones et al. 2014; Ivanov et al. 2016). 

Kleindorfer and Saad (2005) argue that it is a requirement of supply chain risk process to have 

visibilities of vulnerabilities in entire supply chain. Hence, the use of data technology which 

may help managers to identify possible threats or sources of disruption so they can develop 

business continuity plans that may help to speed up recovery in the event of disruption. Thus, 

H1: Data analytics has positive impact on supply chain resilience. 

3.2 Data analytics and competitive advantage 

Competitive advantage refers to the extent to which an organization can generate a defensible 

position over their competitors (Porter, 1985). Kwak et al. (2018, p.7) further argue that there 

are visible “thrusts to improve competitive advantage such as cost, growth, reliability, quality, 

time-to market, new product introduction, product line breadth, order fill rate, order/ shipment 

information, increased customer service, efficient capital deployment, delivery dependability 

and flexibility”. LaValle et al. (2011) have noted that top performing organizations use 

analytics five times more than low performers. Akter et al. (2016) argue that big data analytics 

capability has positive impact on organizational performance. Sheng et al. (2017) further argue 

that organizations are increasingly exploiting big data to improve organizational 

competitiveness. Gunasekaran et al. (2017) have further noted that the big data & predictive 

analytics capability has positive impact on supply chain and organizational performance. 

Corte-Real et al. (2019) argue that BDA can lead to competitive advantage, if supported by 

good quality of data. Thus, 

H2: Data analytics has positive impact on competitive advantage  

3.3 Supply chain resilience and competitive advantage 

Kwak et al. (2018) argue that high level of environmental, technological, demand and supply 

uncertainties have significant influence on the competiveness of the organizations. Hence, 



different levels of supply chain risk management capacity related to those uncertainties may 

confer different level of competitive advantage (Colicchia and Strozzi, 2012). Elahi (2013) 

argue that risk management capability may not yield quick returns on investment in short time. 

However, in long run the investment in risk management capability is an important source of 

competitive advantage. Resilience is regarded as proactive as well as reactive capability of the 

organization. Hence, resilience can prevent the negative impact of supply chain disruptions as 

well as can help to recover to an acceptable level of performance in an acceptable time after 

being affected by an event (Wieland and Marcus Wallenburg, 2013). Wieland and Marcus 

Wallenburg (2013) further noted that organization could achieve competitive advantage via 

resilience capability. Thus, 

H3: Supply chain resilience has positive impact on competitive advantage 

3.4 Organizational flexibility, data analytics, supply chain resilience and competitive 

advantage 

Srinivasan and Swink (2018) argue that data analytics capability of the organization provides 

insights leading to decisions based on current data gathered from multiple sources. However, 

the organizations needs flexibility to implement decisions quickly and efficiently, especially 

decisions that span various functions (Galbraith, 1973, 1974). Supply chain flexibility has been 

noted as one of the key levers to reduce supply chain risk in many studies (Ivanov et al. 2014; 

Sreedevi and Saranga, 2017; Dubey et al. 2018c). Hence, we posit that organizations can more 

effectively take advantage of new insights gained from data analytics capability when they 

possess high levels of organizational flexibility. Organizations with better organizational 

flexibility are better capable to cope with environmental uncertainties (Sreedevi and Saranga, 

2017) and gain competitive advantage (Elahi, 2013; Kwak et al. 2018). Consequently, 

organizations have better capabilities to improve supply chain resilience than those 

organizations who often relies on decisions based on limited data sets or mechanistic model of 

processing data to extract insights from raw data. Thus, 

H4a/b: Organizational flexibility positively moderates the relationship between data analytics 

capability and: (a) supply chain resilience and (b) competitive advantage. 

 

 

 



 

 

Figure 1: Theoretical framework 

 

4. Research Design 

4.1 Sample and Data Collection 

The unit of analysis employed in this study was the level of a manufacturing plant. Hence, we 

designed our instrument for single respondent. The data was gathered in 2016, through a 

survey, to test our theoretical framework. CII NAOROJI Godrej Centre for Manufacturing 

Excellence administered this cross-sectional survey in collaboration with Boston Consulting 

Group, India. Our sampling frame consisted of senior level supply chain managers included in 

CII NAOROJI Godrej Centre for Manufacturing Excellence database. Our research team sent 

e-mail invitations to 912 supply chain managers in production, logistics, procurement and 

information systems functions drawn from CII NAOROJI Godrej Centre for Manufacturing 

Excellence database. These senior level supply chain managers are most likely to have relevant 

knowledge concerning information flows between supply chain partners, internal data analytics 

initiatives and supply chain risk management measures. Two waves of invitations were sent 

over a period of four weeks. 
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The survey responses were thoroughly examined and we have dropped some of the 

responses based on the following criteria. We followed key informant approach and screened 

those from respondents whose titles were not related to supply chain or its related functions. 

The resulting sample held senior managerial positions such as Vice President, General 

Manager, CXO (C-Suite Managers), Director, Head, Senior Manager and Manager. We also 

included responses from Analyst and Planner. Next, we eliminated some of the responses, 

which contained missing information. The resulting dataset has 213 responses, representing an 

effective response rate of 23.35%. We provide profile of the respondents in Table 1. 

Table 1: Profile of the responding organizations 

Title Number Percentage 

Annual sales revenue     

Under $ 10 Million 35 16.43 

$11-25 Million 50 23.47 

$26-50 Million 50 23.47 

$51-75 Million 25 11.74 

$76-100 Million 8 3.76 

$101-250 Million 15 7.04 

$251-500 Million 20 9.39 

Over $ 501 Million 10 4.69 

Total 213   

Number of Employees     

0-50 8 3.76 

51-100 13 6.10 

101-200 35 16.43 

201-500 74 34.74 

501-1000 51 23.94 

1001+ 32 15.02 

Total 213   

Industry sector     

Automotive & transport 78 36.62 

Machinery and industry equipment 25 11.74 

Mining and metals 16 7.51 

Electrical equipment 23 10.80 

Pulp and paper 7 3.29 

Ruber and plastic products 38 17.84 

Chemical products 26 12.21 

Total 213   

 

Since we have used survey based approach, the potential biases exists in our study. We 

tested non-response bias following Armstrong and Overton (1977) suggestions. We compared 



the early respondents, late respondents and non-respondents (a sub sample of 45 respondents 

was selected at random from the initial contact list. We observed no significant difference 

between early and late respondents on any of the variables used in our study. Similarly, there 

was no significant difference between respondents and non-respondents in terms of 

organization size. Taken together, these statistical results suggest that non-response bias may 

not possess serious threat to our findings. 

4.2 Measures 

We have adopted established scales from literature following Malhotra and Grover (1998) 

suggestions. This was feasible for measures of data analytics, organizational flexibility, supply 

chain resilience and competitive advantage. We made minor modifications in wording of the 

items based on the feedback from pretests in order to improve scale performance. All scales 

were designed in five-point Likert format anchored as, 1= strongly disagree and 5= strongly 

agree (Malhotra and Grover, 1998; Eckstein et al. 2015). 

In addition, we have used three control variables, which may influence the exogenous and 

endogenous variables and may cause unwanted sources of variance. Firstly, we account for 

organization size as Wagner and Neshat (2012), noted in their study that larger organizations 

are more vulnerable to disruption and use number of employees in the organization as a 

measure of size . Secondly, we included industry dynamism in order to level out the effects of 

the disruption across industry segments. We measured industry dynamism on five-point Likert 

format anchored as, 1= strongly disagree and 5= strongly agree. Thirdly, we control the 

competitive intensity which is the degree of to which a firm perceives the intensity of its 

competition in the market (Wagner et al. 2012) and may have impact on supply chain risk 

(Trkman and McCrmack, 2009). Appendix 1 shows the summary of the items used for 

measures. 

5. Data Analyses and Results 

Henseler et al. (2014) argue that SEM is not a single technique, but a synthesis of procedures 

developed in econometrics and psychometrics. Ullman (2006, p.35) define SEM as, “…a 

collection of statistical techniques that allow a set of relations between one or more 

independent variables (IVs), either continuous or discrete, and one or more dependent 

variables (DVs), either continuous or discrete, to be examined..”. In our study, we have used 

WarpPLS 5.0, which is a structural equation modelling (SEM) software. The software employ 

the partial least squares (PLS) method or in short form we can refer it as PLS SEM. Kock 



(2014, 2015) argue that WarpPLS 5.0 is based on classical PLS algorithms combined with 

factor-based PLS algorithms for SEM. Factor based PLS algorithms generates estimates of 

both true composites and factors, fully accounting for measurement error (Hair et al. 2016). 

Peng and Lai (2012) further argue that PLS is a prediction oriented tool which further allows 

researchers to assess the predictive validity of the exogenous variables. In general PLS is better 

suited for explaining complex relationships as it avoids two serious problems: inadmissible 

solutions and factor indeterminacy (Peng and Lai, 2012; Henseler et al. 2014; Dijkstra and 

Henseler, 2015; Hazen et al. 2015; Kaynak et al. 2015;  Moshtari, 2016; Akter et al. 2017). Our 

study aims to examine the prediction or explanatory power of data analytics capability. The 

relationships between two variables -data analytics capability and supply chain resilience are 

not examined in literature; therefore, there is no theoretical foundation, which explain the 

relationships between these two variables, which make PLS the most suitable technique for 

data analysis (Peng and Lai, 2012). We have carried our model estimation based on Peng and 

Lai (2012) suggestions in two stages: examining the reliability and validity of the measurement 

model and analysing structural model. 

 

5.1 Measurement model 

Summary statistics of the variables are presented in Table 2. We note that scale composite 

reliability (SCR) of each constructs used in Figure 1 are above 0.70 and their average variance 

extracted (AVE) are above 0.5 (see Appendix 1), indicating that the measurements used in our 

study are reliable and the latent construct account for at least 50% of the variance in the items. 

This clearly suggests that our study clearly possess convergent validity. As shown in Appendix 

2, the loadings are in an acceptable range and they are significant at the 0.01 level. Fornell and 

Larcker (1981) argue that if the square root of the AVE is greater than all of the inter-construct 

correlation, it is a strong evidence of sufficient discriminant validity. The results in Table 3 

suggest that our model possess discriminant validity.  

 

 

 

 

 



Table 2: Summary statistics of variables 

  N Mean Std. Dev. Min. Max. 

BDAC 213 3.93 0.82 1 5 

OF 213 3.82 0.53 1 5 

SCRES 213 3.84 0.57 1 5 

CA 213 3.92 0.63 1 5 

ID 213 4.44 0.64 1 5 

CI 213 4.06 0.7 1 5 

Notes: DAC, data analytics capability; OF, organizational flexibility; SCRES, supply chain 

resilience; CA, competitive advantage; ID, industry dynamism; CI, competitive intensity 

Table 3:  Correlations among major constructs 

  DAC OF SCRES CA ID CI 

DAC 
0.73           

OF 
0.52 0.95         

SCRES 
0.15 0.54 0.92       

CA 
0.12 0.27 0.19 0.92     

ID 
0.28 0.11 -0.05 0.09 0.88   

CI 
-0.22 -0.12 0.09 -0.04 -0.09 0.77 

√ (AVE) are in bold 

Notes: DAC, data analytics capability; OF, organizational flexibility; SCRES, supply chain 

resilience; CA, competitive advantage; ID, industry dynamism; CI, competitive intensity 

5.2 Common method bias 

Since we have collected data from a single source, there is a potential for CMB (Podsakoff and 

Organ, 1986). Podsakoff et al. (2003), argue that in case of self-reported data, there is potential 

for common method biases resulting from multiple sources such as consistency motif and social 

desirability. Hence, we designed our survey to minimize the CMB effect using different scale 

formats and anchors for independent, moderating and dependent variables. In addition, we 

performed several statistical analyses to assess the severity of CMB. First, following Podsakoff 

et al. (2003) we performed conservative version of Harman’s one-factor test. The results from 

this test showed that the single factor explains 40.17 percent (approx.), of total variance, 

demonstrating that CMB is not a significant concern. However, following Ketokivi and 



Schroeder (2004) arguments, Harman’s one-factor test is not a robust assessment of CMB. 

Hence, to ensure that CMB is not a major concern in our study, we further used a method 

introduced by Lindell and Whitney (2001), which is a partial correlation technique, which is 

often referred as the correlational marker technique, for controlling method variance using a 

marker variable that may be theoretically unrelated to the substantive variable in the study. 

Using this method, we first chose the six-item scale that measured competitive advantage, 

which provided the lowest positive correlation (r=0.12) between the MV marker and other 

variables, to adjust the construct correlations and statistical significance (Lindell and Whitney, 

2001). We have not observed any significant correlational value, which turned into in- 

significant after further analyses. Although, CMB cannot be eliminated in case of single source 

self-reported data. However, we have ensured via correlational marker technique that CMB is 

not a serious issue in our study. 

Guide and Ketokivi (2015) have noted that causality is an important issue, which should be 

examined prior to hypotheses test.  Hence, to address the causality issue which is often 

considered as a pre-requisite step before conducting hypotheses test. In our study we have 

conceptualized, data analytics capability as an exogenous variable to the supply chain resilience 

and competitive advantage, but not the other way around. We performed Durbin-Wu-Hausman 

test (see, Davidson and MacKinnon, 1993). We observed that the parameter estimate for the 

residual was insignificant; suggesting that the data analytics capability is not the dependent 

variable but it is an independent variable in our current setting. Finally, following Kock (2015) 

suggestions we performed nonlinear bivariate causality direction ratio (NLBCDR). The desired 

acceptable value of NLBCDR should be greater than 0.7. In our model our NLBCDR=0.875, 

which is greater than the cut off value. Hence, based on these results we can argue that 

endogeneity is not a serious concern in our study. We have further tested the model fit and 

quality indices (see, Appendix 3). 

5.3 Hypotheses testing 

Figure 2 presents the estimates obtained via PLS SEM analysis. The model explain significant 

amount of variance for supply chain resilience (R²=0.29) and competitive advantage (R²=0.72). 

We have reported the PLS path coefficients and the corresponding p values for the model in 

Table 4 (H1-H3) and Table 5 (H4a/b). The links DAC→SCRES (β=0.41, p<0.01), DAC→CA 

(β=0.23, p<0.01) and SCRES→CA (β=0.36, p<0.01) are positively related. Thus, we can argue 

based on beta values and their corresponding p values that hypotheses H1, H2 and H3 were 



supported. The control variables, industry dynamism, competitive intensity and organizational 

size, do not have significant effect in this model (see Table 4). 

Table 4: Structural Estimates (H1-H3) 

Hypothesis Effect of Effect on β p Result 

H1 DAC SCRES 0.41 *** Supported 

H2 DAC CA 0.23 *** Supported 

H3 SCRES CA 0.36 *** Supported 

 

                                                            Control variables 

 ID CA 0.08 * Not 

significant 

 CI CA 0.03 * Not 

significant 

 OS CA -0.06 * Not 

significant 

 ID SCRES 0.001 * Not 

significant 

 CI SCRES -0.125 * Not 

significant 

 OS SCRES -0.021 * Not 

significant 

 

Notes: DAC, data analytics capability; SCRES, supply chain resilience; CA, competitive 

advantage; ID, industry dynamism; CI, competitive intensity; OS, organizational size. *** 

p<0.01; *p>0.1 

Next, our hypothesis H4 were tested for moderation effect of organizational flexibility on 

the path connecting data analytics capability and supply chain resilience (H4a) and data 



analytics capability and competitive advantage (H4b). Addressing H4a (β=0.71, p<0.01) and 

H4b (β=0.17, p=0.01), were found supported (see Table 5). 

 

Table 5: Structural Estimates (H4a/b) 

Hypothesis Effect of Effect on β p Result 

H4a DAC*OF SCRES 0.71 *** Supported 

H4b DAC*OF CA 0.17 *** Supported 

 

Notes: DAC, data analytics capability; SCRES, supply chain resilience; CA, competitive 

advantage; OF, organizational flexibility. *** p<0.01 

Next, we have examined the explanatory power of our proposed theoretical model. For this, 

we have examined the explanatory power (R²) of the endogenous construct. The R² for SCRES 

is 0.29 which is moderately strong and for CA is 0.72 which is strong (Chin, 1998) (Figure 2). 

We further examined the f² value of the DAC using Cohen f² formula. Consequently, the effect 

size of DAC on SCRES is 0.411 and on CA is 0.048 (see Table 6) which were greater than cut 

off value 0.0. Next, we have examined the model’s capability to predict, Stone-Geiser’s Q² for 

endogenous constructs were SCRES (0.202) and CA (0.631) (see Table 6) for DAC which is 

greater than zero, indicating acceptable predictive relevance (Peng and Lai, 2012).  

 

Table 6: R², Prediction and Effect Size 

Construct R² Q² f² in relation to 

SCRES CA 

DCA - - 0.202 0.631 

OF - - 

SCRES 0.29 0.411 

CA 0.72 0.048 

 

 



 

 Figure 2: Research model 

 

6. Discussion 

The results obtained via statistical analyses paint an interesting picture of the linkages and the 

complementarities among data analytics capability, organizational flexibility, supply chain 

resilience and competitive advantage during supply chain disruptions. Table 4 and 5 provides 

a detailed summary of the evidence our data provides in support or non-support of the 

hypotheses generated in our study based on extensive review of literature. Overall, these 

findings have substantial implications for research and managers. 

6.1 Implications for research 

Our interest in investigating the role of data analytics capability on supply chain resilience and 

competitive advantage under moderating effects of organizational flexibility was triggered by 

two facets of supply chain resilience. Wieland and Marcus Wallenburg (2013) argue that the 

existing literature on supply chain resilience have conceptualized as both as the proactive 

capability (i.e. take desired action before it is a final necessity) or the reactive capability (i.e. 

ability to recover in desirable time after experiencing a crisis). Building on Branden-Jones et 

al. (2014) findings that supply chain visibility act as an antecedent of supply chain resilience. 

Christopher and Lee (2004) argue that supply chain visibility may further help to mitigate 
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supply chain via improved confidence, reduced interventions and improved decision making. 

Srinivasan and Swink (2018) argue on the basis of empirical investigation that both demand 

and supply visibility are significantly associated with developing analytics capability. 

Although, Brandon-Jones et al. (2014) have established based on empirical study that supply 

chain visibility has positive impact on supply chain resilience. However, the relationship 

between data analytics capability and supply chain resilience has not been empirically 

explored. Hence, our study make a useful contribution by empirically testing the linkage 

between data analytics capability and supply chain resilience. In this way, we further extend 

the Brandon-Jones et al. (2014) arguments that how data technology capability can be exploited 

to build supply chain resilience. Based on Wamba et al. (2015) arguments, we further argue 

that, the availability of big data characterized by 5V’s (i.e. volume, velocity, variety, veracity 

and value) is a prerequisite for building big data capability. The existing operations 

management (OM) literature provides rich evidence that supply chain visibility contributes to 

better organizational performance (Barrat and Oke, 2007) and supply chain resilience 

(Brandon-Jones et al. 2014), our results further provides underlying explanation. The visibility 

may be due to access to complete and recent information derived via processing of raw data. 

Indeed, our results further suggest that data analytic capability is a means by which visibility 

improves supply chain resilience and further leads to competitive advantage. Our results 

suggest that access to big data and better data processing capability coupled with human skills 

to extract valuable insights via effective coordination skills, domain knowledge and data 

science. Thus, the findings of our study make a useful contribution to the OM and IS literature. 

Secondly, Barratt and Oke (2007) argue that competitive advantage stem from the ways in 

which technologies are exploited, rather than from the technologies themselves. Akter et al. 

(2016) and Gunasekaran et al. (2017) provides empirical results, which provides a clear 

evidence that how organizations can exploit big data and analytics capability to gain 

competitive advantage. However, it is still not understood how the data analytics capability can 

provide competitive during disruptions in supply chains. To further address this important 

unanswered question in OM and IS literature, we have empirically tested the impact of data 

analytics capability on supply chain resilience and competitive advantage under moderating 

effect of organizational flexibility. These results make useful contributions to scholarly debates 

at the intersection of OM and IS literature (see, Kache and Seuring, 2017; Papadopoulos et al. 

2017). 



Thirdly, our results suggest the importance of data analytics capability as a complementary 

capability of the organization, which often operates under high uncertainties. Hence, our study 

extend the OIPT (Galbraith, 1973, 1974), beyond specific organizational factors to address the 

utility of emerging technologies. The data analytics tools and techniques are gaining increasing 

acceptance among practitioners. Hence, researchers need to broaden their understanding 

related to pros and cons of data analytics capabilities under high uncertainties. 

6.2 Implications to managers 

Our study offers a number of useful implications for supply chain managers when they face 

high level of uncertainty. Galbraith (1973, 1974) argue that managers should use the available 

information effectively, especially when they execute their tasks that involve high degree of 

uncertainty. Galbraith (1973, 1974) further argue that in case of high degree of uncertainty, the 

organization may create: 

Slack resources or self-contained tasks 

In case of disruptions, organizations may face demand or supply uncertainties or may be both 

at the same time. In such case to address supply uncertainty, managers may build safety stock 

closer to the markets and build better distribution capability (Lee, 2002). 

Increasing information processing capacity 

In order to increase information-processing capacity, the managers may focus on building 

lateral relations and vertical information systems. Wieland and Marcus Wallenburg (2013) and 

Dubey et al. (2018a) have contributed in this direction by utilizing relationship theory that how 

trust among partners in supply chain network can leads to better coordination. However, our 

results further suggest managers that by investing in vertical information systems organizations 

can increase the information processing capacity with minimal resource costs. Hence, by 

investing in data analytics capability an organization can improve supply chain resilience and 

competitive advantage. 

Further, our study provides empirical results to the managers that those organizations, which 

can quickly and efficiently adapt to rapid changing demand, supply and technology market 

conditions may perform better during supply chain disruptions and possess better capability to 

recover after experiencing a crisis. Lee (2004) argue that supply chain adaptability is a desired 

characteristics of supply chains which was empirically established (see, Eckstein et al. 2015; 



Dubey et al. 2018). Hence, managers must appreciate that the use of data analytics capability 

hinges upon the ability of the organization to adapt to changing environments. 

7. Conclusion, Limitations and Further Research Directions 

Drawing broadly on OIPT, the data analytics capability may be used by the organization to 

increase the information processing capacity under uncertain scenarios. Based on this 

assumption posited by Srinivasan and Swink (2015, 2018), we have developed a theoretical 

model (see Figure 1). Our theoretical model reconciles the independent contributions of two 

well-established streams in the literature: studies that explain the use of data analytics 

capability to increase the data processing capacity (IS) and those that focuses on supply chain 

resilience and competitive advantage (OM). We attempt to explicate how data analytics 

capability under moderating effect of organizational flexibility improves the supply chain 

resilience and competitive advantage. We further tested our four research hypotheses based on 

213 Indian manufacturing organizations. Our findings support our hypothesized relationships. 

This study contributes to the data analytics capability literature from organizational information 

processing perspective, supply chain resilience and competitive advantage.  

 Although, our study offers useful contributions to research, we further note limitations of 

our study. We suggest researchers and practitioners to evaluate our study results and 

contributions in the light of its limitations. First, we have grounded our theoretical model in 

OIPT. Hence, our research hypotheses are based on our constructs (Figure 1). Like any theory 

driven research, our theoretical issues are compounded by measures that do not truly capture 

data analytics capability and supply chain resilience. Hence, to address some of these 

limitations of the theory driven research, the use of multi-methods may provide better 

understanding of complex phenomena in supply chains. Secondly, we have used cross-

sectional data. However, future study may utilize longitudinal data to further broaden our 

current understanding of data analytics capability and its impact on supply chain resilience. 

Thirdly, we collected data from single source. As we have noted in our data analyses section 

that single source, data may pose potential biases. Hence, in future based on Ketokivi and 

Schroeder (2004) suggestions, the data should be gathered from multiple sources to minimize 

the common method bias. 

 

 

 



Appendix 1: Measures 

 

Construct Reference Item Description 

Data analytics 

capability 

(DAC) 

 

 

 

 

 

 

 

Akter et al. (2016); 

Srinivasan and Swink 

(2018) 

DAC1 We use advanced tools and analytical 

techniques (e.g., simulation, 

optimization, regression) to take 

decision. 

 

 DAC2 We use information extracted from 

various sources of data to take 

decision. 

DAC3 We use data visualization technique 

(e.g., dashboards) to assist users or 

decision-maker in understanding 

complex information. 

DAC4 Our dashboards display information, 

which is useful for carrying out 

necessary diagnosis. 

DAC5 We have connected dashboard 

applications or information with the 

manager’s communication devices. 

Organizational 

flexibility (OF) 

 

 

 

 

Sethi and Sethi (1990); 

Upton (1994) 

OF1 We can quickly change 

organizational structure to respond to 

supply chain disruptions. 

 OF2 Our organization can cost effectively 

respond to supply chain disruptions. 

OF3 Our organization is more flexible than 

our competitors in changing our 

organizational structure. 

Supply chain 

resilience 

(SCRES) 

 

 

 

Brandon-Jones et al. 

(2014) 

SCRES1 Our organization can easily restore 

material flow. 

 SCRES2 Our organization would not take long 

to recover normal operating 

performance. 

SCRES3 The supply chain would quickly 

recover to its original state. 

SCRES4 Our organization can quickly deal 

with disruptions. 

Competitive 

advantage (CA) 

 

 

 

 

Tracey et al. (1999); 

Vorhies and Morgan 

(2005) 

CA1 Our customer are satisfied with our 

product quality. 

 CA2 We deliver value to our customer. 

CA3 We deliver in right time what our 

customers want. 

CA4 Our market share growth is 

significant in comparison to our 

customers. 



CA5 We are able to acquire new 

customers. 

CA6 We have reached our financial goals. 

Industry 

dynamism (ID) 

 

 

 

Brandon-Jones et al. 

(2014) 

ID1 Our product and services become 

outdated. 

 ID2 Our organization continuously 

introduces new products and services.  

ID3 Our organization introduces new 

operating processes. 

ID4 The customers taste and preferences 

in our industry changes fast. 

Competitive 

intensity (CI) 

 

 

Ramaswamy (2001) 

CI1 The market concentration in our 

industry is high. 

 CI2 The competitive rivalry within our 

industry is high. 

CI3 The new entrants in our industry is 

high.  

Organization 

size 

Kim (2009) OS Number of employees 

 

Appendix 2: Loadings of the indicator variables, SCR and AVE 

Construct Item Factor loadings (λi) Variance (λi²) Error (ei) SCR AVE 

Data technology 

capability 

DAC1 0.73 0.53 0.47 0.82 0.53 

DAC2 0.62 0.38 0.62   

  

  

  

  

  DAC3 0.87 0.75 0.25 

DAC5 0.67 0.44 0.56 

Organizational 

flexibility  

OF1 0.95 0.91 0.09 0.97 0.91 

OF2 0.95 0.90 0.10   

  

  

  OF3 0.96 0.91 0.09 

 Supply chain 

resilience 

SCRES1 0.82 0.67 0.33 0.96 0.85 

SCRES2 0.96 0.93 0.07   

  

  

  

  

  
SCRES3 0.97 0.95 0.05 

SCRES4 0.92 0.84 0.16 

 Competitive 

advantage 

CA1 0.81 0.65 0.35 0.97 0.84 

CA2 0.96 0.91 0.09   

  

  

  

  

  

  

  

  

  

CA3 0.95 0.91 0.09 

CA4 0.94 0.88 0.12 

CA5 0.91 0.83 0.17 

CA6 0.93 0.87 0.13 

Industrial 

dynamism  

ID1 0.79 0.63 0.37 0.93 0.77 

ID2 0.96 0.91 0.09   

  

  

  ID3 0.96 0.92 0.08 



ID4 0.79 0.63 0.37     

 Competitive 

intensity 

CI1 0.93 0.87 0.13 0.79 0.60 

CI2 0.93 0.87 0.13     

 

 

Appendix 3: Model fit and quality indices 

Model fit and quality 

indices 

Value from analysis Acceptable if Reference 

APC 0.201, p=0.011 p<0.05 Rosenthal and 

Rosnow (1991) ARS 0.456, p<0.001 p<0.05 

AVIF 1.667, p<0.001 p<0.05 Kock (2015) 

Tenenhaus GoF 0.529 Large if  ≥ 0.36 Tenenhaus et al. 

(2005) 
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