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Supplementary Materials 

Appendix A.1. Proof of the Proposition 1.  

Proof:  

For simplification, we define ; , , , ; , ,  

∽ , , ; , , 	if	vec ∽ vec , ⨂ ⨂  

 

We check the distribution of random effects, 

vec ⨂ ⨂ vec  

∽ ⨂ ⨂ vec , ⨂ ⨂ ⨂ ⨂ ⨂ ⨂  

∽ vec , ⨂ ⨂ . 

Then  follows tensor normal distribution 

∽ , , ; , ,  

Since the random effects core tensor and residual errors tensor are independent of each other, ∽

, , ; , , , the three dimensional joint tensor   satisfies 

∽ , , ; , ,  

Based on the Theorem 3.1 (Ohlson et al. 2011), we define ⨂ ⨂ ∈

⨂
, , , , , , then  

∽ , , ; , ,  

Thus 

∽ , , ; , , ; , , . 

 

Appendix A.2. Proof of the Proposition 2.  

Proof:  

The likelihood function for Equation (3) is shown as following: 
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2 ∙ | ⨂ | ∙ | | ∙ exp tr

⨂ ⨂ ⨂ 2 ∙ | | ∙

| | ∙ | | ∙ exp tr ⨂ ⨂

⨂ . 

Similarly, we can get the likelihood function for Equations (4) and (5):   

2 ∙ | | ∙ | | ∙ | | ∙ exp tr

⨂ ⨂ ⨂ ;  

2 ∙ | | ∙ | | ∙ | | ∙ exp tr

⨂ ⨂ ⨂ .  

To prove the log-likelihood functions of Equations (3-5) are same, we need to show the parts 

within th ∙  are same.  

Considering the commutation matrix ,  and , , we have 

vec , vec  

vec , vec  

vec ⨂ , vec ⨂  

tr ⨂ ⨂ ⨂

vec ⨂ ⨂ vec

⨂ vec ⨂ ∙ ⨂ ⨂ ∙

vec ⨂ vec ⨂ , ∙
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⨂ ⨂ ∙ , vec ⨂ vec

⨂ ∙ ⨂ ⨂ ∙ vec ⨂

vec ⨂ ⨂ vec

⨂ tr ⨂ ⨂

⨂ . 

Thus, . Similarly, we can prove . 

According to the result above, we can get the log-likelihood function as 

log 2 log| | log| | log| | vec

⨂ ⨂ ⨂ vec ⨂ . 

 

 

Appendix A.3. Proof of the Proposition 3.  

Proof:  

Given the response tensors , the basis , , 	  with 1,∙∙∙, , the log-likelihood 

function for all the samples is  

∑ ∑ log 2 log| | log| | log| | vec

⨂ ⨂ ⨂ vec ⨂  . 

We take the first derivative of the log-likelihood function with respect to vec  is  

∑ vec ∙ ⨂ ⨂ ⨂ ⨂ . 

Let the first derivative above equals to zero, we can get the maximum likelihood estimator of  

vec 	is 
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vec ⨂ ⨂

∙ ⨂ ⨂ ∙ vec  

Moreover, we can show that the estimator vec  given in Equation (7) is uniquely determined 

regardless of the parametrization of the covariance matrices. Because when , 1,∙∙∙,  is 

replaced with m  and m ∈ , the expression vec  above still satisfies.  

Assume that , ,	  are constant for all 1,∙∙∙, , and define that , 

,	  for 1,∙∙∙, , We take the first derivatives of the log-likelihood functions with 

respect to , ,  are 

∑ ⨂ ⨂

⨂ . 

∑ ⨂ ⨂

⨂ . 

∑ ⨂ ⨂

⨂ . 

Letting the first derivatives of the log-likelihood functions with respect to , ,  be zeros, we 

can get the maximum likelihood estimators of ,	 ,	  are 

∑ ∙ ⨂ ∙ ; 

∑ ∙ ⨂ ∙ ; 

∑ ∙ ⨂ ∙ . 
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Straightforwardly, if both , ,	  and , ,	  are constant for all 1,∙∙∙, , the 

maximum likelihood estimators of  ,	 ,	  are 

∑ ∙ ⨂ ∙ ; 

∑ ∙ ⨂ ∙ ; 

∑ ∙ ⨂ ∙ . 


