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Abstract

Fog manufacturing can greatly enhance traditional manufacturing systems through

distributed Fog computation units, which are governed by predictive computational

workload offloading methods under different Industrial Internet architectures. It is

known that the predictive offloading methods highly depend on accurate prediction

and uncertainty quantification of runtime performance metrics, containing multivariate

mixed-type responses (i.e., continuous, counting, binary). In this work, we propose a

Bayesian sparse regression for multivariate mixed responses to enhance the prediction

of runtime performance metrics and to enable the statistical inferences. The proposed

method considers both group and individual variable selection to jointly model the

mixed types of runtime performance metrics. The conditional dependency among

multiple responses is described by a graphical model using the precision matrix, where a
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spike-and-slab prior is used to enable the sparse estimation of the graph. The proposed

method not only achieves accurate prediction, but also makes the predictive model more

interpretable with statistical inferences on model parameters and prediction in the Fog

manufacturing. A simulation study and a real case example in a Fog manufacturing

are conducted to demonstrate the merits of the proposed model.

Keywords: Graphical model, Mixed responses, Spike-and-slab prior, Variable Selection.
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1 Introduction

Fog computing (also referred as Edge computing) techniques have served as an important

role in Industrial Internet of things (IIoT) for smart manufacturing systems. It provides

local and distributed computation capabilities. The concept of Fog manufacturing is de-

fined on integrating a Fog computing network with interconnected manufacturing processes,

facilitates, and systems. With local computation units (i.e., Fog units) close to the man-

ufacturing processes, the Cloud-based centralized computation architecture can be evolved

to a Cloud-Fog collaborative computation to provide higher responsiveness and significantly

lower time latency (Wu et al. 2017; Zhang et al. 2019). There is a trade-off between the

local computing efficiency on a Fog unit and the global collaborative efficiency of the cen-

tralized Cloud. Specifically, the speciality of Fog units can significantly speedup the local

computations, but it can pose significant challenges for the Cloud to assign the computation

tasks and supervise the heterogeneous Fog units. Besides, fluctuated computation capability

of the Fog units and intermittent communication conditions among the Fog units and the

Cloud make it even harder for the collaboration (Zhang et al. 2015). Therefore, computation

offloading methods have been widely investigated to enable efficient collaboration between

the Fog units and the Cloud with the consideration of constraints on resources.

In Fog manufacturing, the runtime performance metrics are often multivariate with mixed

types (Chen et al. 2018). These metrics include the CPU utilization (i.e., continuous re-

sponse), temperature of the CPU (i.e., continuous response), the number of computation

tasks executed within a certain time period (i.e., counting response), and whether the mem-

ory utilization exceeds certain thresholds (i.e., binary response). Prediction and uncertainty

quantification of these metrics are essential to support the computation in the Fog manu-

facturing, advancing analytics and optimization for high responsiveness and reliability (Wu

et al. 2017; Zhang et al. 2019). Based on the runtime performance metrics of these Fog

nodes, the Fog computing can dynamically assign computation tasks to different Fog nodes

(Chen et al. 2018). The manufacturing must provide responsive and reliable computation

services by meeting all requirements in runtime performance metrics. It is thus of great

importance to accurately predict runtime performance metrics of Fog nodes and quantify
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the uncertainty of prediction in task assignment and offloading problems.

As the runtime performance metrics are multivariate with mixed types, a simple method

is to model each individual metric separately. Clearly, such an approach overlooks the de-

pendency relationship among the metrics, resulting in inaccurate prediction associated with

high uncertainty. For example, as the increment in the executed number of computation

tasks per minute (i.e., counting response), the CPU utilization and temperature (i.e., con-

tinuous responses) will increase. Quantifying such dependency among mixed responses is

expected to improve the prediction accuracy. Moreover, by only providing point estimation

of mixed responses, the model prediction may not be trustworthy for those with high predic-

tion variance. Therefore, it calls for a joint model for the mixed responses with uncertainty

quantification. Towards predictive offloading, the objective is to jointly fit the mixed runtime

performance metrics with the capability of statistical inferences to quantify uncertainties of

the predicted metrics in Fog manufacturing.

In this work, we propose a Bayesian sparse multivariate regression for mixed responses

(BS-MRMR) to achieve accurate model prediction and, more importantly, to obtain proper

statistical inferences of the responses. The use of Bayesian estimation naturally enables

uncertainty quantification of model prediction. Both group sparsity and individual sparsity

are imposed on regression coefficients via proper spike-and-slab priors. The group structures

often occur in the runtime performance metrics prediction problem when the metrics at the

next time instance are regressed on two groups of predictors: the features extracted from the

current and previous metrics (i.e., Group 1) and the covariates of the computation tasks (i.e.,

Group 2). On the other hand, not all predictors are important within each group. Hence

the individual sparsity is also induced for better estimation of model coefficients. More-

over, the proposed method considers the conditional dependency among multiple responses

by a graphical model using the precision matrix, where a spike-and-slab prior is used to

enable the sparse estimation of the graph. A Gibbs sampling scheme is then developed to

efficiently conduct model estimation and inferences for the proposed BS-MRMR method.

The proposed BS-MRMR model not only achieves accurate prediction, but also makes the

predictive model more interpretable in the Fog manufacturing. Note that one can consider a
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two-step Bayesian method to model the multivariate mixed responses Bradley (2022), where

the first step transforms the multivariate mixed-responses to continuous responses, and the

second step models the transformed responses. However, the obtained model coefficients are

less interpretable since the transformation typically change the scale of the original responses.

Different from the recent work of Kang et al. (2021) on a penalized regression for multi-

variate mixed responses, the proposed BS-MRMR is a Bayesian approach with the following

key novelty. First, Kang et al. (2021) only imposes individual sparsity while the BS-MRMR

model takes into account of both the group and individual sparsity. Second, the model intro-

duced by Kang et al. (2021) cannot provide statistical inferences, such as prediction intervals

for the responses due to their complicated parameter estimation procedure. In contrast, the

proposed BS-MRMR model is able to quantify the uncertainty of the estimated parameters

and predicted responses within the Bayesian framework. It provides a comprehensive infor-

mation of prediction and uncertainty quantification to support the predictive offloading in

Fog manufacturing. Third, a careful investigation of the posterior distribution makes the

computation of the Gibbs sampling efficient for model estimation and inference.

The remainder of this work is organized as follows. The proposed BS-MRMR model and

the Gibbs sampling scheme are detailed in Section 3. A simulation study is conducted to

validate the BS-MRMR model in Section 4. Section 5 describes a real case study in Fog

manufacturing. Section 6 concludes this work with some discussions of future directions.

2 Literature Review

The joint modeling of mixed responses has attracted great attention in the literature. Various

existing studies focused on the bivariate responses. For example, Fitzmaurice and Laird

(1995) considered a bivariate linear regression model with a continuous and a binary response

via joint likelihood estimation. Yang et al. (2007) proposed to jointly fit a continuous and a

counting response, and evaluated the correlation between the bivariate responses varying over

time through a likelihood ratio test. These methods usually factorize the joint distribution

of two responses as the product of a marginal and a conditional distribution (Cox and

Wermuth 1992), which cannot be easily generalized for multivariate mixed responses in real

5



applications such as Fog manufacturing. Another direction of handling the continuous and

discrete variables is to consider the underlying latent variables for the discrete responses,

and then assume a multivariate normal distribution for such latent variables together with

other continuous responses. For example, Regan and Catalano (1999) introduced a latent

variable with a probit link function for a binary response and jointly modeled the continuous

response and the latent variable via a bivariate normal distribution. More related works

include McCulloch (2008); Deng and Jin (2015); Wu et al. (2018); Kang et al. (2021). The

advantage of introducing latent variables to characterize discrete responses lies mainly in

the well-defined correlation measures among multivariate normal responses. Therefore, the

hidden association between mixed responses can be quantified by this correlation. However,

such models involving latent variables are often computationally expensive, especially when

the number of predictor variables is large.

Modeling the mixed responses under the Bayesian framework is also studied in the liter-

ature. For example, Fahrmeir and Raach (2007) fitted ordinal and normal responses via a

Bayesian latent variable method, where covariate effects on the latent variables were modeled

through a semiparametric Gaussian regression model. Yeung et al. (2015) studied a dose-

escalation procedure in clinical trials by a Bayesian approach, where a logistic regression

and a linear log-log relationship were used respectively to model the binary and continuous

responses. Kang et al. (2018) proposed to fit the binary response conditioned on the contin-

uous response, where proper priors were used for enhancing model interpretation. However,

few Bayesian works have been conducted for the multivariate mixed responses. Li et al.

(2016) introduced a Bayesian conditional joint random-effects model for fitting longitudinal

data with normal, binary and ordinal responses by using latent variables for each response.

More Bayesian methods can be found in Dunson (2000); Zhou et al. (2006); Stamey et al.

(2013); Hwang and Pennell (2014); DeYoreo and Kottas (2018), among others.

There are few works of theoretical investigation on models of mixed responses under

the framework of either conditional models or latent variables. In the simple case where

there are only one binary and one continuous responses, Kürüm et al. (2016) adopted latent

variable to characterize the binary response and studied the asymptotic normality of their
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estimator. Recently, Kang et al. (2022) developed a generative model framework in which the

continuous response is fitted based on the multivariate normal property, and the multi-class

response is modeled and predicted via the linear discriminant analysis. They established

the asymptotic properties of their estimator in terms of both the classification accuracy for

the multi-class response and the prediction accuracy for the continuous response under some

regularity conditions.

In addition, the proper regularization on model parameters is often used in the joint

modeling of mixed responses for high-dimensional data to improve the model interpretation.

Kang et al. (2021) proposed to fit data with multiple mixed responses by imposing L1

penalties on the negative log-likelihood function and conducted the parameter estimation

based on the EM algorithm. Under the Bayesian framework, the spike-and-slab prior is

commonly used for inducing the sparsity in regression models (Wagner and Tüchler 2010). In

our application of runtime performance metrics prediction problem, particularly, the group

variable selection is necessary since predictor variables are naturally grouped by different

components (e.g., CPU, RAM, etc.) of Fog units. Hence the model coefficients may not

be properly estimated across different subsets of samples if only the individual sparsity is

imposed on the model. In this regard, applying a group sparsity on predictor variables is

important, especially when the multivariate responses are presented.

3 The Proposed Bayesian Sparse MRMR

For the proposed BS-MRMR model, we make the following assumptions. First, assume the

predictor variables are categorized into multiple groups and that a predictor is significant

requires its variable group is significant. Second, assume that the distributions of response

variables are from the exponential family. Third, assume that the hidden associations among

mixed response variables can be represented in the precision matrix of latent Gaussian dis-

tributed variables. Now we present the details of the proposed BS-MRMR model.

Suppose that the predictor variables are x = (X1, . . . , Xp)T and the multivariate mixed

responses are Y = (UT ,ZT ,W T )T . Here U = (U (1), U (2), . . . , U (l))T are the l-dimensional

continuous responses, Z = (Z(1), Z(2), . . . , Z(m))T are the m-dimensional counting responses,
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and W = (W (1),W (2), . . . ,W (k))T are the k-dimensional binary responses. To model the

relationship between the predictor vector x and the response vector Y , we consider a gen-

eralized linear model (GLM) for each individual response under appropriate link functions,

while their link functions of the mean parameters form a multivariate linear model with

respect to x. Specifically,

U (j)|µ(j), σ(j) ∼ N
(
µ(j), σ(j)2)

, j = 1, . . . , l,

Z(j)|λ(j) ∼ Poisson
(
λ(j)

)
, j = 1, . . . ,m,

W (j)|γ(j) ∼ Bernoulli
(
γ(j)

)
, j = 1, . . . , k, (1)

and

ξ = (µ(1), . . . , µ(l), log λ(1), . . . , log λ(m), log γ(1)

1− γ(1) , . . . , log γ(k)

1− γ(k) )T ∼ Nq(BTx,Ω−1),

where B = (βij)p×q is a p × q coefficient matrix with q = l + m + k. Here Nq represents a

q-dimensional multivariate normal distribution, and Ω is the precision matrix of the error

term ε by defining ξ = BTx + ε. It is seen that the ξ is a latent vector connecting the

multivariate mixed responses and predictor variables. The implication of Ω is to characterize

the conditional dependency relationship among the multivariate mixed responses U , Z, and

W . Denote the observed data as (xi,yi), i = 1, . . . , n. Without loss of generality, we write

ξi = BTxi + εi with εi ∼ Nq(BTxi,Ω−1). Hence the likelihood function can be expressed

in a proper manner. To conduct the parameter estimation from a Bayesian perspective, we

need to specify the priors for parameter matrices B and Ω, respectively.

3.1 Priors for Group and Individual Sparsity

Since the latent vector ξ follows the normal distribution, one can consider a conjugate prior

of normal distribution for parameters vec(B), where vec(·) is the vectorization operator.

However, such a prior does not encourage the sparsity on the coefficient matrix B. When

fitting data with multivariate mixed responses, one would expect that only certain subgroups

of predictor variables are related to the multivariate responses. Therefore, we would like to

impose an appropriate prior for matrix B to enable variable selection in the sense that only
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a few groups of predictor variables are selected and a few coefficients are nonzeros within

each selected group. Here we assume that the grouping of predictor variables is known.

In particular, we propose to adopt a spike-and-slab prior (Liquet et al., 2017; Ning et al.,

2020) on the parameter matrix B for sparse estimation of parameters at both the group and

individual levels.

Denote the data matrix by X = (x1,x2, . . . ,xn)T . To facilitate the presentation, let the

predictor vector x = (XT
1 ,X

T
2 , . . .X

T
G)T to be composed of G groups with Xg containing

pg predictor variables for g = 1, 2, . . . , G. Correspondingly, write X = (X1,X2, . . . ,XG)T and

the coefficient matrix B is partitioned as B = (BT
1 ,B

T
2 , . . . ,B

T
G)T , where Bg is a pg × q

matrix for the gth group of predictor variables. In order to enable variable selection for

both group and individual levels, we re-parameterize the coefficients matrix in each group

as Bg = V gB̃g, where V g = diag{τg,1, . . . , τg,pg} with τg,j ≥ 0 for j = 1, . . . , pg. The

role of τg,j in diagonal matrix V g is to control the sparsity of individual predictor variable

within a group. That is, τg,j = 0 corresponds to the jth predictor variable in the gth group

being excluded from the regression model. Based on the above consideration, we employ the

multivariate spike-and-slab prior for B̃g as:

vec(B̃T

g |Ω, π1) ∼ (1− π1)Npgq(0, Ipg ⊗Ω−1) + π1δ0(vec(B̃T

g )), g = 1, . . . , G (2)

τg,j|π2, σ
2
τ ∼ (1− π2)N+(0, σ2

τ ) + π2δ0(τg,j), g = 1, . . . , G; j = 1, . . . , pg (3)

π1 ∼ Beta(a1, a2), π2 ∼ Beta(a3, a4), σ2
τ ∼ IG(1, d),

where Ia denotes the a×a identity matrix, the notation ⊗ stands for the Kronecker product,

the symbol δ0(·) is the Dirac measure that denotes the point mass at 0, the symbol N+(0, σ2
τ )

represents a normal distribution N (0, σ2
τ ) truncated below at 0, and IG(a, b) is the inverse

Gamma distribution with its density function f(x) = bax−(a+1) exp(−b/x)/Γ(a). The prior

of B̃ in (2) enables the variable selection at the group level, with our prior belief of the entire

group Bg excluding from the model by the probability parameter π1. Similarly, the prior of

τg,j in (3) performs the variable selection at the individual level, with our prior belief of the

jth row of Bg excluding from the model by the probability parameter π2. Here we consider

a Beta prior for π1 to accommodate the potential domain-knowledge on the sparsity of the

model. When there is no pre-knowledge on which group of predictor variables are related
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with responses, one could consider a simple uniform prior Unif(0,1) by setting a1 = a2 = 1.

In this work, we adopt the suggestion in Scheipl et al. (2012) to use an informative Beta

prior Beta(20, 40), which is suitable for the high-dimensional data. Similarly, we adopt

Beta(20, 40) as the prior of π2 on the sparsity of individual predictor variable within each

group. In addition, the parameter σ2
τ in the prior distribution of τg,j in (3) controls the

shrinkage for the jth predictor variable in the gth group. A large value of σ2
τ may diffuse the

coefficient for the corresponding predictor variable, and a small value may produce a biased

estimated coefficient toward to zero. We thus use a conjugate inverse gamma prior IG(1, d)

for σ2
τ to determine its value from data, and adopt the “adaptive” idea for parameter d by

estimating it with the Monte Carlo EM algorithm, which is proposed by Liquet et al. (2017).

Specifically, in the kth EM iteration of estimating d, we update d(k) = E−1
d(k−1)(1/σ2

τ |rest),

where the posterior expectation of σ2
τ is replaced by the Monte Carlo sample average of σ2

τ

generated in the Gibbs samples based on d(k−1).

Next, we consider the prior of Ω for inferring the conditional dependency relationship

among responses. The conventional Bayesian methods for imposing sparsity on Ω are imple-

mented by the priors over the space of positive definite matrices constrained by fixed zeros.

However, such priors often result in the daunting computational burdens for the large di-

mension of response variables. To address this challenge, we adopt the prior of Ω = (ωij)q×q
in (4), which is a spike-and-slab prior similar as Wang et al. (2015) for efficient computation.

Ω|π3, σ
2
0, σ

2
1, λ ∼

∏
i<j

{
(1− π3)N (ωij; 0, σ2

0) + π3N (ωij; 0, σ2
1)
}∏

i

e(ωii;
λ

2 )I(Ω ∈ S+) (4)

π3 ∼ Beta(a5, a6),

where I(·) is the indicator function, S+ stands for the cone of symmetric positive definite

matrices, e(·) denotes the exponential distribution, and N (x; a, b) represents the density

function of N (a, b) evaluated at point x. The term (1 − π3)N (ωij; 0, σ2
0) + π3N (ωij; 0, σ2

1)

controls the sparsity on the off-diagonal elements ωij, and the term e(ωii;λ/2) shrinkages

the diagonal elements ωii. The prior of Ω in (4) is computationally efficient since it can

facilitate a fast block Gibbs sampler that updates the precision matrix Ω one column at

a time. While the conventional Bayesian methods update Ω in a one-element-at-a-time
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manner. In practice, the value of σ2
0 is set to be small, expressing our prior belief that

the corresponding ωij is 0. On the other hand, the value of σ2
1 is set to be large such

that the estimated ωij would be very different from 0. Wang et al. (2015) demonstrated

that when σ0 ≥ 0.01 and σ1/σ0 ≤ 1000, the MCMC will converge quickly and mix quite

well. Throughout this paper in the numerical study, σ0 and σ1 are set to be 0.1 and 3,

respectively. Here we consider an informative Beta prior for π3 to encourage the sparsity in

Ω by setting a5 = q and a6 = q(q − 1)/2, given the prior belief that π3 should be close to 0

to enhance the sparsity of Ω. We further consider to set hyper-parameter λ = q based on

the observation from empirical studies that the structures of Ω are insensitive to a range of

λ. Note that Wang et al. (2015) also suggested to fix λ to 5 or 10 if the predictor variables

are standardized.

3.2 Posterior and Inference

From Formula (1), we have the latent vector ξi = BTxi + εi with εi ∼ Nq(BTxi,Ω−1). Let

Ξ = (ξ1, ξ2, . . . , ξn)T be an n × q matrix. Based on the priors above, the full-conditional

distribution of unknown parameters conditional on the latent variable ξ and data is:

p(B̃,Ω, τ , π1, π2, π3, σ
2
τ |ξ)

∝p(σ2
τ )p(π1)p(π2)p(π3)p(B̃|Ω, π1)p(τ |π2, σ

2
τ )p(Ω|π3)

n∏
i=1

p(ξi|X, B̃,Ω, τ ).

See the full expression in Supplementary Materials A.1. As a result, the full-conditional

distribution of B̃g is

vec(B̃T

g |rest) ∼ (1− πBg)Npgq(vec(MT
g ),Ψpg ⊗Σ) + πBgδ0(vec(B̃T

g )) (5)

for g = 1, . . . , G, where Ψpg = (Ipg +V gXT
gXgV g)−1, M g = ΨpgV gXT

g (Ξ−∑G
k 6=g XkV kB̃k),

and

πBg = π1

π1 + (1− π1)|Ψpg |
q
2 exp

{
1
2tr(ΩMT

g Ψ−1
pg
M g)

} .
Detailed derivation of πBg is provided in Supplementary Materials A.2. Denote by B̃gj the

jth row of B̃g, and Xgj the jth column of Xg. Let B−gj represent the matrix B without the
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jth row of group g, and X−gj be the corresponding X without the jth column of group g.

The full-conditional distribution of τg,j is

τg,j|rest ∼ (1− πτgj
)N+(µgj, σ2

gj) + πτgj
δ0(τg,j), (6)

where σ2
gj = [tr(Σ−1B̃

T

gjXT
gjXgjB̃gj) + 1/σ2

τ ]−1, µgj = σ2
gjtr[Σ−1(ΞT − BT

−gjXT
−gj)XgjB̃gj],

and similarly we have

πτgj
= p(τg,j = 0|rest)
p(τg,j = 0|rest) + p(τg,j 6= 0|rest)

= π2

π2 + 2(1− π2)(σ2
τ )−

1
2 (σ2

gj)
1
2 exp

{
1
2
µ2

gj

σ2
gj

}
Φ
(
µgj

σgj

) ,
where Φ(·) is the cumulative distribution function for the standard normal variable.

The full-conditional distributions for π1, π2, π3 and σ2
τ are

π1|rest ∼ Beta
a1 +

G∑
g=1
I(B̃g = 0), a2 +

G∑
g=1
I(B̃g 6= 0)

 , (7)

π2|rest ∼ Beta
a3 +

G∑
g=1

pg∑
j=1
I(τg,j = 0), a4 +

G∑
g=1

pg∑
j=1
I(τg,j 6= 0)

 , (8)

π3|rest ∼ Beta
a5 +

∑
i<j

I(ωij 6= 0), a6 +
∑
i<j

I(ωij = 0)
 , (9)

σ2
τ |rest ∼ IG

1 + 1
2

G∑
g=1

pg∑
j=1
I(τg,j 6= 0), d+ 1

2

G∑
g=1

pg∑
j=1

τ 2
g,j

 . (10)

Next we examine the posterior distribution of Ω. To facilitate the expression, we introduce

latent variables zij and re-write the prior (4) as

p(Ω)| ∝
∏
i<j

N (ωij; 0, σ2
zij

)
p∏
i

e(ωii;
λ

2 ),

p(zij) = π
zij

3 (1− π3)1−zij ,

where zij = 0 or 1 according to whether ωij = 0 or not. Hence the variable zij follows

Bernoulli distribution with parameter π3. Now the full-conditional distribution of Ω is

p(Ω|rest) ∝ |Ω|α/2 exp{−1
2tr(ΩΘ)}

∏
i<j

{
exp(−

ω2
ij

2σ2
zij

)
} p∏

i

exp
(
−λ2ωii

)
, (11)

p(zij = 1|rest) = N (ωij; 0, v2
1)π3

N (ωij; 0, v2
1) π3 +N (ωij; 0, v2

0) (1− π3) ,
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where α = n+∑G
g=1 pgI(B̃g 6= 0) and Θ = (Ξ−XB)T (Ξ−XB) + B̃T

B̃. Sampling Ω from

its posterior (11) adopts the procedures described here:

Let H = (σ2
zij

)p×p be a symmetric matrix with zeros as its diagonal entries and (σ2
zij

)i<j
as its upper diagonal entries. Partition Ω, Θ and H as

Ω =

 Ω11, ϕ12

ϕ′12, ϕ22

 , Θ =

 Θ11, θ12

θ′12, θ22

 , and H =

 H11, h12

h′12, 0

 .
Consider a variable transform: (ϕ12, ϕ22) → (η = ϕ12, ζ = ϕ22 − ϕ′12Ω−1

11 ϕ12). Then the

conditional distributions of η and ζ are

η|rest ∼ N (−Σηθ12,Ση), and ζ|rest ∼ Gamma(α2 + 1, θ22 + λ

2 ),

where Ση = ((θ22 + λ)Ω−1
11 + diag(h12)−1)−1.

To construct matrix Ξ = (ξ1, ξ2, . . . , ξn)T in the posteriors, we sample ξi according to

f(ξi | yi,B,Σ) ∝|Ω| 12 exp
(
−1

2[ξi −BTxi]TΩ[ξi −BTxi]
) l∏
j=1

1√
2πσ(j)

exp {−(u(j)
i − µ(j))2

2σ(j)2 }

m∏
j=1

(λ(j))z
(j)
i exp (−λ(j))
z

(j)
i !

·
k∏
j=1

(γ(j))w
(j)
i (1− γ(j))1−w(j)

i , (12)

where a non-informative prior IG(1/2, 1/2) is assumed for the parameter σ(j)2, such that it

can be sampled from the conditional distribution

σ(j)2|rest ∼ IG
(

1
2 + n,

1
2 + 1

2

n∑
i=1

(u(j)
i − ξ

(j)
i )
)
, (13)

where ξ(j)
i is the jth element of ξi. See a derivation of Equation (12) in Supplementary Mate-

rials A.3. Therefore, the Gibbs sampling for the proposed BS-MRMR model is summarized

in Algorithm 1.
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Algorithm 1 Gibbs sampling for BS-MRMR model
repeat

Sample ξi by f(ξi | yi,B,Σ) from (12) and (13).

Sample B̃g from (14).

Sample τg,j from (6), and compute Bg.

Sample π1, π2, π3 and σ2
τ from (7) to (10).

Sample Ω from (11).

until Convergence

4 Numerical Study

In this section, we evaluate the performance of the proposed model, denoted as BS-MRMR,

by comparison with separate models 1) BS-GLM, 2) FS-GLM, and 3) a hierarchical general-

ized transformation (HGT) model (Bradley 2022). The BS-GLM method separately fits each

response using the Bayesian generalized linear model, with its variable selection conducted

according to the 95% credible intervals. The implementation of the BS-GLM method is con-

ducted by bayesglm(·) function in the R software. The FS-GLM method separately fits each

response on all the predictor variables via generalized linear model using the Lasso regular-

ization. Precisely, the continuous, counting and binary responses are fitted through linear,

Poisson and logistic regressions with Lasso penalties, respectively. This is implemented by

glmnet(·) function in the R software. The third benchmark HGT model was recently de-

veloped to transform mixed responses into continuous responses (Bradley 2022). The HGT

is a two-step model, where the first step samples latent continuous variables for the mixed

responses, and the second step estimates a Bayesian multivariate regression model for each

sample. The original article suggested to use a Bayesian mixed effects model as the second

step estimator. However, such a model does not consider group and individual sparsity. For

fair comparison, a sparse multivariate regression model called MBSGSSS (Liquet et al. 2017)

was selected to be the second step model here. In the rest of this manuscript, we denote the

HGT-MBSGSSS model as HGT for short.
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Regarding the dependency among multiple responses, we consider the following matrix

structures of Ω = (ωij)q×q.

• Scenario 1 Ω1 : ωij = 1{i=j} + 0.5|i−j|=1 + 0.3|i−j|=2 + 0.1|i−j|=3.

• Scenario 2 Ω2 is generated by randomly permuting rows and corresponding columns

of Ω1.

• Scenario 3 Ω3 : ωij = 0.5|i−j|.

• Scenario 4 Ω4: randomly and evenly divide the indices 1, 2, . . . , q into M groups. Let

ωjj = 1. Set ωjk = 0.4 for j 6= k if j and k belong to the same group and 0 otherwise.

• Scenario 5 Ω5 =

 CS(0.5) 0

0 I

, where CS(0.5) represents a 4×4 compound structure

matrix with diagonal elements 1 and others 0.5. 0 indicates a matrix with all elements

0.

Scenario 1 is a banded matrix representing each response is only correlated with its several

nearest responses. Scenario 2 disrupts such sparse structure but maintaining the same sparse

extent. Scenario 3 is an autoregressive model with its elements decaying as one moves away

from the diagonal. Scenario 4 is a random sparse matrix. Scenario 5 represents that the first

4 responses are correlated but independent from others. We generate n = 100 training data

to estimate the model and 100 testing data to examine the model performance, both of which

are from the multivariate normal distribution Np(0, σXI) with (1) p = 20, l = m = k = 2

and (2) p = 80, l = m = k = 5. Here we choose n = 100 as the training sample size to

stress the proposed model with a large number of parameters in comparison with the sample

size. For example, p = 20, l = m = k = 2 results in (p + 1)(l + m + k) = 126 linear model

coefficients to be estimated including the intercepts; and p = 80, l = m = k = 5 results

in (p + 1)(l + m + k) = 1215 linear model coefficient parameters. We also we consider a

simulation setting with n = 50, p = 80 to further evaluate the proposed model. The results

are summarized in the Supplemental Materials (Tables 5-7).

When p = 20, we take M = 3 for Scenario 4, and the coefficient matrix is divided into

4 groups with each group having 5 variables as BT
1 = (∗ ∗ 00 ∗ 05 ∗ ∗ 00 ∗ 05) and
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BT
2 = (05 ∗ ∗ 00 ∗ ∗ ∗ 00 ∗ 05), where ∗ represents that the corresponding columns are not

zeros generating from uniform distribution Unif(lB, uB), 0 represents that the corresponding

columns are zeros, and 0a represents that the corresponding a columns are zeros. When

p = 80, the value of M is set to be 5 in Scenario 4. We consider 6 groups of predictor

variables and divide coefficient matrix BT
3 = ((05,∗5) 020 (∗5,05) 010 (∗5,015) 010) as well

as BT
4 = (020 (05,∗5) (∗5,05) (∗5,015) 010 010). The observations of the response variables

are then generated based on Formula (1). The data generation parameters σX , lB and uB are

tuned to make sure that the counting observations in the response matrix for each setting

are within a reasonable range. We generate 10000 MCMC samples with the first 2000 draws

as burn-in period. The median values of the rest 8000 samples are taken as the parameter

estimates for the proposed model.

To evaluate the accuracy of model estimation, we consider the loss measures

L(B̂) =

√√√√∑p
i=1

∑q
j=1(Bij − B̂ij)2

pq
and L(Ω̂) =

√√√√∑q
i=1

∑q
j=1(Ωij − Ω̂ij)2

q2 ,

where B̂ and Ω̂ denote the estimates of matrices B and Ω. For gauging the performance of

variable selection in B̂ and sparsity imposed in Ω̂, we also consider FSL = false positive (FP)

+ false negative (FN). Figures 1 and 2 summarize via boxplots the results of two selected

scenarios of these loss measures for each method over 50 replicates. Note that parameter

estimation errors of the HGT method are not reported in Figure 1 since the HGT method

transforms responses into different scales, making it non-comparable with other methods.

Please refer to Tables 1 and 2 in Supplementary Materials for the full comparison results.
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Figure 1: Box plots of two selected scenarios for parameter estimation errors of B̂ and Ω̂ to

compare BS-MRMR (proposed), FS-GLM, and BS-GLM. See full results in supplementary

materials (Table 1).
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Figure 2: Box plots of two selected scenarios for variable selection errors of B̂ and Ω̂ to com-

pare BS-MRMR (proposed), FS-GLM, BS-GLM, and HGT. See full results in supplementary

materials (Table 2).

It is clear to see that the proposed BS-MRMR model generally outperforms other com-

pared methods for all the settings with respect to loss measures L(B̂), L(Ω̂), FSL(B̂),

and FSL(Ω̂). The proposed model produces the lowest values of losses and corresponding

standard errors, because it takes advantage of the association between responses and model

them jointly. Similar conclusion can be readily drawn by comparing the HGT model with

two separate GLM benchmark models. The main reason is that the BS-GLM and FS-GLM

methods fit data separately, losing the potential information of the response variables’ rela-

tionship. Specifically, when the number of predictor variables p = 20, the BS-GLM method

sometimes performs better than the FS-GLM for the loss L(B̂), but other times it is worse,
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depending on the structures of Ω and coefficient matrices B. When p increases to 80, the

FS-GLM method appears to be better regarding the loss L(B̂). Nevertheless, they are all

inferior to the proposed model. For the loss L(Ω̂), note that the separate modeling FS-GLM

cannot provide the correlation among responses. And the metric FSL(Ω̂) for HGT is not

accessible since the function “MBSGSSS” provided by Liquet et al. (2017) does not return

samples for Ω̂. In addition, regarding the loss FSL(B̂), the proposed BS-MRMR model

is substantially superior over the compared methods, implying that it is able to accurately

identify the group sparsity and individual sparsity within each group. We also observe that

the BS-GLM method performs better than the FS-GLM with respect to FSL(B̂). It is also

interesting to observe that the HGT model can have a comparable performance with the pro-

posed BS-MRMR model in terms of FSL(B̂). Note that, in the current implementation of

the HGT method, we adopted the default settings of hyperparameters in the supplemented

programming code in Bradley (2022). When comparing the loss FSL(Ω̂), the proposed BS-

MRMR model does not consistently outperform the BS-GLM, especially when the number

of responses increases from 6 to 15. The reason is that the BS-GLM only provides estimates

for diagonal elements in Ω̂, hence the loss FSL(Ω̂) tends to be smaller as the underlying Ω

becomes sparser.
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Figure 3: Box plots of two selected scenarios for prediction errors to compare BS-MRMR

(proposed), FS-GLM, BS-GLM, and HGT. See full results in supplementary materials (Ta-

bles 3-4).
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To further investigate the prediction performance of the proposed model, the root-mean-

square error (RMSE)
√∑100

i=1(yi − ŷi)2/100 is computed for the continuous and counting

responses via the testing data, denoted by RMSE(N) and RMSE(P ), where ŷi stands

for the corresponding fitted value. Naturally, we use the misclassification error rate (ME)∑100
i=1 I(yi 6= ŷi)/100 to compare the model performance on the binary response. The cut-

off point for the binary response estimates is 0.5. Figure 3 reports the prediction results

of the selected scenarios for the methods in comparison. Please see the full comparison

results in the Tables 3 and 4 in Supplementary Materials. We observe that the proposed

BS-MRMR model provides more accurate predictions on continuous, counting and binary

responses for all the settings. Specifically, it is slightly better than the compared methods

with respect to RMSE(N), and substantially better in terms of RMSE(P ) and ME. When

the number of predictor variables increases from 20 to 80, the proposed model performs

consistently well with the lowest loss values and standard errors. Such results demonstrate

that incorporating the association of responses in the proposed model will obviously improve

its prediction performance. In addition, we also observe that the FS-GLM and BS-GLM

methods occasionally have convergence issue when fitting the counting responses, yielding

high values of RMSE(P ) especially for larger p = 80. This is possibly due to some very

large values of counting responses in the datasets, which remarkably increases the difficulty

of modeling and hence causes convergence issue. In contrast, the relatively lower values of

RMSE(P ) produced by the proposed method demonstrate that the BS-MRMR model is

more robust than the compared approaches for the underlying multivariate datasets.

Figure 4 shows the trace plots of randomly selected parameters in the precision matrix

Ω and coefficient matrix B from one replicate for Scenario 1 and B3 when p = 80. It is

seen that the traces of the parameters fluctuate around the means with relatively stable

variation, indicating that the MCMC chains converge. Figure 5 displays the corresponding

autocorrelation functions of those parameters. The quick decrease of ACF in these plots

implies the fast convergence of the Gibbs sampling iterations. The rest of the parameters

present the similar patterns, and hence their plots are omitted. We further compare the

computation time for each method for the simulation study (p = 20,B1,Ω1). The average
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Figure 4: Trace plots for selected parameters from one replicate for Scenario 1 and B3 when

p = 80.

time for model estimation and prediction are summarized in Table 1. We note that the

long computation time of HGT could be due to the current implementation of the two-

step estimation procedure. Specifically, the implementation of HGT method firstly samples

latent continuous variables for the mixed responses, then estimates a Bayesian multivariate

regression model for each sample. Consequently, the estimation time of HGT is linearly

related to the number of samples obtained from the first step. It is worth to remarking that

there could be a computationally more efficient implementation by combining the Gibbs

sampler of HGT with the second step sampler (Bradley, 2022).
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Figure 5: ACF plots for selected parameters from one replicate for Scenario 1 and B3 when

p = 80.

Table 1: The averages and standard errors (in parenthesis) of computation time for the

numerical study with p = 20,B1,Ω1.

Estimation Time (s) Prediction Time (s)

FS-GLM 334.9 (5.854) 0.158 (0.004)

BS-GLM 0.035 (0.000) 0.001 (0.000)

HGT 67652 (108.5) 4.414 (0.041)

BS-MRMR 0.059 (0.001) 0.002 (0.000)

5 Case Study in Fog Manufacturing

This section investigates a real case study in a Fog manufacturing testbed for evaluating

the proposed BS-MRMR model. The three-layer architecture of this testbed is presented
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Figure 6: Fog manufacturing testbed and recommended computation pipelines. Redrawn

from Zhang et al. (2019) with authors’ permission.

in the left panel of Figure 6. In the top layer, a central computation unit (CPU: i7-6700k)

serves as the orchestrator to master the offloading of computation tasks and collect the

results from each Fog unit. In the middle layer, ten Raspberry Pi 3 devices are deployed as

Fog nodes with different computation capabilities and communication bandwidths. In the

bottom layer, seven manufacturing machines are connected to each Fog nodes, such that the

manufacturing process data from any machine can be collected by each of ten Fog nodes.

All the runtime performance signals (i.e., CPU and memory utilizations, temperature of

the Fog nodes, etc.) during the execution are stored locally in each Fog nodes based on a

Python program. For the computation tasks to be offloaded, the right panel of Figure 6

presents the computation pipelines with four sub-steps and multiple method options in each

sub-step following the definition described in Chen and Jin (2020). Here, each option from

one sub-step is treated as a computation task, and one sequence from sub-step 1 to sub-step

4 represents a computation pipeline. The predictive offloading methods aim at dynamically

assigning these computation tasks into different Fog nodes considering the responsiveness

and reliability as detailed in Chen et al. (2018). The offloading decisions are made based on

the prediction of the runtime performance metrics extracted from the runtime performance

signals.

To generate the runtime performance signals for analysis, an experiment of four factors

with two levels was conducted by the full factorial design in Table 2. There are 32 runs in total
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executed with two replicates for each treatment. The workflow of this Fog manufacturing

testbed in this experiment follows three steps: first, the computation pipelines to be offloaded

in sub-steps are selected following two task selection strategies, namely, (1) random selection

from all candidate pipelines, and (2) recommendation-based selection to choose the Top-

ranked pipelines suggested by a recommender system (see Chen and Jin (2020) for details);

Second, the orchestrator then provides the offloading decisions (randomly or following a

time-balanced offloading strategy) to assign sub-steps of the selected computation pipelines

to different Fog nodes for execution; Finally, Fog nodes check whether the dataset to support

the assigned sub-steps exists in their local storage according to the data storage strategy. A

Fog unit will download the necessary dataset from other Fog nodes or the orchestrator, then

will execute the assigned sub-step with runtime performance metrics recorded.

Table 2: Design of experiments for the analysis of runtime performance metrics (summarized

from Zhang et al. (2019) with authors’ permission).

Design Factors Level 1 Level 2

Task selection strategy Random selection Recommendation (Chen and Jin 2020)

Number of pipelines 5 10

Data storage strategy One copy on each Fog node 3 copies randomly stored on 3 Fog nodes

Offloading strategy Random offloading Time-balanced offloading

In this case study, the observational data are {xtf ,Y tf}, where tf = 1, . . . , nf is defined as

the tf -th sub-step that is assigned to the f -th Fog unit, f = 1, . . . , 10. The x
t
(1)
f

∈ R48 is the

predictor vector that contains two groups of features (i.e., Group 1: 11 summary statistics

of each of the three runtime performance signals; and Group 2: 17 dummy variables as

the embedding of the assigned sub-step) from a previous time instance. The Y
t
(2)
f

∈ R5 is

the response vector which contains five runtime performance metrics in mixed types when

executing the tf -th sub-step, i.e., continuous metrics: averaged CPU utilization Y1, averaged

temperature Y2; counting metric: number of sub-steps that can be executed within five

seconds Y3; and binary metrics: whether temperature exceeds a certain threshold Y4, and
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whether memory utilization exceeds a certain threshold Y5. In total, 3407 samples were

obtained from the total 10 Fog nodes. Each Fog unit has around 340 samples ordered by

timestamps when the samples are collected. The training data consists of the first 200

samples from each Fog unit, and the testing data consists of the remaining samples from

each Fog unit.

We compare the proposed BS-MRMR model with the FS-GLM, BS-GLM, and HGT

model. For the BS-MRMR, the values of hyperparameters of priors are the same as those

in Section 4 to encourage both group and individual sparsity for predictor variables. In

addition, 10000 MCMC samples from the proposed model are drawn with the first 2000 as

burn-in period. For the HGT method, we adopted the default settings of hyperparameters in

the supplemented programming code in Bradley (2022). For this real data of Fog manufac-

turing, there can be 12 hyperparameters in the HGT method. It would be very challenging

to carefully adjust hyperparameters to avoid the bias issue introduced by transformation.

One possibility may specify hyperparameters for the HGT methods using certain Bayesian

optimization techniques when the number of hyperparameters is large.

The averages and standard errors of loss measures RMSE(N), RMSE(P ) and ME

over all ten Fog nodes are summarized in Table 3. It can be readily observed that the

proposed BS-MRMR model consistently outperforms the frequentist and Bayesian separate

models, and HGT model for all types of responses. The BS-MRMR performs significantly

the best in the prediction of counting runtime performance metric, which may be attributed

to the shared information from other correlated metrics. We then further investigate the

estimated precision matrix Ω̂ and the corresponding correlation matrix. In Figure 7 (a),

the median values of Ω̂ and the estimated 95% credible intervals are visualized in matrix

bar plots with error bars. Note that the median values of Ω̂ are standardized in the range

of [−1, 1] with diagonal elements to be all ones. Figure 7 (b) plots the median values

of correlation matrix with 95% credible intervals, which are converted from the estimated

precision matrix. This correlation matrix well aligns with the generation of the runtime

performance metrics. For example, the counting metric Y3 is correlated with the continuous

metric Y1 (i.e., corr(ξ1, ξ3) = 0.218), since the number of sub-steps that can be executed
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in five seconds highly depends on the CPU utilization. As another example, Y2 is highly

correlated with Y4 (i.e., corr(ξ2, ξ4) = 0.637), since Y4 is generated by comparing Y2 with a

certain threshold. Besides, Figure 7 presents the sparsity of the estimated precision matrix

Ω̂ with narrow credible intervals, which demonstrates the effectiveness of the slack-and-slab

prior imposed in the precision matrix Ω.

Table 3: The averages and standard errors (in parenthesis) of loss measures for the real case

study in Fog manufacturing.

RMSE(N) RMSE(P ) ME

FS-GLM 1.345 (0.054) 102.9 (45.57) 0.058 (0.024)

BS-GLM 6.074 (1.344) 338.0 (52.65) 0.240 (0.055)

HGT 3.186 (0.366) 20.79 (5.723) 0.263 (0.023)

BS-MRMR 0.521 (0.044) 10.24 (0.434) 0.039 (0.012)

Figure 7: Estimated dependency (i.e., precision matrix) of the latent responses (i.e.,

ξ1, · · · , ξ5) from the BS-MRMR method, where the shadow bars present the median values,

and 95% credible intervals are presented in the form of error bars and labels on subplots.
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Moreover, we also investigate statistical inferences for the uncertainty quantification of

the predicted mixed metrics. Figure 8(a) reports the median of the predicted latent responses

ξ1, · · · , ξ5 by the BS-MRMR and the associated 95% credible intervals on the testing data. In

Figure 8, 95% credible intervals are presented by the shaded region, the median values of the

predicted latent variables are plotted in black solid lines, and the true responses are plotted in

blue dotted lines. Figure 8(b) and (c) report the prediction and the associated 95% credible

intervals on the testing data from the BS-GLM and HGT methods respectively. It is noted

that the true responses are mainly contained by the 95% credible intervals from the proposed

BS-MRMR model, while the 95% credible intervals of the BS-GLM and HGT do not perform

well to cover the true responses. The narrow credible intervals of the BS-MRMR model can

be attributed to the joint modeling of mixed responses and the quantification of hidden

associations among these mixed responses. Note that the narrow credible intervals indicate

low uncertainty in predicting runtime performance metrics. In addition, it is seen that the

BS-GLM with Poisson response provides unstable prediction, which leads to extremely large

credible intervals (see exp (ξ3) in Figure 8(b)). Besides, FS-GLM cannot provide uncertainty

quantification, hence its intervals are not available.

Table 4: Settings for sensitivity study with five factors and two levels at each factor.

Factors Level 1 Level 2

(a1, a2) (1, 1) (2, 2)

(a3, a4) (2p, p) (p, p)

(a5, a6) (q, q(q − 1)/2) (q, q)

(α, λ) (q/2, q) (q, q)

(σ0, σ1) (0.1, 3) (0.2, 2)

In addition, we also conduct the sensitivity analysis on the choice of priors with respect

to hyper-parameters in the proposed BS-MRMR model. Specifically, we set a full factorial

design for five pairs of hyperparameters as five factors with two levels for each factor. The

five factors and levels are listed in Table 4. The 10-fold cross validations are used to check the

prediction performance of the proposed method under 25(= 32) setting of hyper-parameters.
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Figure 8: The median of the predicted latent responses ξ1, · · · , ξ5 and the associated 95%

credible intervals on the testing data: (a) the proposed BS-MRMR, (b) the BS-GLM, (c)

the HGT.
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Detailed settings for 32 designs are summarized in Table 8 of the Supplementary Materials.

From the results, one can see there is not significant differences under different setting of

prior hyper-parameters, indicating that the proposed BS-MRMR method is not sensitive to

the choice of priors.

Table 5: Sensitivity study results to explore different combinations of priors. See detailed

settings of each run in Table 8 of the Supplementary Materials.

DOE RMSE Normal RMSE Poisson ME DOE RMSE Normal RMSE Poisson ME

1 0.515 (0.043) 10.281 (0.417) 0.051 (0.010) 17 0.517 (0.044) 10.248 (0.459) 0.053 (0.011)

2 0.516 (0.044) 10.141 (0.418) 0.055 (0.011) 18 0.510 (0.043) 10.234 (0.418) 0.054 (0.011)

3 0.520 (0.044) 10.325 (0.487) 0.055 (0.011) 19 0.521 (0.044) 10.385 (0.447) 0.051 (0.010)

4 0.519 (0.044) 10.227 (0.406) 0.056 (0.011) 20 0.519 (0.043) 10.490 (0.494) 0.052 (0.011)

5 0.514 (0.044) 10.341 (0.523) 0.050 (0.010) 21 0.525 (0.044) 10.239 (0.437) 0.053 (0.011)

6 0.515 (0.044) 10.291 (0.445) 0.051 (0.010) 22 0.517 (0.044) 10.224 (0.442) 0.055 (0.011)

7 0.522 (0.045) 10.303 (0.444) 0.055 (0.010) 23 0.518 (0.044) 10.406 (0.441) 0.053 (0.011)

8 0.524 (0.044) 10.367 (0.483) 0.055 (0.012) 24 0.522 (0.044) 10.170 (0.447) 0.052 (0.010)

9 0.517 (0.044) 10.289 (0.422) 0.054 (0.010) 25 0.529 (0.044) 10.318 (0.424) 0.055 (0.010)

10 0.515 (0.044) 10.225 (0.459) 0.053 (0.011) 26 0.519 (0.044) 10.185 (0.434) 0.055 (0.010)

11 0.517 (0.044) 10.285 (0.423) 0.054 (0.010) 27 0.517 (0.044) 10.225 (0.418) 0.051 (0.010)

12 0.515 (0.044) 10.218 (0.419) 0.051 (0.010) 28 0.518 (0.044) 10.366 (0.419) 0.052 (0.010)

13 0.518 (0.044) 10.284 (0.443) 0.053 (0.011) 29 0.520 (0.043) 10.310 (0.424) 0.052 (0.011)

14 0.513 (0.043) 10.405 (0.485) 0.053 (0.011) 30 0.515 (0.043) 10.386 (0.483) 0.052 (0.011)

15 0.525 (0.044) 10.521 (0.485) 0.051 (0.010) 31 0.515 (0.044) 10.285 (0.489) 0.053 (0.011)

16 0.521 (0.045) 10.193 (0.418) 0.054 (0.012) 32 0.515 (0.044) 10.359 (0.406) 0.056 (0.013)

To support predictive offloading in Fog manufacturing, the offloading method should

determine both the offloading strategies (e.g., randomly offloading, closest distance-based

offloading, etc.) and the offloading decisions by considering not only the predicted runtime

performance metrics, but also the uncertainty associated with the predictions. For example,

it is confident for the predictive offloading strategy to optimize the offloading decision based

on the accurate prediction with low prediction uncertainty. Thus, the offloading decisions

can be optimized via the algorithm in Chen et al. (2018) or Zhang et al. (2017) based on the

predicted runtime performance metrics. While the high prediction uncertainty will prevent

the adoption of the predictive offloading strategy, which highly depends on the accuracy of
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the predictions. Hence, other offloading strategies are preferred under this circumstance.

6 Discussion

This work develops a Bayesian regression for jointly modeling mixed multi-responses to

achieve accurate prediction and uncertainty quantification with meaningful model interpre-

tation. The proposed BS-MRMR method can quantify the hidden associations among mixed

responses to improve the prediction performance. As evidenced in the case study of Fog man-

ufacturing, the superior prediction performance of the BS-MRMR model with the capability

of uncertainty quantification demonstrates its merits to support predictive offloading in Fog

computing network. Not restricted to Fog manufacturing, the proposed method can also be

applied in other areas such as health care and material science.

There are several directions for future researches. One direction is to investigate how

to incorporate the quantified predicted uncertainty in the predictive offloading method by

formulating the offloading problem as a chance-constrained optimization problem. Then the

optimized offloading decisions can be more trustworthy to the performance of the predictive

models. Besides predictive offloading, the proposed BS-MRMR model also facilitates the

optimization of the Fog computing architecture by evaluating different designs based on the

predicted performance metrics. Another direction is to extend the proposed BS-MRMR

model to other types of responses such as censored outcomes and functional responses (Sun

et al., 2017). For example, one may consider the proposed method for functional mixed

responses, which considers runtime performance metrics as time series, hence providing more

informative prediction. Moreover, when the data are functional with no predictors available,

several statistical techniques such as spline and wavelet can be applied to create a set of

predictors. Then the proposed BS-MRMR method could accommodate such situations where

the priors for group and individual sparsity need to be modified accordingly. Finally, we note

that there are few theoretical results for the model of mixed multivariate responses due to

the complex structure in the responses. For the case of single binary response and single

continuous response, Kürüm et al. (2016) characterized the binary response using the latent

variable and established the asymptotic normality of their estimator. It will be an interesting
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to borrow their ideas to investigate the posterior consistency for the proposed BS-MRMR,

which is a Bayesian approach of using latent variables. Note that the proposed method

adopt the spike-and-slab priors to enable variable selection, additional techniques such as

Bayes factor are needed to investigate the estimation and selection consistency.

7 Supplementary Materials

The supplementary materials for this article contain the following: (1) detailed derivation of

full-conditional distributions; (2) detailed performance comparison in numerical study; and

(3) detailed full factorial design for sensitivity study of prior settings.
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Appendix A Detailed Derivation of Full-Conditional Dis-

tributions

A.1 Deriving p(B̃,Ω, τ , π1, π2, π3, σ
2
τ |ξ)

p(B̃,Ω, τ , π1, π2, π3, σ
2
τ |ξ)

∝p(σ2
τ )p(π1)p(π2)p(π3)p(B̃|Ω, π1)p(τ |π2, σ
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τ )p(Ω|π3)
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).

A.2 Deriving πBg

The full-conditional distribution of B̃g is

vec(B̃T

g |rest) ∼ (1− πBg)Npgq(vec(MT
g ),Ψpg ⊗Σ) + πBgδ0(vec(B̃T

g )) (14)

for g = 1, . . . , G, where Ψpg = (Ipg +V gXT
gXgV g)−1, M g = ΨpgV gXT

g (Ξ−∑G
k 6=g XkV kB̃k),

and

πBg = p(B̃g = 0|rest)
p(B̃g = 0|rest) + p(B̃g 6= 0|rest)

,
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where

p(B̃g = 0|rest) = π1 exp
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A.3 Deriving f(ξi | yi,B,Σ)
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Appendix B Detailed Performance Comparison in Nu-

merical Study

In this section, we summarized the performance comparison results for numerical study.

Specifically, the parameter estimation errors are summarized in Table 6; the variable selection

errors are summarized in Table 7; the prediction errors of p = 20 and p = 80 are summarized

in Tables 8 and 9, respectively.
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Table 6: The averages and standard errors (in parenthesis) of parameter estimation errors

of B̂ and Ω̂ for the comparison of BS-MRMR (proposed), FS-GLM and BS-GLM.

Ω1 Ω2 Ω3 Ω4 Ω5

L(B̂)

p = 20

B1

FS-GLM 0.460 (0.277) 0.322 (0.145) 0.388 (0.204) 0.547 (0.289) 0.632 (0.346)

BS-GLM 0.253 (0.007) 0.249 (0.007) 0.254 (0.007) 0.251 (0.007) 0.273 (0.007)

BS-MRMR 0.148 (0.005) 0.151 (0.005) 0.143 (0.006) 0.147 (0.005) 0.161 (0.007)

B2

FS-GLM 0.585 (0.304) 0.178 (0.004) 0.308 (0.112) 0.667 (0.246) 0.470 (0.191)

BS-GLM 0.244 (0.006) 0.241 (0.005) 0.255 (0.007) 0.249 (0.007) 0.278 (0.008)

BS-MRMR 0.141 (0.004) 0.138 (0.005) 0.149 (0.005) 0.154 (0.006) 0.156 (0.006)

p = 80

B1

FS-GLM 0.130 (0.006) 0.119 (0.001) 0.122 (0.003) 0.109 (0.001) 0.104 (0.001)

BS-GLM 0.226 (0.002) 0.225 (0.002) 0.223 (0.002) 0.202 (0.002) 0.194 (0.002)

BS-MRMR 0.081 (0.001) 0.083 (0.001) 0.082 (0.001) 0.078 (0.001) 0.083 (0.001)

B2

FS-GLM 0.122 (0.013) 0.102 (0.001) 0.101 (0.001) 0.091 (0.001) 0.086 (0.000)

BS-GLM 0.225 (0.003) 0.221 (0.002) 0.220 (0.003) 0.201 (0.002) 0.189 (0.002)

BS-MRMR 0.063 (0.001) 0.062 (0.001) 0.063 (0.001) 0.060 (0.001) 0.062 (0.001)

L(Ω̂)

p = 20

B1
BS-GLM 2.963 (0.171) 3.194 (0.201) 3.600 (0.380) 2.998 (0.199) 4.387 (0.685)

BS-MRMR 0.270 (0.004) 0.282 (0.005) 0.271 (0.004) 0.235 (0.005) 0.247 (0.004)

B2
BS-GLM 3.363 (0.276) 3.447 (0.288) 3.163 (0.285) 3.063 (0.223) 3.267 (0.293)

BS-MRMR 0.271 (0.003) 0.290 (0.004) 0.276 (0.005) 0.229 (0.005) 0.255 (0.005)

p = 80

B1
BS-GLM 1.238 (0.267) 0.801 (0.123) 1.081 (0.228) 1.004 (0.183) 0.500 (0.073)

BS-MRMR 0.196 (0.002) 0.197 (0.001) 0.200 (0.001) 0.173 (0.002) 0.168 (0.002)

B2
BS-GLM 0.865 (0.208) 0.728 (0.119) 0.897 (0.152) 0.563 (0.087) 0.800 (0.155)

BS-MRMR 0.188 (0.001) 0.190 (0.001) 0.193 (0.001) 0.164 (0.001) 0.169 (0.002)
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Table 7: The averages and standard errors (in parenthesis) of variable selection errors in B̂

and Ω̂ for the comparison of BS-MRMR (proposed), FS-GLM, BS-GLM, and HGT.

Ω1 Ω2 Ω3 Ω4 Ω5

FSL ˆ(B)

p = 20

B1

FS-GLM 0.327 (0.006) 0.332 (0.007) 0.334 (0.006) 0.308 (0.006) 0.320 (0.007)

BS-GLM 0.240 (0.005) 0.233 (0.005) 0.245 (0.005) 0.221 (0.005) 0.228 (0.005)

HGT 0.034 (0.005) 0.025 (0.005) 0.021 (0.005) 0.041 (0.005) 0.032 (0.005)

BS-MRMR 0.037 (0.005) 0.028 (0.005) 0.030 (0.005) 0.022 (0.004) 0.019 (0.004)

B2

FS-GLM 0.327 (0.006) 0.326 (0.005) 0.337 (0.006) 0.316 (0.007) 0.333 (0.008)

BS-GLM 0.240 (0.004) 0.244 (0.006) 0.240 (0.006) 0.222 (0.005) 0.230 (0.005)

HGT 0.026 (0.003) 0.078 (0.007) 0.037 (0.005) 0.034 (0.005) 0.023 (0.005)

BS-MRMR 0.025 (0.004) 0.023 (0.004) 0.029 (0.005) 0.028 (0.006) 0.021 (0.004)

p = 80

B1

FS-GLM 0.276 (0.003) 0.271 (0.003) 0.275 (0.003) 0.243 (0.002) 0.228 (0.002)

BS-GLM 0.207 (0.002) 0.206 (0.001) 0.203 (0.001) 0.193 (0.001) 0.186 (0.001)

HGT 0.045 (0.005) 0.039 (0.004) 0.036 (0.005) 0.035 (0.005) 0.026 (0.003)

BS-MRMR 0.031 (0.002) 0.030 (0.003) 0.031 (0.002) 0.029 (0.003) 0.027 (0.002)

B2

FS-GLM 0.232 (0.003) 0.225 (0.003) 0.229 (0.002) 0.195 (0.003) 0.171 (0.003)

BS-GLM 0.160 (0.002) 0.158 (0.002) 0.156 (0.001) 0.148 (0.001) 0.136 (0.001)

HGT 0.028 (0.002) 0.021 (0.002) 0.032 (0.003) 0.023 (0.002) 0.019 (0.002)

BS-MRMR 0.010 (0.002) 0.008 (0.001) 0.010 (0.001) 0.006 (0.001) 0.005 (0.001)

FSL ˆ(Ω)

p = 20

B1
BS-GLM 0.500 (0.000) 0.500 (0.000) 0.667 (0.000) 0.333 (0.000) 0.333 (0.000)

BS-MRMR 0.361 (0.012) 0.352 (0.011) 0.322 (0.013) 0.373 (0.016) 0.359 (0.017)

B2
BS-GLM 0.500 (0.000) 0.500 (0.000) 0.667 (0.000) 0.333 (0.000) 0.333 (0.000)

BS-MRMR 0.363 (0.012) 0.374 (0.014) 0.331 (0.012) 0.362 (0.014) 0.393 (0.016)

p = 80

B1
BS-GLM 0.240 (0.000) 0.240 (0.000) 0.347 (0.000) 0.133 (0.000) 0.053 (0.000)

BS-MRMR 0.359 (0.006) 0.360 (0.005) 0.395 (0.006) 0.301 (0.006) 0.279 (0.006)

B2
BS-GLM 0.240 (0.000) 0.240 (0.000) 0.347 (0.000) 0.133 (0.000) 0.053 (0.000)

BS-MRMR 0.356 (0.005) 0.346 (0.005) 0.385 (0.007) 0.291 (0.006) 0.277 (0.006)
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Table 8: The averages and standard errors (in parenthesis) of prediction errors under p = 20

for the comparison of BS-MRMR (proposed), FS-GLM, BS-GLM, and HGT.

Ω1 Ω2 Ω3 Ω4 Ω5

RMSE(N)

B1

FS-GLM 1.319 (0.009) 1.360 (0.012) 1.313 (0.013) 1.221 (0.011) 1.364 (0.011)

BS-GLM 1.312 (0.011) 1.348 (0.012) 1.308 (0.012) 1.201 (0.010) 1.343 (0.011)

HGT 1.301 (0.012) 1.417 (0.012) 1.428 (0.013) 1.315 (0.011) 1.313 (0.011)

BS-MRMR 1.265 (0.010) 1.297 (0.010) 1.263 (0.010) 1.167 (0.009) 1.310 (0.010)

B2

FS-GLM 1.323 (0.011) 1.359 (0.013) 1.334 (0.012) 1.247 (0.011) 1.350 (0.012)

BS-GLM 1.316 (0.012) 1.357 (0.014) 1.315 (0.012) 1.236 (0.013) 1.349 (0.011)

HGT 1.523 (0.015) 1.412 (0.013) 1.421 (0.012) 1.282 (0.010) 1.302 (0.011)

BS-MRMR 1.273 (0.011) 1.308 (0.011) 1.285 (0.011) 1.190 (0.010) 1.299 (0.011)

RMSE(P )

B1

FS-GLM 19.91 (2.553) 31.91 (9.315) 31.85 (7.867) 14.59 (1.053) 19.34 (2.350)

BS-GLM 29.85 (4.932) 48.06 (13.43) 57.34 (17.21) 17.50 (1.475) 33.70 (6.867)

HGT 15.55 (2.872) 13.02 (2.552) 14.77 (2.686) 15.53 (3.012) 16.48 (3.421)

BS-MRMR 11.05 (0.492) 11.59 (0.764) 11.90 (0.586) 10.07 (0.528) 11.07 (0.623)

B2

FS-GLM 22.52 (5.256) 19.33 (3.710) 19.09 (2.146) 19.09 (2.687) 20.03 (2.225)

BS-GLM 36.75 (11.15) 27.33 (4.860) 34.56 (8.600) 25.54 (4.575) 26.51 (3.284)

HGT 18.56 (3.235) 17.24 (3.642) 18.35 (3.854) 17.19 (3.256) 16.49 (2.985)

BS-MRMR 14.36 (2.683) 10.26 (0.486) 11.47 (0.492) 10.18 (0.711) 11.88 (0.728)

ME

B1

FS-GLM 0.301 (0.008) 0.294 (0.009) 0.326 (0.011) 0.294 (0.011) 0.259 (0.009)

BS-GLM 0.276 (0.005) 0.271 (0.005) 0.294 (0.008) 0.262 (0.007) 0.237 (0.007)

HGT 0.275 (0.006) 0.352 (0.006) 0.255 (0.006) 0.315 (0.006) 0.210 (0.006)

BS-MRMR 0.263 (0.006) 0.259 (0.006) 0.276 (0.006) 0.255 (0.006) 0.221 (0.005)

B2

FS-GLM 0.307 (0.010) 0.315 (0.009) 0.305 (0.008) 0.277 (0.008) 0.258 (0.009)

BS-GLM 0.270 (0.007) 0.278 (0.007) 0.277 (0.006) 0.254 (0.005) 0.240 (0.005)

HGT 0.276 (0.007) 0.292 (0.007) 0.289 (0.007) 0.254 (0.007) 0.192 (0.004)

BS-MRMR 0.257 (0.007) 0.266 (0.007) 0.263 (0.005) 0.240 (0.005) 0.231 (0.005)

40



Table 9: The averages and standard errors (in parenthesis) of prediction errors under p = 80

for the comparison of BS-MRMR (proposed), FS-GLM, BS-GLM, and HGT.

Ω1 Ω2 Ω3 Ω4 Ω5

RMSE(N)

B1

FS-GLM 1.511 (0.009) 1.528 (0.008) 1.525 (0.009) 1.382 (0.008) 1.469 (0.009)

BS-GLM 2.056 (0.029) 2.058 (0.030) 2.020 (0.028) 1.864 (0.027) 2.014 (0.034)

HGT 1.387 (0.010) 1.402 (0.009) 1.381 (0.008) 1.293 (0.008) 1.365 (0.009)

BS-MRMR 1.379 (0.009) 1.382 (0.008) 1.380 (0.008) 1.232 (0.007) 1.311 (0.006)

B2

FS-GLM 1.468 (0.008) 1.465 (0.008) 1.440 (0.007) 1.327 (0.007) 1.409 (0.009)

BS-GLM 1.937 (0.033) 1.985 (0.032) 1.945 (0.032) 1.826 (0.026) 1.896 (0.027)

HGT 1.377 (0.009) 1.427 (0.011) 1.347 (0.008) 1.245 (0.005) 1.295 (0.006)

BS-MRMR 1.342 (0.008) 1.346 (0.006) 1.328 (0.007) 1.204 (0.006) 1.273 (0.007)

RMSE(P )

B1

FS-GLM 23.45 (2.765) 27.43 (6.140) 19.29 (1.709) 10.42 (0.569) 7.053 (0.322)

BS-GLM 269.9 (32.45) 230.8 (26.75) 216.6 (33.99) 137.1 (26.53) 49.64 (11.10)

HGT 11.58 (2.325) 11.38 (2.266) 15.31 (3.643) 17.32 (2.897) 10.48 (1.925)

BS-MRMR 10.43 (0.290) 9.979 (0.273) 10.61 (0.333) 8.020 (0.290) 6.257 (0.246)

B2

FS-GLM 29.75 (9.125) 27.20 (8.636) 17.31 (2.888) 7.455 (0.453) 5.670 (0.231)

BS-GLM 238.6 (32.63) 232.1 (33.92) 171.5 (18.69) 105.2 (20.32) 35.92 (7.293)

HGT 9.870 (0.464) 8.970 (0.356) 9.129 (0.376) 9.812 (0.472) 9.823 (0.436)

BS-MRMR 8.752 (0.310) 8.210 (0.260) 8.052 (0.297) 5.950 (0.210) 5.154 (0.197)

ME

B1

FS-GLM 0.491 (0.004) 0.484 (0.004) 0.490 (0.003) 0.483 (0.004) 0.481 (0.004)

BS-GLM 0.448 (0.004) 0.451 (0.004) 0.443 (0.004) 0.439 (0.005) 0.419 (0.004)

HGT 0.388 (0.004) 0.344 (0.004) 0.356 (0.004) 0.335 (0.003) 0.362 (0.004)

BS-MRMR 0.335 (0.003) 0.344 (0.004) 0.335 (0.004) 0.315 (0.003) 0.296 (0.003)

B2

FS-GLM 0.480 (0.004) 0.488 (0.003) 0.486 (0.003) 0.481 (0.005) 0.467 (0.004)

BS-GLM 0.451 (0.005) 0.446 (0.004) 0.451 (0.004) 0.439 (0.004) 0.421 (0.004)

HGT 0.378 (0.004) 0.396 (0.004) 0.382 (0.004) 0.341 (0.003) 0.346 (0.004)

BS-MRMR 0.348 (0.004) 0.360 (0.004) 0.349 (0.004) 0.333 (0.004) 0.307 (0.003)

Besides the evaluation for the scenarios when n > p, we also consider the scenarios of

n < p where n = 50, p = 80. Similar results are summarized in Table 10 for the parameter

estimation errors L(B̂), Table 11 for the variable selection errors FSL, and Table 12 for the

prediction errors.
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Table 10: The averages and standard errors (in parenthesis) of parameter estimation errors

of B̂ and Ω̂ for the comparison of BS-MRMR (proposed), FS-GLM, and BS-GLM when

n = 50, p = 80.

Ω1 Ω2 Ω3 Ω4 Ω5

L(B̂)

B1

FS-GLM 0.127 (0.001) 0.127 (0.001) 0.125 (0.001) 0.121 (0.001) 0.118 (0.001)

BS-GLM 0.155 (0.001) 0.156 (0.001) 0.156 (0.001) 0.147 (0.001) 0.153 (0.001)

BS-MRMR 0.107 (0.001) 0.109 (0.001) 0.108 (0.001) 0.103 (0.001) 0.105 (0.001)

B2

FS-GLM 0.107 (0.001) 0.107 (0.001) 0.107 (0.001) 0.100 (0.001) 0.098 (0.001)

BS-GLM 0.139 (0.001) 0.142 (0.001) 0.141 (0.001) 0.132 (0.001) 0.139 (0.001)

BS-MRMR 0.082 (0.001) 0.084 (0.001) 0.083 (0.001) 0.080 (0.001) 0.078 (0.001)

L(Ω̂)

B1 BS-MRMR 0.205 (0.001) 0.208 (0.001) 0.203 (0.001) 0.173 (0.002) 0.161 (0.001)

B2 BS-MRMR 0.200 (0.001) 0.202 (0.001) 0.197 (0.001) 0.169 (0.001) 0.158 (0.001)

Table 11: The averages and standard errors (in parenthesis) of variable selection errors

in B̂ and Ω̂ for the comparison of BS-MRMR (proposed), FS-GLM, and BS-GLM when

n = 50, p = 80.

Ω1 Ω2 Ω3 Ω4 Ω5

L(B̂)

B1

FS-GLM 0.238 (0.001) 0.238 (0.002) 0.234 (0.002) 0.225 (0.001) 0.214 (0.001)

BS-GLM 0.396 (0.000) 0.396 (0.000) 0.396 (0.000) 0.396 (0.000) 0.396 (0.000)

BS-MRMR 0.078 (0.004) 0.078 (0.003) 0.083 (0.003) 0.072 (0.004) 0.064 (0.003)

B2

FS-GLM 0.185 (0.002) 0.185 (0.002) 0.187 (0.002) 0.168 (0.002) 0.162 (0.002)

BS-GLM 0.375 (0.000) 0.375 (0.000) 0.375 (0.000) 0.375 (0.000) 0.375 (0.000)

BS-MRMR 0.042 (0.002) 0.050 (0.003) 0.047 (0.002) 0.042 (0.003) 0.034 (0.002)
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Table 12: The averages and standard errors (in parenthesis) of prediction errors for the

comparison of BS-MRMR (proposed), FS-GLM, and BS-GLM when n = 50, p = 80.

Ω1 Ω2 Ω3 Ω4 Ω5

RMSE(N)

B1

FS-GLM 1.660 (0.018) 1.665 (0.014) 1.641 (0.014) 1.530 (0.010) 1.561 (0.010)

BS-GLM 2.226 (0.025) 2.228 (0.023) 2.218 (0.023) 2.007 (0.021) 2.112 (0.021)

BS-MRMR 1.524 (0.013) 1.533 (0.014) 1.521 (0.015) 1.391 (0.009) 1.427 (0.009)

B2

FS-GLM 1.551 (0.011) 1.556 (0.010) 1.520 (0.010) 1.406 (0.010) 1.478 (0.010)

BS-GLM 2.152 (0.020) 2.221 (0.024) 2.169 (0.021) 1.940 (0.017) 2.094 (0.023)

BS-MRMR 1.435 (0.011) 1.455 (0.009) 1.419 (0.011) 1.290 (0.009) 1.345 (0.009)

RMSE(P )

B1

FS-GLM 14.18 (0.910) 11.77 (0.555) 15.23 (3.660) 9.474 (0.437) 7.362 (0.385)

BS-GLM 12.02 (0.490) 10.66 (0.472) 10.92 (0.491) 9.270 (0.428) 7.527 (0.398)

BS-MRMR 11.67 (0.473) 10.38 (0.472) 10.61 (0.488) 8.852 (0.409) 7.073 (0.384)

B2

FS-GLM 9.336 (0.460) 9.380 (0.491) 9.952 (0.761) 6.411 (0.327) 5.225 (0.302)

BS-GLM 8.408 (0.351) 8.349 (0.339) 8.416 (0.346) 6.267 (0.274) 5.162 (0.281)

BS-MRMR 8.159 (0.346) 8.110 (0.333) 8.186 (0.346) 6.018 (0.273) 4.797 (0.274)

ME

B1

FS-GLM 0.486 (0.004) 0.492 (0.005) 0.489 (0.004) 0.502 (0.005) 0.485 (0.005)

BS-GLM 0.505 (0.004) 0.504 (0.005) 0.496 (0.003) 0.498 (0.004) 0.503 (0.005)

BS-MRMR 0.388 (0.005) 0.386 (0.006) 0.391 (0.005) 0.370 (0.005) 0.357 (0.005)

B2

FS-GLM 0.487 (0.005) 0.491 (0.004) 0.487 (0.004) 0.492 (0.004) 0.488 (0.005)

BS-GLM 0.492 (0.003) 0.503 (0.004) 0.506 (0.004) 0.499 (0.004) 0.507 (0.005)

BS-MRMR 0.393 (0.005) 0.392 (0.005) 0.397 (0.005) 0.390 (0.006) 0.352 (0.006)

Appendix C A Full Factorial Design for Sensitivity Study

of Prior Settings

In this section, we summarized the settings for a full factorial design with five factors in two

levels (see Table 13).
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Table 13: A summary of a full factorial design for sensitivity study of prior settings.

DOE (a1, a2) (a3, a4) (a5, a6) (α, λ) (σ0, σ1)

1 (1, 1) (2p, p) (q, q(q − 1)/2) (q/2, q) (0.1, 3)

2 (2, 2) (2p, p) (q, q(q − 1)/2) (q/2, q) (0.1, 3)

3 (1, 1) (p, p) (q, q(q − 1)/2) (q/2, q) (0.1, 3)

4 (2, 2) (p, p) (q, q(q − 1)/2) (q/2, q) (0.1, 3)

5 (1, 1) (2p, p) (q, q) (q/2, q) (0.1, 3)

6 (2, 2) (2p, p) (q, q) (q/2, q) (0.1, 3)

7 (1, 1) (p, p) (q, q) (q/2, q) (0.1, 3)

8 (2, 2) (p, p) (q, q) (q/2, q) (0.1, 3)

9 (1, 1) (2p, p) (q, q(q − 1)/2) (q, q) (0.1, 3)

10 (2, 2) (2p, p) (q, q(q − 1)/2) (q, q) (0.1, 3)

11 (1, 1) (p, p) (q, q(q − 1)/2) (q, q) (0.1, 3)

12 (2, 2) (p, p) (q, q(q − 1)/2) (q, q) (0.1, 3)

13 (1, 1) (2p, p) (q, q) (q, q) (0.1, 3)

14 (2, 2) (2p, p) (q, q) (q, q) (0.1, 3)

15 (1, 1) (p, p) (q, q) (q, q) (0.1, 3)

16 (2, 2) (p, p) (q, q) (q, q) (0.1, 3)

17 (1, 1) (2p, p) (q, q(q − 1)/2) (q/2, q) (0.2, 2)

18 (2, 2) (2p, p) (q, q(q − 1)/2) (q/2, q) (0.2, 2)

19 (1, 1) (p, p) (q, q(q − 1)/2) (q/2, q) (0.2, 2)

20 (2, 2) (p, p) (q, q(q − 1)/2) (q/2, q) (0.2, 2)

21 (1, 1) (2p, p) (q, q) (q/2, q) (0.2, 2)

22 (2, 2) (2p, p) (q, q) (q/2, q) (0.2, 2)

23 (1, 1) (p, p) (q, q) (q/2, q) (0.2, 2)

24 (2, 2) (p, p) (q, q) (q/2, q) (0.2, 2)

25 (1, 1) (2p, p) (q, q(q − 1)/2) (q, q) (0.2, 2)

26 (2, 2) (2p, p) (q, q(q − 1)/2) (q, q) (0.2, 2)

27 (1, 1) (p, p) (q, q(q − 1)/2) (q, q) (0.2, 2)

28 (2, 2) (p, p) (q, q(q − 1)/2) (q, q) (0.2, 2)

29 (1, 1) (2p, p) (q, q) (q, q) (0.2, 2)

30 (2, 2) (2p, p) (q, q) (q, q) (0.2, 2)

31 (1, 1) (p, p) (q, q) (q, q) (0.2, 2)

32 (2, 2) (p, p) (q, q) (q, q) (0.2, 2)
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