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Let the Computer Evaluate Your Idea – Evaluation Apprehension in 

Human-Computer Collaboration 

Individuals tend to hold back their ideas because they feel concerned about being 

evaluated. This leads to the untapped creative potential for organizations that 

depend on the creative abilities and ideas of their employees, as idea evaluation is 

essential for further developing and assessing creative ideas that inhibit the 

potential to turn into innovative products or services. In our research, we propose 

the use of AI-based computer systems for idea evaluation to address evaluation 

apprehension. With the help of an experiment (n=228), we test whether individuals 

feel concerned about evaluation when a computer evaluates their idea. Our results 

show that people do not feel evaluation apprehension when they present their idea 

to an AI-based system, but in contrast, feel concerned when they present their idea 

to a human. These findings contribute to the theory of evaluation apprehension but 

also to theories of human-computer collaboration and hold potential for companies 

to increase their creative outcome. 

Introduction 

Ambitious customer needs, newly emerging technologies, and an ever more connected 

society are putting companies in a constant position to produce and establish innovations, 

for which teamwork and effective collaboration has proven to be beneficial (Cui & Wu, 

2016; Pisano, 2015; Yan et al., 2018). The ability to come up with, appraise and further 

refine new and innovative ideas, involves a range of creative activities that, when 

deployed in a team, can unfold its full potential (Amabile & Pratt, 2016; Somech & 

Drach-Zahavy, 2013). In this context, the use of creativity techniques and effective 

collaboration are essential for the development of products and services, which, with the 

help of information and communication technology, can take place anywhere and at any 

time (Hoever et al., 2012; X. Wang et al., 2015).  



 

 

One established and well-investigated approach to support creativity is brainstorming, 

which on the one hand has shown to be beneficial when it is important to come up with 

many ideas. On the other hand, brainstorming leads to negative effects, such as production 

blocking and evaluation apprehension, that inhibit the overall creativity of the participants 

(Barki & Pinsonneault, 2001; Camacho & Paulus, 1995; Dennis & Williams, 2003). 

Evaluation apprehension is a major inhibitor when it comes to collaborative creativity 

(Zhou et al., 2019), as individuals “may not want to put forth wild ideas if they are afraid 

of losing credibility, having their idea rejected, or being humiliated” (Wilson, 2013, p. 

129). Studies have shown that social aspects, such as hierarchy, are factors that influence 

individual evaluation apprehension and subsequently lead to untapped creative potential 

and possible missed innovations (Zhou et al., 2019). Even though, organizations possess 

vast creative potential, fostering and encouraging creative contributions to overall 

enhance organizational effectiveness is often neglected (DiLiello & Houghton, 2008). 

Against this background, computer systems are increasingly being used that are 

specifically designed to promote creativity, ideation generation, as well as to allow ideas 

to be evaluated by other people (K. Wang & Nickerson, 2017). While these systems 

primarily serve to enable the user to enter and process ideas, technological progress, 

especially in the field of artificial intelligence (AI) is creating further opportunities to 

involve computer systems in a more intelligent and active way for example by generating 

or evaluating ideas (Siemon et al., 2022). Because of the increase in computing power, 

novel algorithms and faster, more available data have contributed considerably to AI 

maturing (Russell & Norvig, 2020). With this increase of computational intelligence, 

natural language processing becomes more capable, enabling an efficient and powerful 

human-computer interaction and collaboration (Aleksander, 2017; de Vreede & Briggs, 

2019; Diederich et al., 2022; Porra et al., 2019; Seeber et al., 2020). This has led to a 



 

 

recent increase in applications such as virtual assistants like IBM’s Watson, Apple’s Siri 

or Amazon’s Alexa within the public sector and systems like enterprise bots that are 

applied within organizations (Diederich et al., 2022; Lee et al., 2019; Maedche et al., 

2016; Stieglitz et al., 2018). AI is a versatile and often overused term that applies to 

several concepts, such as machine learning, neural networks, robotics and more (Russell 

& Norvig, 2020). In our research, and especially in the context of human-computer 

interaction, we define and use the term AI-based computer systems, which describe 

intelligent systems such as conversational agents or virtual assistants that interact with 

humans in a natural and intelligent way. 

However, these AI-based computer systems mainly focus on assisting activities by 

passively serving users within their work (Diederich et al., 2022; Gnewuch et al., 2017; 

Rzepka & Berger, 2018). By increasing the autonomy and independence of AI-based 

computer systems, their role within value creation changes (Siemon et al., 2022). For 

example, implementing such systems in collaboration scenarios, where the system has an 

active role in the collaboration process, results in computers becoming teammates 

(Gerber, 2009; Krämer et al., 2012; Nass et al., 1996; Seeber et al., 2019, 2020; Siemon 

et al., 2018). Subsequently, “computers have now taken on roles that go beyond being 

mere tools” (Nass et al., 1996, p. 669). Such hybrid intelligence, where humans and 

computers complement each other, can be used for organizational decision making 

(Dellermann et al., 2019; Jarrahi, 2018) and creativity-intensive processes, where 

creativity is needed to come up with novel ideas (Aleksander, 2017; Anderson et al., 

2018; Colton & Wiggins, 2012). 

Computers performing creative tasks (referred to as computational or artificial creativity) 

is considered as the final frontier of AI and describes a multidisciplinary endeavor of 

creating AI-based systems that are capable of human-level creativity (Besold et al., 2015; 



 

 

Colton & Wiggins, 2012). Already in the proposal that led to the famous Dartmouth 

conference, the term creativity was mentioned among other things as a key goal of AI 

(Boden, 2009; McCarthy et al., 2006). Regardless of whether people work together with 

computers or computers generate value on their own, new approaches on how AI can be 

involved in creative processes ensure that not only the capabilities but also the role of 

computers must be reconsidered and above all researched (Besold et al., 2015; Siemon et 

al., 2022). In this paper, we propose the use of AI-based computer systems that actively 

participate in creative processes by evaluating a user’s idea and thus providing feedback, 

as an approach to address evaluation apprehension. 

When an AI-based computer system interacts and even collaborates with humans 

(Loebbecke & Picot, 2015; McTear et al., 2016; Spinella, 2018), research is challenged 

to address and possibly refine existing theories on collaboration mechanisms and social 

factors in creative teamwork. Current research already provides evidence on how humans 

interact with AI-based computer systems (Nass et al., 1996) and how specific social 

mechanisms can be applied to the same extent as to human-human interaction (Nass & 

Moon, 2000). If an AI-based computer system visually appears human-like or shows 

human-like behavior, individuals tend to mindlessly apply social rules to computers and 

project onto them characteristics that are normally associated with humans (Nass & 

Moon, 2000). In creative tasks, such systems can be used to evaluate ideas in the early 

stages, where support is essential to further refine and develop an idea (Mumford et al., 

2012). Especially in the early stages of idea generation, evaluation apprehension is most 

present, as partially developed concepts can be misunderstood or criticized due to their 

incompleteness (Diehl & Stroebe, 1987). However, only limited research exists (Lubart, 

2005; Siemon et al., 2015), whether humans experience evaluation apprehension when 



 

 

working with AI-based computer systems on creativity-intensive tasks. Therefore, we 

aim to answer the research question:  

RQ: To what extent do humans experience evaluation apprehension when AI-based 

systems evaluate their idea? 

We address this research question with an online experiment, where we simulated an AI-

based idea evaluation system called “Alan” that assesses and comments on a user-

generated idea compared to a simulated human that evaluates an idea to the same extent. 

Prior to the idea generation, the participants fill out a survey to indicate their general fear 

of being evaluated, after which they are asked to write an idea that will further be 

evaluated. At this stage, the participants are introduced to the AI-based system or the 

human that is going to evaluate their idea. At this point, the participants are asked about 

their fear of being evaluated by that specific AI-based system or simulated human in order 

to find out the actual evaluation apprehension. The results indicate that participants that 

are introduced to the AI-based computer system feel significantly less evaluation 

apprehension than the participants introduced to the human idea evaluator. 

Theoretical Background 

Creativity and Evaluation Apprehension 

Creativity is an intangible term that can be associated with an outcome of a process, a 

person or a group, a process itself, or a way of thinking (Hennessey & Amabile, 2010; 

Runco & Jaeger, 2012). A well-accepted definition by Amabile (1983) says, that a 

creative outcome is novel and appropriate, useful, correct or valuable to a specific task. 

Also, creativity is an activity that is heuristic in nature and involves a process (Mumford 

et al., 2012). Creativity is divided into four different components; the creative process 

referred to as ideation, the idea as the output of the creative process, the individual 



 

 

carrying out the process and the environment around the process and the person (Basadur 

et al., 2000; Rhodes, 1961). In order to generate an idea, the creative process involves a 

variety of activities, such as different ways of thinking, the forming of associations and 

the combination of existing knowledge with the ability to perform mental leaps into 

different and novel dimensions of knowledge (Mumford et al., 2012). Researchers argue 

that this process consists of an interplay of divergent thinking, the process used to 

generate creative ideas by exploring many possible solutions, and convergent thinking, 

the process of fleshing out many ideas or one idea and getting a well-crafted solution 

(Mumford et al., 2012; Runco, 2003). Analogously, an idea is thus generated and 

evaluated again and again, i.e. expanded and (re)invented, as well as evaluated and 

improved (Hennessey & Amabile, 2010; Mumford et al., 2012). Idea generation pursues 

thereby the goal to form new associations, create novel thoughts and convert them into 

original ideas (Baer, 2014). While during idea evaluation these thoughts need to be 

evaluated according to their novelty and originality, as well as their feasibility, 

acceptability and effectiveness (Dean et al., 2006). During the creative process, the 

current state of the idea is constantly evaluated, refined and further developed, leading to 

a continuous improvement of the idea (Santanen et al., 2004). Thereby, the process of 

idea generation and idea evaluation do not have to take place consecutively, but can also 

happen simultaneously. Idea generation and evaluation are therefore two interlocking 

processes that often run synchronously (Runco, 2003). 

When generating ideas individually, these activities are restricted to the single individual 

that creates the idea and the environment that the individual is in (K. Wang & Nickerson, 

2017). In collaborative creativity, the environment is extended with other individuals that 

influence the collective performance with comments, further information, their ideas and 

other input, which are responsible for further enhancing existing ideas (Barczak et al., 



 

 

2010; Fink et al., 2012; Mamykina et al., 2002). This support is not solely due to different 

abilities, knowledge, and skills by each individual, but because of so-called synergetic 

effects that go beyond the sole sum of each individual’s performance (Paulus et al., 2012; 

Tasa et al., 2007). Those synergetic effects influence team performance and can support 

the creative process by fostering a mutual motivation and group awareness, but they also 

impair it due to cognitive overload, production blocking, social loafing or evaluation 

apprehension (Diehl & Stroebe, 1991; Karau & Williams, 1993; Zhou et al., 2019).  

Nevertheless, it is important to transform the initially generated thoughts into a mature 

and well-developed idea, even if negative synergistic effects exist due to the fear of 

criticism. Further refinement of the idea during or after ideation is of great importance to 

reach the full potential of an initial thought (Hung et al., 2017; Licuanan et al., 2007; 

Runco, 2003; Sawyer & DeZutter, 2009).  

For organizations using systematic innovation and idea management with internal 

employees and external users, the development and improvement of ideas is an essential 

aspect to consider before generated ideas are pursued further (Yan et al., 2018). Only 

mature ideas are presented to relevant decision-makers which can only then be pursued 

with financial resources. Therefore, it is important to evaluate ideas to correct the 

necessary weaknesses and recognize their potential (Licuanan et al., 2007). Besides the 

importance of idea evaluation, whether consecutively after an initial thought was 

generated or during ideation, the process often involves evaluation apprehension which 

causes individuals to hold back their ideas, and so subsequently, there is untapped creative 

potential (Zhou et al., 2019). Not only do ideas need to be evaluated within companies in 

order to improve them, but also in the area of crowdsourcing, where external stakeholders 

are used to contribute ideas or evaluate ideas (Zhao & Zhu, 2014). The crowd can thus be 

used to apply its extensive knowledge to ideas by evaluating individual ideas. In this 



 

 

context, too, evaluation apprehension prevails, since users who contribute their ideas are 

either afraid to put their ideas up for public evaluation or to have them evaluated by a 

committee (Kim et al., 2010). 

The theory of evaluation apprehension states that participants who are working in groups 

or teams are not presenting their more original ideas, because of the fear of negative 

evaluations from other members of the group (Diehl and Stroebe, 1987). The theory was 

first introduced in 1972, by Nickolas B. Cottrell, who argued that social aspects in the 

form of approval or disapproval by other humans are based on their assessment. The mere 

presence of others is already sufficient to produce arousal that triggers evaluation 

apprehension and distracts an individual within a creative process (Cottrell et al., 1968; 

Karau & Williams, 2001). Due to aspects such as losing credibility, having an idea 

rejected, or being humiliated, individuals tend to hold back wild, unfinished or unpopular 

ideas that however can be refined and further developed into valuable ideas (Zhou et al., 

2019). When an individual is surrounded by experts or superiors, evaluation apprehension 

is especially severe because of hierarchical structures (Zhou et al., 2019).  Evaluation 

apprehension is thus a variable that can be manipulated by creating different situations 

that can lead to fear of evaluation, such as surrounding an individual by experts, close 

friends or by the perception of being publicly judged (Kim et al., 2010). However, 

evaluation apprehension is also influenced by individual character traits such as self-

esteem, social desirability or anxiety and is therefore pronounced differently in people 

(Thomas et al., 1979). People with low self-esteem, anxiety or high social desirability 

tend to have higher evaluation apprehension. Since self-esteem and anxiety are personal 

characteristics that are constantly changing, fear of negative evaluation is also a changing 

personality trait that however can be manipulated very effectively. In summary, 

evaluation apprehension is an individual characteristic that manifests differently in each 



 

 

and every person and correlates with other psychological constructs such as self-esteem, 

anxiety and social desirability. However, evaluation apprehension can also be altered 

leading to different apprehensive feelings of being evaluated in individuals (Huang et al., 

2015; Simons & Turner, 1976). 

Research on evaluation apprehension is often conducted in the context of brainstorming 

and electronic brainstorming, where criticism shouldn’t be expressed during ideation 

(Dennis & Williams, 2003). With the rule of not expressing criticism and not evaluating 

ideas generated by others, brainstorming makes a fundamental demand to address 

evaluation apprehension. Nevertheless, especially in in-person brainstorming sessions, 

criticism can be expressed indirectly through facial expressions and body language 

(Dennis & Williams, 2003; Diehl & Stroebe, 1987). Ideas should be built upon and further 

refined, which means that ideas in a team must be presented to everyone. Since 

individuals already tend to hold back their ideas due to the presence of others, researchers 

and practitioners suggest mechanisms such as anonymity to manipulate evaluation 

apprehension, which can be particularly well implemented in digital scenarios (Connolly 

et al., 1990; Nunamaker et al., 1991; Shepherd et al., 1995).  When contributing 

anonymously, individuals are encouraged to be more open, honest and free in their 

participation and are willing to submit even unconventional and unpopular ideas for 

discussion and rating (Connolly et al., 1990; Jessup et al., 1990). However, when 

individuals are anonymized, negative effects such as social loafing or a harsh and 

disrespectful evaluation can occur (Chen et al., 2014; Connolly et al., 1990; Rao, 1992). 

Individuals tend to social loaf when they are not engaged in contributing, and general 

reciprocal behavior is undermined because of anonymity (Nunamaker et al., 1987; 

Shepherd et al., 1995). In addition, due to anonymity, comments tend to be more harsh 

and disrespectful, leading to an overall hostile evaluation (Wright, 2013; Zhou et al., 



 

 

2019). Subsequently, there is no clear recommendation and guideline for the use of 

anonymity, as it may address issues such as evaluation apprehension, but also leads to 

various performance losses. The effect of anonymity in creative processes is not 

consistent, as some studies have found no effects of anonymity (Jessup et al., 1990; Sosik 

et al., 1998) while others depict that anonymity encourages individuals to engage in social 

loafing and free-riding, leading to reduced team performance (Shepherd et al., 1995). The 

use of anonymity is therefore controversial, and other mechanisms and functionalities 

that support collaborative creativity are used primarily in digital creativity support. 

Artificial Intelligence in Creativity 

With the help of information technology, a variety of methods for supporting creativity 

have already been digitized (Gabriel et al., 2016; K. Wang & Nickerson, 2017). These 

digitized techniques aim to further support the creative process, by using different 

mechanisms and functions that information technology offers (Massetti, 1996). Computer 

programs or systems are capable of aiding users to complete tasks in various fields, 

ranging from engineering tasks and medical services to decision support and knowledge 

management support (Kraemer & King, 1988; Power & Sharda, 2009). Systems that have 

been designed for tasks in which creativity is necessary, including science studies, literary 

work, musical work, musical depiction, design, mathematics, and art (Gabriel et al., 2016) 

are called creativity support systems (CSS). 

Lubart (2005) divided the support provided by a CSS into four categories and figuratively 

named them: Computers as a nanny, as a pen-pal, as a coach or as a colleague. The nanny 

supports by monitoring the creative process, setting agendas and deadlines. The pen-pal 

helps by providing the possibility to receive, compose and distribute an idea; the coach 

represents a support system that helps with a specific method or with the system itself, 

e.g. by recommending other methods or steps within idea generation, and the computer 



 

 

as a colleague depicts an AI-based system that actively takes part in a creative process 

(Lubart, 2005). Lubart et al. (2005, p. 368) argue, that “it is possible to conceive of 

computers as real partners in the creative process intervening at different points in order 

to generate, evaluate, or refine ideas and bring them to full-fledged products.” The field 

of computational creativity, studies the building of such intelligent systems that exhibit 

creative behavior that is similar to humans (Colton & Wiggins, 2012). 

Due to the rapid increase in computing power and the exploration of new methods and 

algorithms, AI is now capable of forming associations and making mental leaps. What 

initially began as theoretical derivations and models, it is now possible (Besold et al., 

2015; Boden, 1998; Colton & Wiggins, 2012). Abilities that could initially only be 

attributed to living beings and especially humans can now be performed by AI (Besold et 

al., 2015). Although many researchers see creativity as something intangible and even 

mystical (Boden, 2004), others see creativity as something systematic and explainable, 

which means that "computers can- and do- exhibit the same kinds of behaviors that 

creative humans do" (Colton et al., 2009, p. 12). As one of the leading researchers in 

computational creativity, Margaret Boden argues that research on computational 

creativity in-fact, helped towards a better understanding of creativity and that 

combinatorial and transformational exploration can be performed by computers (Boden, 

2009). With said creative systems, individuals could use programs for creative tasks 

where the computer extends the human’s cognition and acts as a creative collaborator e.g. 

by evaluating, commenting and providing further feedback to an idea.  

For instance, Maher and Fisher (2012) developed an AI-based system that evaluates the 

novelty, the degree of surprise, the unexpectedness and the value of an idea. With the help 

of AI-based clustering methods, the distances of the key figures to other products are 

evaluated for the criterion novelty. The degree of unexpectedness is evaluated by 



 

 

comparing the development patterns, whereas, for the value of the idea, an adaptive 

function with a genetic algorithm is used (Maher & Fisher, 2012). A study by Varshney 

et al. (2019) deals with the automatic evaluation of a pool of ideas in the domain of 

culinary recipes. The evaluation of the novelty of recipes from a generated pool is done 

using the Bayesian Surprise method. Other approaches for AI-based idea evaluation that 

exist rely on methods like latent semantic analysis, latent dirichlet allocation and term 

frequency-inverse document frequency. Such AI-based evaluation methods can be 

compared to human expert evaluation (K. Wang et al., 2019). 

If such AI-based systems now take on a special role, task or activity like idea evaluation, 

they become equal partners and a collaboration scenario arises (Seeber et al., 2019; 

Siemon et al., 2018). For example, Hwang & Won (2021) found that “that participants 

consistently contributed more ideas and ideas of higher quality when they perceived their 

teamworking partner to be a bot” (p. 1). This leads to an active involvement in a 

collaborative creativity performance where theories of human-AI collaboration must be 

considered (Aleksander, 2017; Daugherty et al., 2018; Nass et al., 1996; Seeber et al., 

2019; Siemon et al., 2018; Strohmann et al., 2017).  

Computers are Social Actors 

When generally interacting with media, individuals tend to treat computers and other 

media as if they were humans (Reeves & Nass, 1996). This leads to the hypothesis that 

established communication and interaction theories on how humans behave and respond 

in human-human scenarios can be applied in the same extent to a human-AI scenario 

because “individuals’ interactions with computers, television, and new media are 

fundamentally social and natural, just like interactions in real life” (Reeves & Nass, 1996, 

p. 5). 



 

 

In a study from 1996, subjects were interdependently working with a computer in a team 

to create team affiliation with group dynamics like in human-human interaction. The 

results showed effects of being in a team, whereas the subjects experienced influence 

from the computer similar to group dynamics as in human-human teams (Nass et al., 

1996). By simply telling the subjects that they are working with a computer, they affiliate 

with computers in a team relationship and “display the same sorts of attitudes and 

behaviors as when working in teams with other humans” (Nass et al., 1996, p. 675). Many 

studies provide empirical evidence that computers can induce social reactions similar to 

those in human-human interaction scenarios (Rickenberg & Reeves, 2000; Sproull et al., 

1996). Besides increased cooperative behavior (Parise et al., 1999), social inhibition can 

occur in human-AI interaction, leading to an impaired collaboration. Experimental 

studies showed that individuals monitored by animated agents during individual tasks, 

feel anxiety leading to decreased task performance (Rickenberg & Reeves, 2000). 

Observations also showed that the presence of a robot during the performance of a task 

causes apprehension and generally induces social facilitation effects (Woods et al., 2005). 

The assumption seems obvious that humans mindlessly apply social responses towards 

computers in the same way that they do towards humans (Nass & Moon, 2000). Nass and 

Moon (2000) provide insights from a series of experimental studies that led to the origin 

of the computers are social actors paradigm with observations of anthropocentric 

reactions to computers. One aspect that has been studied in more detail is reciprocity, a 

social phenomena which means that individuals are willing to help or contribute when a 

team member also actively contributes (Kankanhalli et al., 2005). When a computer 

contributes, it triggers the mindless response of the individual feeling obliged to 

contribute as well, which is a major aspect of collaborative creativity (Nass & Moon, 

2000). Although studies have shown that traditional group dynamics, social responses, 



 

 

and general interaction theories can be applied to human-AI interaction, as there are 

“more similarities between human-human and human-machine interactions than 

differences” (Krämer et al., 2012), still, not all phenomena of human-AI interaction have 

yet been investigated. 

In order to develop individual ideas further, they have to be presented, evaluated and 

extended by others (DiLiello & Houghton, 2008). The aspect that one's own, possibly 

wild and unfinished ideas are evaluated and improved by others, leads to individuals 

feeling concerned and thus they tend to hold back their ideas (Zhou et al., 2019). 

Therefore, when people create an idea and subsequently present it to another person for 

evaluation, the fear of negative evaluation arises (Huang et al., 2015; Zhou et al., 2019). 

If this real person is replaced by an AI-based computer system, the question arises to what 

extent fear of evaluation is present. A fundamental property is that an AI-based system 

first reveals its identity to the user, in order to reach the perception of being an AI-based 

system (Luo et al., 2019). Theories of human-computer interaction and collaboration state 

that humans respond and behave similar to AI-based systems that possess human-like 

behavior, as to real humans (Isbister & Nass, 2000; Krämer et al., 2012; Nass & Moon, 

2000). This however depends on the fact that the AI-based system possesses and shows 

human-like behavior and that the individuals perceive it accordingly (Qiu & Benbasat, 

2009). Furthermore, AI-based systems with human-like characteristics can also evoke 

feelings of social presence, which emerges when interacting with human-like systems 

that transmit any kind of social cues (Verhagen et al., 2014). These indicators (i.e. social 

cues) can vary greatly and differ in verbal aspects such as giving tips or advice, as well 

as joking or excusing (Feine et al., 2019). In addition, visual cues (e.g. appearance) or 

invisible cues (e.g. response time) invoke social presence. Possessing a number of these 



 

 

cues, leads to the perception of humanness and social presence, which are both essential 

aspects of the computers are social actors theory (Qiu & Benbasat, 2009). 

Hypothesis Development 

It is important to design the AI-based computer system that evaluates the idea in such a 

way that users do not perceive it as human and also do not feel any social presence. 

Consequently, if an AI-based system is perceived as human and users feel social presence, 

it can be hypothesized that they will also feel evaluation apprehension when the system 

evaluates their idea. However, a system that is clearly perceived as an AI-based system 

should not elicit this. To measure whether the participant’s evaluation apprehension is 

affected by the idea evaluator (human or AI-based computer system), we need to measure 

the perceived humanness and social presence of both simulated idea evaluators. 

Therefore, perceived humanness and social presence are relevant preconditions for our 

manipulation, which is why we constitute a manipulation check (MC). 

MC: There is a significant difference in perceived humanness and social presence 

between the AI-based computer system and the human. 

Only if the manipulation is successful, we can continue with our first hypothesis. When 

the AI-based computer system takes over the role of idea evaluation, it can be assumed 

that people do not fear being evaluated, when it is perceived as less human and if the 

degree of social presence is less. Thus, we propose the following hypothesis: 

H1: There is a significant difference in evaluation apprehension between individuals 

presenting their idea to an AI-based computer system and individuals that present their 

idea to a human. 



 

 

At this point, it is important to mention that perceived humanness and social presence are 

preconditions for our hypothesis, but cannot serve as predictors for evaluation 

apprehension. The degree of perceived humanness and social presence does not influence 

the degree of evaluation apprehension, as evaluation apprehension is an individual trait 

(i.e. social anxiety) that develops over time based on experience with previous criticism 

and evaluation (Carleton et al., 2007; Leary, 1983; Zhou et al., 2019). In other words, a 

more human idea evaluator does not lead to less evaluation apprehension, but a human 

idea evaluator leads to evaluation apprehension. Thus, we define social presence and 

perceived humanness as measures for the manipulation check and not as predictors. 

Against this backdrop, evaluation apprehension is a characteristic that can be of varying 

in intensity (Carleton et al., 2007). People with low evaluation apprehension feel no or 

only limited fear of criticism, whereas people with high evaluation apprehension are 

generally very much deterred by a potential evaluation and are very likely to hold back 

their idea (Carleton et al., 2007; Zhou et al., 2019). As people with low evaluation 

apprehension do not fear being evaluated by other persons, we hypothesize that they also 

do not fear being evaluated by an AI-based system (H2a). However, of particular interest 

are individuals that fear being evaluated and therefore have a medium or high level of 

evaluation apprehension in general. In this case, an AI-based system would be beneficial 

to overcome evaluation apprehension, foster idea generation and thus reduce potentially 

missed ideas. Therefore, we hypothesize that individuals with medium (H2b) and high 

(H2B) evaluation apprehension do not fear being evaluated, when presenting their ideas 

to an AI-based system but feel being criticized when presenting their idea to a human. 

H2a: There is no significant difference in evaluation apprehension between individuals 

presenting their idea to an AI-based computer system and individuals that present their 

idea to a human for people with a low value of evaluation apprehension. 



 

 

H2b: There is a significant difference in evaluation apprehension between individuals 

presenting their idea to an AI-based computer system and individuals that present their 

idea to a human for people with a medium value of evaluation apprehension.  

H2c: There is a significant difference in evaluation apprehension between individuals 

presenting their idea to an AI-based computer system and individuals that present their 

idea to a human for people with a high value of evaluation apprehension.  

Furthermore, it is important, whether the use of an AI-based system can address 

evaluation apprehension for those that fear being evaluated. The objective of this study 

is, if an AI-based system can be utilized for evaluating ideas by lowering the fear of being 

criticized for individuals with a medium or high level of evaluation apprehension. 

Therefore, we hypothesize that individuals in the treatment condition (presenting their 

idea to an AI-based system) with a medium and high level of evaluation apprehension in 

general have a significant decrease in evaluation apprehension, when presenting their idea 

to an AI-based system. 

H3a: There is a significant difference between the general (i.e. individual) fear of being 

evaluated and the experienced evaluation apprehension when presenting their idea to an 

AI-based system for people with a medium value of evaluation apprehension. 

H3b: There is a significant difference between the general (i.e. individual) fear of being 

evaluated and the experienced evaluation apprehension when presenting their idea to an 

AI-based system for people with a high value of evaluation apprehension. 

H3c: There is no a significant difference between the general (i.e. individual) fear of 

being evaluated and the experienced evaluation apprehension when presenting their idea 

to an AI-based system for people with a low value of evaluation apprehension. 



 

 

To better understand the hypothesis, figure 1 presents the conceptual model of the 

developed hypotheses. 

 

Figure 1. Conceptual model and hypothesis visualization 

Methodology 

In order to address our research question and test our hypotheses, we conducted an online 

experiment. We chose an experimental study to maximize internal validity (Karahanna et 

al., 2018) and to be able to validate if any observed differences in experienced evaluation 

apprehension, i.e. the dependent variable are caused by our manipulation, i.e. the 

evaluation by a human or an AI-based system (independent variable) (Brewer & Crano, 

2000). We followed the Wizard of Oz approach (Riek, 2012), in which the intelligent 

system is simulated to suggest the appearance of an AI to the subject. This type of 

experiment dates to 1789 and is often utilized in studies involving interaction with AI-

based systems (Dahlbäck et al., 1993; Riek, 2012). In our experimental design, a human 

(the subject) assumes to interact with an autonomous (in the sense of AI) system, to assess 

his or her perception, reactions, and behaviors towards the AI-based system. 
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A total of 228 people (male = 115, female = 100, diverse = 1, no answer = 2) took part in 

our experiment, which was distributed through personal contacts, student mailing lists, 

social media and online forums. More than half of the participants (56.8%) are between 

18 – 29 years old, whereas 19.47% are between 30 – 39, 5.33% between 40 – 49, 3.20% 

between 50 – 59, 1.33% over 60 and 1.07% under 18. 0.80% did not provide information 

about their age. The highest educational degree of 40.80% of the participants is a 

university degree, whereas of 18.13% it is a college degree. 12.53% have a polytechnic 

degree, 6.93% have an apprenticeship, 1.87% have a doctorate, whereas 6.93% do not 

have a degree and 14,68% did not answer this question. Participants are mostly students 

(39.20%) or are working in fields such as social care, commercial services, trade, 

distribution, hotel and tourism, economics, computer science, logistics, security, 

administration or others. Participation was not mandatory and was not remunerated. The 

experiment took about 15 minutes to complete.  

Experimental Design and Procedure 

Our experiment follows a between-subject design, where participants experience either 

the experimental (EG) or the control condition (CG) (große Deters et al., 2019). As 

several characteristics of the participants can introduce variation (Shaughnessy et al., 

2000), an automated randomization was performed by a PHP function (Math.random()) 

in the simulation, resulting in random distribution of participants to either the 

experimental group (EG, n =117) or the control group (CG, n = 111). The procedure of 

the experiment is as follows. 

After a greeting of the participants and a short introduction to the upcoming task, the 

participants were asked to conduct an initial survey. This survey includes demographics 

and the BFNE-R (brief fear of negative evaluation scale – revised) inventory, which 

measures the general fear of being evaluated (Carleton et al., 2007). The participant is 



 

 

then randomly introduced to a partner who is either a simulated AI (EG) or a simulated 

human (CG). The AI-based system is named Alan and introduces itself as a creative agent 

and thus reveals its identity as being an AI-based system (Luo et al., 2019). The human 

partner is named Phillip Stoecker, which is a generic name, produced randomly using a 

name generator. Alan has an avatar based on an openly available icon, representing an 

AI-based system, whereas Philipp Stoecker has a picture from a stock picture website. To 

control extraneous variables and observe a true effect of the manipulation, except for their 

names, both introduced themselves identically and explained their task and role in the 

experiment. To simulate a connection establishment with the real human (Philipp 

Stoecker), a short delay of 5.5 seconds was built in. Table 1 shows how Alan and Philipp 

Stoecker introduced themselves to the participants.  

Table 1. Introduction of Alan and Philipp Stoecker 

  

Alan 
  

Philipp Stoecker 

"Hello, I'm Alan. I am a creative agent and will 

support you with comments, feedback and a 

subsequent evaluation of your idea. I was 

programmed to understand and evaluate your idea. 

I will pay special attention to how innovative and 

feasible your idea is." 

"Hello, I'm Philipp Stoecker. I will support you 

with comments, feedback and a subsequent 

evaluation of your idea. I will pay special attention 

to how innovative and feasible your idea is.” 

 
After this introduction, and before the participants started to work on their idea, they were 

again asked to carry out a short survey. This survey contains the BFNE-R inventory, 

which is tailored to the corresponding process of idea generation and idea evaluation 

necessary in the subsequent step. After this second survey, the participants were asked to 

write down an idea for a task. The idea must have a minimum length of 400 characters, 



 

 

which ensures that the participant deals with the problem and develops a sufficient idea. 

A generally known problem was chosen as the task, which does not require special 

expertise and requires as little personal involvement as possible. The following task was 

presented to the participant: 

"Mobility means freedom, independence and self-determination but also a lot of problems 

for people and the environment. Think about a new and innovative idea for a sustainable 

mobility of the future. This could be a product (e.g. innovative vehicle), a service or a 

new type of process. Be creative!" 

Again, both Alan and Philipp Stoecker used the same words in this step. After the idea 

generation, the idea is sent and an evaluation of the idea takes place. With Philip Stoecker, 

an artificial delay of a of total 175 seconds is built-in (i.e. the average time to read an idea 

of 400 characters in length and formulate a series of comments and evaluations), 

simulating the activity to read the idea and work out an evaluation. In Alan's case, only a 

delay of 4 seconds is built-in. Thereupon an evaluation with numerous comments is 

displayed which is a generic evaluation that addresses different general aspects of an idea 

and identical for both, Alan and Philipp Stoecker (see Appendix). After that, a final 

survey was carried out including a manipulation check where participants assessed the 

perceived humanness (PH) and social presence (SP) of Alan or Philipp Stoecker as well 

as further open questions (OQ) on AI in idea evaluation. Figure 2 provides an overview 

of the experimental design. 

 

Figure 2. Overview of the experimental design 



 

 

Measures 

In 1969, Watson and Friend developed the fear of negative evaluation scale (FNE), a 30-

item self-rated questionnaire to measure evaluation apprehension. This widespread scale 

measures the feeling of concern about other people's evaluation; the disappointment with 

these negative evaluations and the expectation that others will leave negative evaluations 

(Watson & Friend, 1969). The scale relates to the feeling of unease of being evaluated 

“unfavorably while anticipating or participating in a social situation” (Hofmann & 

DiBartolo, 2014, p. 455). As its utility is limited by length, Leary (1983) developed the 

Brief-FNE, a reliable 12-item scale representing a workable alternative to the FNE, that 

was later revised by Carleton et al. (2007) resulting in the BFNE-R scale. In our study, 

we used the German version of the BFNE-R (called FNE-K1) that was translated and 

validated with four different studies in 2015 by Reichenberger et al. “The scale 

demonstrated appropriate test-retest reliability, convergent and discriminant validity, 

criterion validity” (Reichenberger et al., 2015, p. 169) and was therefore used to assess 

evaluation apprehension in the experiment. We used the measure two times during the 

experiment; at the beginning to assess the general fear of negative evaluation2 and directly 

before the idea generation to assess the fear of (possible) negative evaluation3 by Alan or 

Philipp Stoecker (see Figure 2). The measure was answered on a 5-point Likert scale 

(1 = low, 5 = high). 

 

1 We will continue to use the English abbreviation, BFNE-R 

2 We use general BFNE-R for the general fear of being evaluated of our participants  

3 We use BFNE-R for the evaluation apprehension the participants experience prior to their idea 

generation and idea evaluation 



 

 

A manipulation check was included within the last survey to ensure how human the 

participants perceived Alan and Philipp Stoecker and how they rated the social presence 

of both. We used the perceived humanness measure (6 items) by Holtgraves & Han 

(2007), which was measured on a 7-point Likert scale (1 = high, 7 = low) and the social 

presence measure (5 items) (Gefen & Straub, 2004), which was also measured on a 7-

point Likert scale (1 = high, 7 = low) as used by Qiu & Benbasat, (2009). Furthermore, 

open questions regarding the idea evaluation by Alan (only in the experimental condition) 

and the overall perception of the idea evaluation were asked (both groups). All measures 

can be found in the Appendix. 

Data Analysis and Results 

Data was analyzed by means of descriptive analyses, confirmatory factor analysis and a 

series of Mann-Whitney-U tests to understand if our manipulation led to a significant 

difference in our dependent variable. All analyses were carried out using the statistical 

computing software RStudio (Version 1.2.5033). Due to non-normally distributed data 

(see Table 3) and the use of ordinal scales (Wu & Leung, 2017), we chose the 

nonparametric Mann-Whitney-U test for our two independent groups. We used 

confirmatory factor analysis to test our measures, which showed that all items have 

significant (significance level of p ≤ .001) positive factor loadings ranging from .611 to 

.930. Furthermore, we calculated composite reliability (CR) and average variance 

extracted (AVE), both indicating reliable factors (Urbach et al., 2010) (see Table 2 and 

Table 3). 

Manipulation Check 

To indicate whether our manipulation was successful and Alan was perceived less human 

than Philipp Stoecker, a Mann-Whitney-U test was computed, as again, ordinal scales are 



 

 

used and data is not normally distributed. The Mann-Whitey-U test, comparing the 

perceived humanness and social presence between both groups indicates, that Alan was 

perceived less human than Philipp Stoecker (W = 3896, p = .003) and a higher social 

presence was experienced with Philipp Stoecker than with Alan (W = 3847, p = .004). 

Therefore, our manipulation was successful. 

Table 2. Perceived humanness and social presence of Alan and Philipp Stoecker 

Construct MEG MCG SDEG SDCG Cronbach’s 
alpha 

CR AVE Shapiro 
Wilk 

Perceived humanness 
(Survey #3) 

3.65 3.09 1.50 1.32 .928 .932 .697 W = .95 

p < .01 

Social presence 
(Survey #3) 

4.33 3.69 1.61 1.41 .938 .939 .757 W = .96 

p < .01 

 

Results regarding hypothesis 1 

As our manipulation was successful (MC), we continue to test hypothesis 1, answering 

whether there is a significant difference in evaluation apprehension between individuals 

presenting their idea to an AI-based computer system and individuals that present their 

idea to a human. Table 3 shows the descriptive data of the BFNE-R measures of the 

experimental group and control group and the general BFNE-R value (general fear of 

being evaluated) of the whole sample. To test hypothesis 1 (H1), we computed a Mann-

Whitney-U test of the BFNE-R values of the experimental group and the control group. 

The results show that there is a significant difference (W = 9742, p < .01), concluding 

that hypothesis 1 (H1) is supported. To cross-check the difference, we calculated a Mann-

Whitney-U test between the general BFNE-R value of experimental group (M = 3.09) 

and the control group (M = 3.04), resulting in no significant difference between the 

groups (W = 6022, p = 0.343). Thus indicating that a distribution between people that 

generally fear being evaluated and people that don’t fear being evaluated is even. 



 

 

 

Table 3. Descriptive data and Cronbach’s alpha of BFNE-R 

Construct N M SD Cronbach’s 
alpha 

CR AVE Shapiro 
Wilk 

General BFNE-R 
(Survey #1) 

228 3.09 0.87 .94 .944 .592 W = .98 

p < .01 

BFNE-R (EG) 
(Survey #2) 

117 2.02 0.90 .96 .957 .654 W = .90 

p < .01 

BFNE-R (CG) 
(Survey #2) 

111 2.67 1.03 .96 .962 .682 W = .93 

p < .01 

Results regarding hypothesis 2 

In the next step, we analyzed the total sample of our study regarding their general fear of 

being evaluated (general BFNE-R) in order to test, whether there are significant 

differences in evaluation apprehension between individuals presenting their idea to an 

AI-based computer system and individuals that present their idea to a human for people 

with a low, medium or high value of evaluation apprehension. Figure 3 shows the results 

of the general BFNE-R of all participants or our study. 

 

Figure 3. BFNE-R of the participants 



 

 

The population was divided into three different groups, representing participants with a 

low general fear of negative evaluation (FNElow), medium general fear of negative 

evaluation (FNEmed) and high general fear of negative evaluation (FNEhigh). Clustering 

was performed by means of the R package Ckmeans.1d.dp, a procedure for optimal k-

means clustering in one dimension (H. Wang & Song, 2011). This resulted in three groups 

with n = 49 for FNElow (Cluster center = 1.81, Min = 1.00, Max = 2.33), n = 95 for 

FNEmed (Cluster center = 2.97, Min = 2.42, Max = 3.42) and n = 84 for FNEhigh (cluster 

center = 3.97, Min = 3.50, Max = 5.0). Table 4 also shows the distribution between the 

experimental group and the control group according to their general BFNE-R cluster. 

Table 4. BFNE-R for each cluster 

Cluster NEG NCG BFNE-R 

MEG 

BFNE-R 

SDEG 

BFNE-R 

MCG 

BFNE-R 

SDCG 

Low 25 24 1.54 0.57 1.80 0.77 

Medium 44 51 2.05 0.80 2.79 0.94 

High 48 36 2.24 1.03 3.07 0.98 

 

Of particular interest are the participants with a high value of general fear of being 

evaluated and those with a medium value and the question of whether there is a significant 

difference within the experimental group and the control group in their experience 

evaluation apprehension prior to presenting their idea. To validate these hypotheses, we 

computed a set of Mann-Whitney-U tests. The results show a significant difference 

between the experimental group and control group for the cluster FNEhigh (W = 477, 

p < .01) and for the cluster FNEmedium (W = 623, p < .01). The cluster FNElow, 

representing individuals with a low fear of negative evaluation, had no significant 

difference between the experimental and control condition (W = 241, p = 0.24). 

Therefore, hypotheses 2a, 2b and 2c are supported. 



 

 

Results regarding hypothesis 3 

In order to test hypothesis 3a-3c, we want to assess whether the general fear of being 

evaluated is lower than the the evaluation apprehension prior to the idea presentation to 

Alan (only experimental group) Therefore, we want to investigate whether the fear of 

being evaluated decreases when presenting an idea to an AI-based system. In doing so, 

we only look at the participants of the experimental condition and at their general BFNE-

R value and their BFNE-R value and whether there is a significant decrease. Individuals 

with a medium fear of being evaluated that presented their ideas to Alan (n = 44) had an 

average of 2.99 of general BFNE-R and rated their fear of being evaluated with 2.05, 

when presenting their idea to Alan, which is a decrease of 31%. Individuals with a high 

evaluation apprehension that presented their ideas to Alan (n = 48) had an average of 4.01 

of general fear of being evaluation and rated their fear of being evaluated with 2.24, when 

presenting their idea to Alan, which is a decrease of 44%. Individuals with a low 

evaluation apprehension that presented their ideas to Alan (n = 25) had an average of 1.80 

of general fear of being evaluation and rated their fear of being evaluated with 1.54, when 

presenting their idea to Alan, which is a decrease of 14%. We computed a set of Mann-

Whitney-U tests to validate, whether this decrease is significant. The results show a 

significant difference between the general BFNE-R and the BFNE-R for the people with 

a medium value of evaluation apprehension. (W = 345, p < .01) and the people with a 

high value of evaluation apprehension (W = 199, p < .01). There is no significant 

difference for the people with a low value of evaluation apprehension (W = 408, p = 0.07). 

Therefore, we can conclude that hypothesis 3a, 3b and 3c are supported. 

Discussion 

The results indicate that there is a significant difference between the fear of negative 

evaluation measure of the experimental group and the control group, indicating that the 



 

 

participants express less evaluation apprehension when presenting their idea to Alan. 

Using an AI-based system for idea evaluation, therefore, causes less feeling of concern 

or unease about an upcoming evaluation, whereas the evaluation by a human causes 

higher evaluation apprehension. Exposing an idea to an AI-based system like Alan can 

make individuals more willing to present their ideas because they are not particularly 

concerned about a possible negative evaluation by such a system. In contrast, the results 

show that when humans are involved in evaluating an idea, people tend to feel concerned. 

Even if that specific human is not known to the participant, the mere presence and 

perception of a human that is going to evaluate an individually produced idea contributes 

to the fear of being evaluated. 

Furthermore, our manipulation showed that although both characters provide the same 

information, a system with an avatar of a machine and a description of an AI-based 

autonomous system is perceived as partially human. However, Alan was perceived as less 

human than a system with identical interaction but a human representation in terms of its 

avatar and description. When looking specifically at the individuals with a high or 

medium value of FNE, the results indicate that an AI-based system like Alan can address 

the fear of negative evaluation and can be used to evaluate ideas from individuals who 

would otherwise withhold their ideas because of their fear of being negatively evaluated. 

Hypothesis 2b and 2c are supported and show that there is a significant difference 

between the experimental group and the control group in both, the medium and high 

evaluation apprehension individuals. It seems that individuals with low evaluation 

apprehension do not care who evaluates their idea, as they generally have no concerns 

about disclosing an idea for evaluation (hypothesis 2a). This statement is also confirmed 

by the other exploratory and open-ended questions of the survey, which the participants 

answered at the end. For example, one participant said that he/she "doesn't care who 



 

 

evaluates my idea and gives feedback as long as it is constructive and helpful feedback." 

47% of the participants stated that they either do not care who evaluates their idea (32%) 

or even prefer an AI-based system for idea evaluation (15%), “if they were to be improved 

and refined in the future” for example. Other emphasize on the aspects that they wish an 

AI-based evaluation, “only if constructive criticism is possible”. Furthermore, the aspect 

that the AI-based system can provide “an unbiased look at your idea from a different 

angle” is mentioned as a potential benefit. 

Our results also show, that the fear of negative evaluation decreased within the medium 

and high evaluation apprehension group by 31% (medium) and 44% (high), also showing 

a significant difference when having their ideas evaluated by Alan. This indicates, that an 

AI-based system can be an appropriate and beneficial tool to address evaluation 

apprehension. Especially individuals with evaluation apprehension (medium to high) 

would therefore benefit from such systems. Furthermore, looking at the whole sample 

across both conditions, we also see a significant decrease of evaluation apprehension 

(W = 36752, p < .01), which is not surprising as the fear of being criticized is most present 

in analog settings in which high social presence is felt and people see, hear, and feel each 

other (Zhou et al., 2019). In physical settings, in which people work together, more social 

cues are involved (i.e., mimic and gestures) that can express emotions which furthermore 

can induce fear of being evaluated. Digital settings lower these effects as people feel a 

sense of anonymity (Connolly et al., 1990). In addition, hierarchy between the evaluator 

and the evaluated is an important factor that increases evaluation apprehension, which 

again could not have occurred due to the nature of our experiment, as Philip is an 

unknown person who is unrelated to the subject. Our participants had a sense of 

anonymity while participating in our online experiment which can explain the overall 

decrease of evaluation apprehension across conditions. This is in line with existing 



 

 

research on anonymity and IT-supported idea generation and evaluation (Zhou et al., 

2019).  

In addition, 62% of the participants state, that they can imagine having their ideas 

evaluated by an AI-based system in the future. Participants said, for example, that "AI-

based systems could find errors in ideas", "could bring a different perspective to the idea" 

or "could think well around the corner". However, the participants were also skeptical 

towards the capabilities of AI and stated that AI is currently not yet capable of evaluating 

ideas, that “this is a task that should always be done by humans” and that “human minds 

are superior to AI”.  

Implications 

Our results lead to several implications for both theory and practice. According to the 

theory of evaluation apprehension (Henchy & Glass, 1968), individuals fear being 

evaluated when disclosing ideas to others, which has been shown in our study. This is 

also the case when it is a person who is neither known nor in a direct relationship with 

them. Our results are therefore in line with existing theories and studies on evaluation 

apprehension. Our experiment also offers interesting insights into the question whether 

theories of human-human interaction (Krämer et al., 2012) and collaboration (Nass et al., 

1996; Seeber et al., 2019; Siemon et al., 2018) can be applied to a human-AI interaction 

without adapting them. In the case of evaluation apprehension, behaviors cannot be 

transferred directly to human-AI interaction, since humans do not have a feeling of 

concern when they present their ideas to an AI-based system. Even if they appear human-

like and possess human characteristics (e.g. human communication), the theory of 

evaluation apprehension needs to be refined and more research is needed in order to 

understand what characteristics of an AI-based system might cause evaluation 

apprehension in humans. The results also contribute to the understanding of the 



 

 

computers are social actors theory and studies of anthropomorphism in AI-based 

interaction systems (Nass & Moon, 2000; Qiu & Benbasat, 2009). By using human 

characteristics (e.g. name and natural language), Alan was perceived as partially human 

and a certain social presence was felt. Also, further implications are that people with an 

especially high or moderate fear of criticism feel less to no fear when they reveal an idea 

to an AI-based system. This implies that an (initial) evaluation by an AI-based system 

can be useful, especially for such people to pursue possible ideas that would otherwise be 

lost. Compared to that, individuals with a high FNE have higher feeling of concern and 

unease when Philipp Stoecker was about to evaluate their ideas. 

These findings have far-reaching implications for companies and organizations that could 

benefit from using AI-based systems in idea and innovation management. Companies 

should consider using AI-based systems to evaluate initial ideas from employees or 

customers. Since the fear of evaluation is an enormous factor when it comes to losing 

creative potential, due to ideas being held back and innovative solutions remaining 

undiscovered, there should be the possibility to have initial and possibly wild ideas 

evaluated by an AI-based system in addition to an open, considerate and preferably 

heterarchical innovation management. This also applies to crowdsourcing platforms, 

where wild ideas can be evaluated in an initial phase by an AI-based system before being 

presented to the crowd. Since especially the aspect of public presentation of ideas and 

possible humiliation by the crowd can be circumvented (Kim et al., 2010). Such systems 

could be integrated as modular parts in existing idea generation systems. With the help 

of an active AI-based system, these ideas can then be improved, revised and continuously 

pursued before they are presented to a potential decision-maker. This could lead to more 

mature ideas and, potentially lost ideas could be transformed into innovative products and 

services. 



 

 

Limitations 

Our study comes with a variety of limitations. First, the unrepresentative sample, does 

not allow a generalization of the results, as most of our 228 participants are between the 

age of 18 – 29, and mainly students. Furthermore, the nature of the experiment limits a 

generalization, since both Alan and Philipp Stoecker were simulated. Although the 

experiment was able to ensure a high internal validity (Karahanna et al., 2018), external 

validity and realism of the demonstrated phenomenon should be further evaluated.  

Other factors could also have played a role in the results, such as the specific 

characteristics of Alan or Philipp Stoecker. The description of Alan alone, as well as his 

name, may have influenced evaluation apprehension. The choice of the avatar may also 

have influenced this phenomenon. Furthermore, the selected photo and the name of 

Philipp Stoecker may have influenced the control group. Although the photo does not 

make a particularly friendly or frightening impression, this may be an indicator that a 

concern of negative evaluation is affected. The chosen gender of both Alan (male name) 

and Philipp Stoecker (male name) may also have had an influence.  

With our experimental design we followed a Wizard of Oz experiment by simulating two 

idea evaluators, a human and an AI-based system. By simulation both conditions one can 

argue that no real human was involved in the idea evaluation process which might also 

limit the transferability of our results to a real scenario with real human actors. 

Nevertheless, we think that our results can be transferred to humans, since humans 

interacting via IT-based systems are always only representations of real humans and the 

abundance of cues that the system can transport determines the perceived humanity and 

social presence according to the media richness theory (Daft & Lengel, 1986). Our 

manipulation check showed that the participants felt a high level of social presence when 

interacting with Philipp Stoecker and that he was also perceived as human.  



 

 

Besides hierarchy, evaluation apprehension also depends on the expert level of the idea 

evaluator, as evaluation apprehension increases when individuals were told that they are 

presenting their idea to experts (DiLiello & Houghton, 2008; Zhou et al., 2019). Even 

though, we were able to eliminate any aspects of hierarchy in our experiment, by choosing 

a non-related (and fictional) idea evaluator (Philipp Stoecker), the level of expertise was 

not mentioned. The perception of whether participants expect a valid, reliable and 

possible harsh evaluation by either Alan or Philipp Stoecker, might have influenced their 

level of evaluation apprehension as well. Besides that, participants might also question 

the fact that an AI-based system is able to conduct a proper evaluation of a human-

generated idea. This might have led to an influence on their level of evaluation 

apprehension. 

Conclusion and Outlook 

 
Creative tasks, such as the ability to make discoveries, important for idea generation, or 

the assessment and further improvement of ideas, important for idea evaluation, are one 

of the major aims of AI (Boden, 2009). Intelligent systems that can take over such tasks 

involving creativity represent an enormous potential for organizations and companies. 

The increase in computing power and the further development of intelligent algorithms 

have immensely increased the possibilities of AI in recent years. What could initially only 

be shown in theoretical and philosophical essays (Boden, 1998) has now become reality. 

Computers actively participate in decision-making processes (Jarrahi, 2018) and assess 

the novelty of ideas (K. Wang et al., 2019). Within the research field of computational 

creativity, studies and artifacts show how AI-based systems can take over different 

creative tasks and thus act as active partners in creative processes (Nass et al., 1996). In 

our research, we specifically refer to the process of idea evaluation and whether it would 



 

 

be beneficial to use AI to assess and comment on ideas. AI-based system are already used 

for idea evaluation in various domains, where the evaluation can be compared to that by 

a human expert (Maher & Fisher, 2012; Varshney et al., 2019; K. Wang et al., 2019). 

Since there is untapped creative potential caused by the holding back of ideas from 

individuals who feel fear of negative evaluation, we proposed the research question: To 

what extent do humans experience evaluation apprehension when AI-based systems 

evaluate their idea? 

Our results show that individuals are not afraid to present their idea to an AI-based 

computer system, but they sense concern and unease when a person is to evaluate the 

idea. Using AI-based computer systems for idea evaluation can, therefore, be a way to 

enhance organizational creativity, foster idea generation and reduce missed ideas and 

untapped innovative potential.  

In the next steps, research and practice should focus on a conceptual elaboration and 

implementation that uses established methods and procedures of idea evaluation to realize 

such systems. Although, this depends very much on the domain and industry of the 

company, established constructs and scales such as those of Dean et al., (2006) can be 

used to create a basis for AI-based idea evaluation. Even though there are already some 

approaches and implemented AI-based systems that can automatically evaluate ideas 

(Maher & Fisher, 2012; Varshney et al., 2019; K. Wang et al., 2019), further research 

should focus on AI-based idea evaluation and especially evaluate other characteristics of 

the ideas that go beyond the aspect of novelty. Furthermore, the role of 

anthropomorphism should continue to be researched, as this has a significant influence 

on the perception of the AI-based system. If such a system is designed in a very human 

way, it can be assumed that evaluation apprehension will increase and that people will 

still be afraid of criticism if they present their ideas to a, particularly human-like system. 



 

 

Future research is needed to provide further insights on the antecedents and moderators 

of evaluation apprehension in AI-based idea evaluation, to investigate whether, for 

example, the feedback itself affects evaluation apprehension and whether it might 

decrease over time, when people realize that the feedback is more benevolent. In addition, 

further research is needed to investigate evaluation apprehension in teams or groups 

where AI-based systems are participating as in our experiment, we investigated a two-

way constellation between idea generator and idea evaluator. What impact AI-based 

systems could have in groups or teams when evaluating ideas of several people or 

evaluating ideas of a single person openly in front of a group may result in further 

interesting findings.  

In summary, it can be said that AI-based idea evaluation is a way of having one's ideas 

evaluated and thus being able to improve them. These findings not only contribute to 

existing theories but also reveal an enormous potential for companies. 
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 Appendix 
Table 5. The written evaluation by Alan and Philipp Stoecker 

Evaluation by Alan and Philipp Stoecker 
I like your idea very much and at first sight it seems to me to be new and very innovative. As 
far as I know, such a concept does not yet exist and therefore it should definitely be pursued 
further. However, if you take a closer look, I think that the feasibility of your concept is not 
easy and above all it is difficult to realize economically. You should therefore think again 
carefully whether certain things could be tackled more simply and thus also more 
economically. This should be elaborated further. I also think that your idea cannot be 
generalized, so a specification would be useful. Despite its uniqueness, the idea still has some 
weaknesses that should be worked out. 
 
I hope I could help you with my feedback. 

 
Table 6. Measures 

Brief Fear of Negative Evaluation-Revised (Carleton et al., 2007) - (General) 
(1=totally disagree, 5=totally agree) 
1. I worry about what other people will think of me even when I know it doesn't make any 

difference. 
2. It bothers me when people form an unfavourable impression of me. 
3. I am frequently afraid of other people noticing my shortcomings. 
4. I worry about what kind of impression I make on people. 
5. I am afraid that others will not approve of me. 
6. I am afraid that other people will find fault with me. 
7. I am concerned about other people's opinions of me. 
8. When I am talking to someone, I worry about what they may be thinking about me. 
9. I am usually worried about what kind of impression I make. 
10. If I know someone is judging me, it tends to bother me. 
11. Sometimes I think I am too concerned with what other people think of me. 
12. I often worry that I will say or do wrong things. 
 
Brief Fear of Negative Evaluation-Revised (Carleton et al., 2007) - (Experienced) 
(1=totally disagree, 5=totally agree) 
1. I worry about what Alan/Philipp Stöcker will think of me even when I know it doesn't make any 

difference. 
2. It bothers me when Alan/Philipp Stöcker form an unfavourable impression of me. 



 

 

3. I am afraid of Alan/Philipp Stöcker noticing my shortcomings. 
4. I worry about what kind of impression I make on Alan/Philipp Stöcker. 
5. I am afraid that Alan/Philipp Stöcker will not approve of me. 
6. I am afraid that Alan/Philipp Stöcker will find fault with me. 
7. I am concerned about Alan’s/Philipp Stöcker’s opinions of me. 
8. When I am presenting my idea to Alan/Philipp Stöcker, I worry about what he may think about 

me. 
9. I am worried about what kind of impression I make, when presenting my idea to Alan/Philipp 

Stöcker. 
10. If I know that Alan/Philipp Stöcker is judging me, it tends to bother me. 
11. I think I am too concerned with what Alan/Philipp Stöcker thinks of me. 
12. I worry that I will say or do wrong things in front of Alan/Philipp Stöcker. 
 
Perceived humanness (Holtgraves and Han 2007)  
(1=totally agree, 7=totally disagree) 
How human-like do you perceive Alan/Philipp Stoecker? 
How skilled do you perceive Alan/Philipp Stoecker? 
How thoughtful do you perceive Alan/Philipp Stoecker?  
How polite do you perceive Alan/Philipp Stoecker?  
How responsive do you perceive Alan/Philipp Stoecker? 
How engaging do you perceive Alan/Philipp Stoecker?  
 
Social presence (Gefen and Straub 1997) 
(1=totally agree, 7=totally disagree) 
I felt a sense of human contact with Alan/Philipp Stoecker. 
I felt a sense of personalness with Alan/Philipp Stoecker. 
I felt a sense of sociability with Alan/Philipp Stoecker. 
I felt a sense of human warmth with Alan/Philipp Stoecker. 
I felt sense of human sensitivity with Alan/Philipp Stoecker.  
 
Open questions 
What is your opinion about Alan’s/Philipp Stoecker's evaluation? 
Do you have any other comments or ideas? 

 

 


