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ABSTRACT

Research on gender role stereotypes activated in interactions with humanoid robots has yet to
produce conclusive knowledge. To analyse how much, and in which way, gender role
stereotypes used in interactions with humans are also called into play in interactions with
humanoid robots, a study was conducted with 240 participants. The study was an online survey
in which a scale was used for determining the appropriateness for performing four
stereotypically masculine and four feminine by humans and robots. Overall, eight humanoid
robots - four judged feminine and four masculine - were considered. Results showed that
gender role stereotypes are activated for both genders, but men most strongly activate those
pertaining to male roles. These stereotypes are also adopted in reference to humanoid robots,
though robots are generally considered less suitable for performing female roles. Furthermore,
an increased degree of similarity of robots to humans has a positive effect in assessing the
appropriateness to perform female roles only for female robots. The same does not happen
with male robots. These results suggest that male and female robots are not categorised in the
same way. Robots are essentially perceived as male entities, a particularly relevant hypothesis
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for the gender-sensitive design of humanoid robots.

1. Introduction

Gender stereotypes affect behaviour, regulate relation-
ships and shape perceptions. Repeatedly observing a
group of individuals in a given context, and then seeing
them perform certain activities (e.g. men leaving home
to go to work), leads to the formulation of expectations,
and therefore behavioural references that we try to
confirm (Bakan 1966). Similarly, knowing that there
are expectations related to our behaviour can foster us
to attempt to match the gender stereotype of reference
so as not to contradict those expectations. And thus,
women in a negotiation tend to make less aggressive
counteroffers so as not to appear too competitive (Ama-
natullah and Morris 2010).

It is clear that stereotypes are not just about humans.
One widespread stereotype, for example, concerns the
consideration that technologies are more trustworthy
than people. And in fact, we are more likely, when mak-
ing a transaction, to give our credit card to an artificial
agent rather than a human being (Sundar and Kim 2019).

With the increasing implementation of humanoid
robots, it makes sense to ask whether the activation of
gender stereotypes also occurs for these technologies,
as some studies seem to show (see, for example, Nomura
and Takagi 2011; Eyssel and Hegel 2012; Seo 2022).

Above all, the relationship between gender stereo-
types that concern human-human interactions and
gender stereotypes concerning human-robot inter-
actions still need to be further clarified. So far, in fact,
studies on gender stereotypes related to technologies
have assumed that interactions with artificial systems
are based on the same cognitive and behavioural bias
that guides in interactions with humans. Gender stereo-
types, however, are extremely sensitive to different con-
texts (Tabassum and Nayak 2021; Barth, Masters, and
Parker 2022), and cultures (Santos and Neumeyer
2022). It is relevant, therefore, to ask whether gender
stereotypes are called into play, with the same strength
and in the same direction, whether interacting with
humans or humanoid robots.

1.1. Gender stereotypes

Psychological research on gender stereotypes has been
conducted to test two contrasting hypotheses, the one
related to similarity between genders (Hyde 2005),
which has been less debated, and the one that instead,
and much more frequently, sought to highlight differ-
ences between genders (Buss and Schmitt 1993; Wood
and Eagly 2012). Generally, these two hypotheses have
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been evaluated through analyses that mainly focused on
aspects such as personality traits (Costa, Terracciano,
and McCrae 2001), attitudes (Maccoby and Jacklin
1974; Else-Quest, Hyde, and Linn 2010; Breda and
Napp 2019) and cognitive abilities (Hedges and Nowell
1995; Rideout, Foehr, and Roberts 2010). But other
aspects have also been considered, such as the willing-
ness to enact different types of aggressive behaviours
(Crick and Grotpeter 1995), or the attribution of past
aggression perpetrated or received (Bracci et al. 2021).

Despite the diversity of approaches and factors con-
sidered, the results of these analyses are still far from
conclusive. A fundamental study on psychological simi-
larities and differences between genders was conducted
through a meta-analysis of 46 studies, highlighting that
for 78% of these, the differences were irrelevant or non-
existent (Hyde 2005). Therefore, even if only from a
numerical standpoint, the similarities between genders
are greater than the differences (Hyde 2014).

Notwithstanding these results, which would justify
the absence of stereotypes because of the apparent simi-
larities between the genders, the fact remains that
stereotypes nonetheless exist. The reason for the devel-
opment of stereotypes would lie in a natural tendency to
emphasise the differences between groups by taking as a
reference point only the most representative examples
of each group. Non-representative examples would be
left out, decreasing the level of accuracy in which the
features of the gender are represented, because the con-
sideration in their entirety of the distributions of occur-
rences of the phenomena under observation would be
too onerous (Kahneman and Tversky 1972; Bordalo
et al. 2016). More recently, (Eyal and Epley 2017) put
forward a hypothesis to explain the differences in the
level of accuracy of gender stereotypes. According to
their proposal, stereotypes would emphasise the charac-
teristics that differentiate genders, thus loosing accu-
racy. However, when less accessible content is
retrieved, or when individuals are taken into account,
stereotypes could become more accurate.

As socioeconomic contexts and cultures change, gen-
der stereotypes can therefore modulate to account for
changing needs to represent, emphasise or differentiate
reality. Eagly et al. (2019) considered a time frame of
over 70 years and conducted a meta-analysis of 16
polls in the United States on gender stereotypes. The
results showed, in the last seven decades, a substantial
advancement of the trait of communion (e.g. affection-
ate, emotional) in the stereotype of women. The stereo-
type of males retained the relative advantage referable to
agency (e.g. ambitious, courageous), while beliefs
related to an equality of competence (e.g. intelligent,
creative) between the two genders have increased over

time (Eagly et al. 2019). This analysis also showed that
gender stereotypes are not coincidental between male
and female evaluators. Rather, there is evidence of an
ingroup effect in which each gender evaluates its own
gender more positively. However, as the years go by,
men attribute more competence to women (Eagly
et al. 2019).

Another study compared data collected in 1980 with
data from a sample structured more than 30 years later
in 2014 (Haines, Deaux, and Lofaro 2016). In this study,
a general stability of gender stereotypes was highlighted.
At least two findings, however, are not in this direction.
As the years pass, it appears that gender role stereotyp-
ing for women has increased. In addition, differences
referable to the gender of the participants emerge in
that men are more likely than women to believe that
women have typical female physical characteristics.

A study conducted using a very different method of
inquiry (Bhatia and Bhatia 2021), produced results
partly in line with those of (Eagly et al. 2019). In this
study, a corpus of twentieth-century natural linguistic
expressions was analysed using machine learning tech-
niques combined with psychological measures. As a
result, the authors were able to report that the biases
structuring gender stereotypes have not changed over
the years; if anything, they have lost some of their
strength (Bhatia and Bhatia 2021).

Many studies have attempted to assess gender stereo-
types about activities and occupations. Charlesworth
and Banaji conducted a very extensive study, with nearly
1.4 million fully completed gender stereotype tests. The
tests were both implicit and explicit and were adminis-
tered between 2007 and 2018. Implicit tests for the labels
‘male’ and ‘female’ assessed male/science female/arts
and male/career and female/family associations. Inter-
estingly, over the twelve years considered, the strength
of both male and female stereotypes decreased. For
implicit tests, the decreases toward neutrality were
13% and 17%, and for explicit tests 19% and 14%. The
decrease was found across all geographic areas from
the United States to sub-Saharan Africa, and from
Latin America to Asia (Charlesworth and Banaji 2021).

Despite these findings, gender stereotypes are still a
source of bias and discrimination in employment
(Truong and Duong 2022). Therefore, there is still a
need to understand in which activities and occupations
gender stereotypes are most called upon. To this aim,
Mills et al. (2012) developed and validated a scale to
assess gender role stereotypes with as few items as poss-
ible. The result of the validation process is a scale, the
Gender Role Stereotypes Scale (GRSS) with only eight
items, and a two-factor (male/female) construct in
which the more female items relate to roles such as



‘Staying home with a child who is sick’ and ‘Decorate
the house’, while the male items relate to roles such as
‘Shovel snow to clear driveways and sidewalks’ and
‘Mow the lawn’.

1.2. Gender stereotypes about humanoid robots

The development of social robotics in recent years has
favoured the development of increasingly humanoid
robots that embody gender cues with different degrees
of anthropomorphic physical characteristics (Dufty
2003; Ztotowski et al. 2015; Damiano and Dumouchel
2018). There is abundant evidence that people interact
with computers and robots applying the same social
rules and likely the same gender stereotypes they
apply to human-human interaction (Nass, Steuer, and
Tauber 1994; Nass and Moon 2000; Powers et al.
2005; Schermerhorn, Scheutz, and Crowell 2008;
Kuchenbrandt et al. 2014; Parlangeli, Caratozzolo, and
Guidi 2014; Tay, Jung, and Park 2014; Ye et al. 2019).
Robot design features, such as hair length, voice,
appearance, behaviour and personality (Siegel, Breazeal,
and Norton 2009; Eyssel and Hegel 2012) are able to
trigger a male or female robot perception and activate
gender stereotype expectations (Fiske, Cuddy, and
Glick 2007; Eyssel and Hegel 2012; Kulms and Kopp
2018; Christoforakos et al. 2021).

Usually, these studies have been conducted taking a
robot and modifying its physical characteristics, femin-
ising or masculinising it, to see what features were
necessary for either gender to be perceived. In this
regard, Eyssel and Hegel (2012) focused on a specific
detail, long or short haircuts. The results indicated a
stereotypical response, the male robot was perceived
as more agentic and more suited to tasks such as making
technical repairs or taking care of home security, just as
the female robot was perceived as more communal and
capable to perform tasks such as domestic or healthcare
services.

Tay, Jung, and Park (2014) conducted an analysis on
gender and occupational roles of robots in relation to
two occupations scenarios in healthcare and security.
The results showed that the male robot was preferred
in the security scenario while the female robot was pre-
ferred in the healthcare scenario, revealing a gender
stereotype at play.

Another study, on a single robot in two versions,
male and female, involved participants in learning two
tasks that, according to stereotypes, are one a male
task (putting tools in a toolbox) and the other a female
task (machine sewing). The results showed that follow-
ing the completion of the male task, participants made
fewer mistakes, attributed more human characteristics
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to the robot, and were more willing to interact with
the robot in the future, regardless of its gender (Kuchen-
brandt et al. 2014).

These results, however, are not always in the same
direction. A study, conducted again on a single robot
gendered in two versions, one male and one female,
aimed to assess whether gender stereotypes were also
elicited as a result of real interactions. In this case, the
results indicated little or no significant transfer of gen-
der stereotypes to robots (Rea, Wang, and Young 2015).

However, what seems evident is that the studies con-
ducted so far, having focused on a single robot in two
gendered versions of the same robot, have not ade-
quately considered the different characteristics of the
many robots present in the current scenario. Therefore,
the results of these studies are difficult to extend to the
larger populations of male and female robots.

A recent study by Perugia et al. (2022) considered all
the robots in the ABOT database (Phillips et al. 2018), a
collection of 251 images of robots evaluated for their
degree of human likeness, and in which this variable is
correlated with characteristics such as the skin surface
of the robot, its facial features and the presence of
body manipulators (legs, arms, etc.). Perugia et al.
(2022) produced another database, named ROBO-
GAP,' in which the same 251 robots have been evalu-
ated on 7-point scales for characteristics such as femi-
ninity, masculinity, gender neutrality and, on 100
point scale, for age. In this study, each participant had
to fill in an online questionnaire aimed at obtaining rat-
ings for the variables considered in relation to the 50-51
robots in its allotted group. The results clearly indicate
that the majority of humanoid robots in the dataset
are perceived as male, or gender neutral, and young.

Another recent study also considered multiple robots
(n =9) extracted from the ABOT database (Roesler et al.
2022). For those robots, it was highlighted that a higher
degree of anthropomorphism is not perceived as an
advantage in cases where robots are involved in indus-
trial-type contexts and that people generally prefer to
call robots by a male name. Therefore, the degree in
which a robot must be human-like for gender stereo-
types to be activated seems to be an open question,
and one that to be answered will require a consideration
of the contexts where the human-robot interaction
occurs.

Considering all these open issues and given the
increasing prevalence of robots in daily life, it is increas-
ingly relevant to understand the extent to which robots
can activate stereotypes, or even reinforce gender
stereotypes that are likely to have negative conse-
quences. Therefore, it seems necessary to shed further
light on how men and women attribute gender role
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stereotypes to humanoid robots that present, with
greater or lesser evidence, cues suggesting their gender.

2, The study

Research on robot gender role stereotypes have either
been conducted considering a single robot in its male
and female versions, or a single task category. In
addition, and perhaps more importantly, the studies
cited thus far have not considered the tendencies of par-
ticipants to use gender stereotypes, while it seems that a
number of individual features from gender to personal-
ity to education level (Costa, Terracciano, and McCrae
2001; Else-Quest, Hyde, and Linn 2010; Nomura and
Takagi 2011) may influence the propensity to use gen-
der stereotypes toward human beings, and it is still
not clear whether this same tendency manifests itself
equally in reference to humanoid robots. In fact, role
gender stereotypes concerning robots have been ana-
lysed per se, without relating these tendencies to those
that participants can exhibit in relation to human
beings.

To fill the lack of knowledge about the relations
between gender role stereotypes for humans and those
eventually used for humanoid robots we conducted an
online study involving 240 participants. The study
aimed at exploring the following research questions:

RQ1: Is there any difference in the use of gender stereo-
types by male and female evaluators?

RQ2: The more individuals are biased in structuring
gender role stereotypes for humans -if they do at all-
the more they do for robots as well?

RQ3: Are eventual gender role stereotypes for male and
female robots of the same strength?

RQ4: What is the effect of human likeness in the acti-
vation of gender role stereotypes about robots?

The aims of the study and the procedure were approved
by the Ethical Committee for Human and Social Science
of the University of Siena (Careus act: 46/2022).

3. Method
3.1. Participants

Two-hundred and forty Italian participants were
recruited for the study. The mean age of participants
was 33.2 (SD = 13.7, range = 18-78), and most of them
were female (N = 146, 60.8%). Almost half of the partici-
pants were students (N = 107, 44.6%), and about a quar-
ter of them were office workers (N =58, 24.2%). About
11% were freelance professionals (N =26, 10.8%), 5.8%
(N=14) were unemployed and 5% (N=12) were

factory workers. Participants were recruited through
the online platform Prolific> and received a small fee
for completing an online survey (1 euro), implemented
on Lime Survey™. Each participant was randomly
assigned to one of four different groups to evaluate
two different robots, one male and one female.

3.2. Robots

Eight robots from the ABOT database (Phillips et al.
2018), a comprehensive database including 251 com-
mercial robots each provided with a human likeness
score (on a scale from 1 to 100), were selected for the
experiment. The robots were chosen mainly based on
their perceived gender ratings (on a scale from 1 to 7),
as reported in the ROBO-GAP database (Perugia et al.
2022), including four robots considered feminine and
four considered masculine. The selection of the eight
robots was conducted by a group of 13 students from
the Cognitive Psychology course (University of Siena),
who in a focus group examined the entire ROBO-
GAP database. Their goal was to select four female
and four male robots, so that the two sets (female,
male) were balanced with respect to age (a variable in
the ROBOG-GAP database, on a scale from 0 to 100)
and human likeness. The resulting sample of robots
included both android robots with very high human
likeness (both male and female), as well as robots with
intermediate levels of HL. The images of the robots
used in the experiment are presented in Figure 1, and
their gender, age and HL scores are reported in Table
1. A series of independent samples Welch’s t-tests
showed male robots had significantly higher (#(4.21) =
5.73, p <.01) masculinity ratings (M = 5.19) and signifi-
cantly lower (#(5.06) = —5.62, p <.01) femininity ratings
(M =1.82) than female ones (M, = 1.5, Mg, = 5.6).
Male and female robots were instead not significantly
different in the mean human likeness (Mpae robot =
63.7, Miemale robot = 534, £(5.45) = 0.57, p =.59) and age
(Mmale robot =41.5, Mfemale robot = 43.4, #(5.91) = —0.26,
p =.80) scores. Four pairs of robots were then formed,
each comprising a male robot and a female one, to be
presented to different groups of participants in the
study.

3.3. Procedure and measures

From the prolific platform participants were directed to
the online survey, where they were initially informed
about the objectives of the study, the nature of the pro-
cedure and their right to withdraw. Once they expressed
informed consent, they started completing the
questionnaire.
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Figure 1. Robots used in the experiments. The robots on the left are generally perceived as masculine, while the ones on the right are
generally perceived as feminine. Robots at the extremities of the row have higher human likeness and are more clearly perceived as
either masculine or feminine. Moving to the centre, robots in the figure tend to be less human-like and more gender neutral. Sources

Phillips et al. (2018) and Perugia et al. (2022).

The questionnaire had three sections. The first sec-
tion collected socio-demographic information on the
participants on variables such as age, gender, work or
study. In the second section, we measured participants’
attitudes to gender role stereotyping using a set of eight
items, four for male role stereotypes and four for female
role stereotypes. The items were selected choosing tasks
that were plausible for both humans and robots. Four
items were taken from the GRSS(Mills et al. 2012),
two about male roles (‘Mow the lawn’ and ‘Shovel
snow’) and two about female ones (‘Decorate the
house’ and ‘Prepare meals”). Two other items were
added about typically male (*Driver’) and female (‘Tea-
cher’) professions (Anliak and Beyazkurk 2008; Moe,
Cadinu, and Maass 2015). Finally, we included two
additional items to reflect the view (Tay, Jung, and
Park 2014) that in society women are attributed a ‘car-
ing’ role while men a ‘protecting’ role (female: ‘Stay
home with a child who is sick’, male: ‘Bodyguard’). All
the items were answered on a 5-point Likert scale (1
=‘role should be always played by a man’, 5= role
should be always played by a woman’). Cronbach’s
alpha for the factors of male and female roles, however,
showed questionable internal consistency for both fac-
tors (alpha = 0.65-0.67).

In the third section of the questionnaire, the image of
a robot was shown, either male or female, and partici-
pants were asked to rate how much they believed the
robot was fit for each of the eight tasks previously

described, on a scale from 1 (‘very little’) to 5 (‘very
much’). After providing their answer, the image of a
second robot was presented, having opposite gender
than the one they had been previously shown, and par-
ticipants were again asked to rate the robot fitness to fill
the same eight roles. The presentation order of the male
and female robots was balanced across participants. The
images of the robots were displayed at the top of the
page, centred on the screen. Each pair of robots was
rated by 60 participants.

4. Results
4.1. Gender role stereotypes

Given that internal consistency for the factors was not
high, we conducted further analyses based on the ratings
for the individual items.

We first conducted a linear mixed-effects models
(LMM) analysis on the role genderedness ratings,
including role gender, participant gender and their
interaction as fixed effects, role type and participant as
random effects. P-values for main effects and inter-
actions were computed using Satterthwaite’s approxi-
mation for degrees-of-freedom which should provide
the best control for Type I errors (Luke 2017). The
complete results are available in the Appendix on
OSF.” The results showed a significant main effect of
role gender (F(1, 6.02)=15.92, p<.01), a significant

Table 1. Average age, gender and HL ratings for the robots used in the experiment, from the ROBO-GAP and ABOT databases.

Robot name Robot gender Femininity ratings (1-7) Masculinity ratings (1-7) Human likeness (0-100) Age ratings (0-100)
Geminoid Male robot 1.03 6.84 92.60 46.4
Cb2-humanoid Male robot 1.53 4.80 64.52 28.1

Charli Male robot 2.03 5.00 55.28 413

Reem Male robot 2.70 413 42.60 50.3

Poppy Female robot 4.30 1.97 37.56 37.1

Posy Female robot 5.03 2.03 48.67 31.2

Robina Female robot 6.13 1.13 31.21 513
Nadine Female robot 6.84 1.03 96.38 54

Sources: Phillips et al. (2018) and Perugia et al. (2022).
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effect of participant gender (F(1, 238.01) =7.22, p <.01),
and a significant role gender by participant gender inter-
action effect (F(1, 1672.01) =26.7, p <.001). Mean rat-
ings for female roles (M =3.15) were significantly
higher than for male roles (M = 2.6), consistently with
the rating scale in which higher ratings meant a role
was judged more feminine. Female participants’ ratings
(M =2.9) were slightly, but significantly, higher than
males’ ratings (M = 2.8). However, the post-hoc analysis
following the significant interaction showed that this
was only true for male roles (Myomen =2.67, Mpen =
2.51, #(803) =4.78, p<.001), but not for female roles
(Myomen = 3.13, Mimen = 3.16, £(803) = —0.93, p = .35).

We then analysed gender role-fit ratings using a two-
way mixed ANOVA, including role type as a within-sub-
ject factor (with eight levels, corresponding to the roles
described in 2.2), and participant gender as a between-
subjects factor. The results showed that both the main
effects and the interaction were significant (role type: F
(1, 1666) =114.36, p <.0001; participant gender: F(1,
238) =7.22, p=.008; role type x participant gender: F
(1, 1666) = 3.41, p=.001). Mauchly’s test showed that
the assumption of sphericity was violated (p <.001)
for both the effects involving role (role type and the
interaction between role type and participant gender),
but all the effects remained significant when Green-
house-Geisser and Huynh-Feldt corrections for depar-
ture from sphericity were applied.

Post-hoc comparisons revealed that female partici-
pants tended, on average, to rate roles slightly, but sig-
nificantly, more feminine than male participants (Diff
=0.065, #(238) =2.69, p =.008). Concerning the signifi-
cant effect of role type, the post-hoc comparisons
showed clear differences among the roles in the gender

role fit (Figure 2). The average gender fit of roles was
significantly above the midpoint of the scale (3) for
the roles that we had included as female roles, and sig-
nificantly below the midpoint for the roles that we had
included as a male role. Further differences can be found
between different male roles as well as between female
ones. Concerning the interaction effect that was signifi-
cant in the ANOVA, post-hoc pairwise comparisons
confirmed that significant differences in the ratings
from male and female participants were only found
for two male roles, ‘Mow the lawn’ (p =.0091) and ‘Sho-
vel snow’ (p =.0016). In both cases, male participants
judged the role significantly more masculine than
female ones.

4.2. Robot fitness to different roles

We computed, for each role, the average of the role-fit
ratings of each robot across participants. The average
ratings are plotted in Figure 3. In the top row are plotted
the ratings for female roles, ordered from the most (left)
to the least feminine (right). In the bottom rows are
plotted the ratings for male roles, ordered again from
the least to the most masculine role. In each box, the
robots on the y axis are ordered according to the differ-
ence between their femininity and masculinity ratings in
the ROBO-GAP database (Perugia et al. 2022), from the
most (top) to the least feminine (bottom). The pattern
of means shows clear differences in how the various
robots were considered fit for the different roles, and
in some cases seems to indicate an effect of gender
role stereotyping. This is more evident for male roles
which, apart from ‘being a driver’, show higher role-fit
ratings for male robots than for female ones. For female

Participant gender —e— Female -#- Male

Teaching -

Staying home with sick child -
Decorating the house -
Preparing meals -

Being a driver

Mowing the lawn

Shovelling the snow -

Being a bodyguard -

3 4 5

Average role genderedness

(1 = exclusively male; 5 = exclusively female)

Figure 2. Average role genderedness ratings across role types and participants’ gender. Error bars are 95% confidence intervals for the

means.
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Figure 3. Average role-fitness ratings for different robots across roles. The colour of the points represents the robot gender label in the
ROBO-GAP database. Error bars are 95% confidence intervals for the means. The plots in the top row are relative to more stereoty-
pically feminine roles, and the ones in the bottom row to masculine roles.

roles, however, gender role stereotyping is less evident,
and it seems to be clear only for one robot, Nadine,
which is a feminine android very high on human like-
ness, and which stands out as better fit than all the
other robots (males or females) for ‘decorating the
house’, ‘staying home with a sick child’ and ‘teaching’.
Interestingly, at least for roles such as ‘decorating the
house’ and ‘staying home with a sick child’ the pattern
of means across robots seems to follow a U-shaped
curve, possibly reflecting the degree of human likeness
of the robots, which was highest for the most gendered
robots (i.e. more feminine or more masculine), and low-
est for the more neutral ones (less gendered).

4.3. Transfer of gender role stereotypes to robots
and role of robot human likeness

To investigate whether participants’ gender role stereo-
types are transferred to robots, we conducted a moder-
ation analysis using LMM. The dependent variables in
the analysis were the ratings given by participants on
how to fit each robot was for a given role. The predictors
were the genderedness ratings for the role (masculine to
feminine role, 1-5), the robot gender category in
ROBO-GAP database (based on its masculinity and
femininity ratings, and sum-coded as predictor), the
robot HL score in the ABOT database (centred on the
mean for the sample) and all the 2-way and the 3-way
interactions between these predictors, constructed as
product terms. Participant gender (sum-coded) was

also included as a predictor, not in interaction with
any other predictor. The role genderedness scores
were centred on 0 (by subtracting 3) to ease the
interpretation of the interactions. In this way, the pre-
dictor varies between —2 (exclusively male role) to +2
(exclusively female role). For the random effects part
of the model, we included crossed random effects for
robot type (random intercept) and participant (random
intercept and slopes). We reasoned that if gender stereo-
typing was influencing role-fit ratings, a significant
interaction between robot gender and role genderedness
should have been found. Moreover, a significant 3-way
interaction between robot gender, role genderedness
and robot HL should have been found if robot HL mod-
erated the effect of gender stereotyping.

The results showed significant main effects of partici-
pant gender (F(1, 235.14) = 5.68, p = .018) and robot HL
(F(1, 2.81)=11.48, p=.047), significant 2-way inter-
actions between robot gender and role genderedness
(F(1, 157.04) =47.93, p <.001), and between robot HL
and role genderedness (F(1, 262.7)=4.87, p=.028)
and a significant 3-way interaction between robot gen-
der, robot HL and role genderedness (F(1, 227.62) =
9.56, p =.002).

Overall, male participants rated robots slightly but
significantly better fit to any role than female ones (aver-
aging across roles and robots) (Figure 4(A)). As it can be
seen from the slope of the regression line in Figure 4(B),
robots that were higher in HL on average tended to be
rated as a better fit for the role (B=0.01, SE =0.0029,



8 O. PARLANGELI ET AL.

Role genderedness E] -2

H-H-HH:-

A B C
44 44 44
(o] (o] (o]
£ 3] £ 3] £ 4]
- = ol - I 7‘
E E = -
/
Q54 Q54 D54 e
S 2 S 2 S 21 =
o o [v4
1 A T T 1 L T T 1 L T T T
Female Male 40 60 80 40 60 80
Participant Gender Robot Humanlikeness Robot Humanlikeness
D E
41 female robot male robot
D 44
£ o
g3 £
& £ \
D 2- &
[e] O 24 \
e ©
o
1 A T T T T T 1 h T T T T T T T T T T
2 -1 0 1 2 2 -1 0 1 2 -2 -1 0 1 2

Role genderedness

Robot gender E‘ female robot E male robot

Role genderedness

Robot Humanlikeness E 40 E‘ 55 E] 70 E] 90

Role genderedness: -2 = Exclusively Male; 2 = Exclusively Female

Figure 4. Plots of the estimated (marginal) effects in the linear mixed-effects model of the ratings about robot fitness to different

roles.

p =.047). The interaction plot in Figure 4(C), however,
reveals that the effect of human likeness was stronger
(and the more positive) the more a role was judged as
feminine, and it was basically null for roles judged as
exclusively masculine. The post-hoc analysis of the
interaction between robot gender and role genderedness
(Figure 4(D)) showed clearly that for male robots the
slope for the effect of role genderedness on fit ratings
was negative (B=-0.357, SE=0.0559), while it was
positive for female robots (B=0.169, SE =0.0689).
This confirms that gender role stereotypes were applied
to robots as well as to human beings. As it can be seen in
the 3-way interaction plot in Figure 4(E), however, a
stereotype effect in fit ratings was found for male robots
at all levels of HL, while for female robots was only
found with high HL.

5. Discussion and conclusion

The results obtained have made it possible to highlight
that gender role stereotypes are active in reference to
both humans and robots: women and feminine robots
are considered better at stereotypically female roles
and men and masculine robots at stereotypically male
roles. However, there are some specifications that are
worth pointing out. It appears, in fact, that in addition
to the distinction between male and female roles,
which are in line with what is expected, there is a

tendency for men to consider some male roles as
more specifically masculine. Women, on the other
hand, show more attenuated stereotypes for those
roles that males consider very masculine (mowing the
lawn and shovelling the snow) (RQ1) (McHale, Crouter,
and Tucker 1999; Crouter et al. 2007; Bracci et al. 2021).

Parallel to this result, it was found that also in refer-
ence to robots, women, in general, tend to consider
them less fit than men for any role. Men, on the other
hand, tend to consider robots more suitable for male
roles (RQ2).

Gender role stereotypes for masculine and feminine
robots evidently do not have the same strength (RQ3).
Masculine robots are considered stereotypically fit for
male roles regardless of their HL level. Feminine robots,
on the contrary, must be as human-like as possible to be
suitable for feminine roles (RQ4). Thus, arguably, the
stereotype of humanoid robots implies that they are
inherently masculine entities, implemented as such, per-
ceived as such. This is something that reminds the con-
cept of markedness in linguistics (Sergeevi¢ Trubetzkoy
1969), that is to say that robots, in order to be seen as
female entities, need to be defined as such in opposition
to the usual masculine representation. The result of this
study, together with those coming from other research
(Kuchenbrandt et al. 2014; Perugia et al. 2022; Roesler
et al. 2022) point to this conclusion, though this hypoth-
esis has not been explicitly tested yet.



This hypothesis, along with the evidence that gender
role stereotypes are more pronounced for men and mas-
culine robots, in that they are seen more fit for any role,
leads to the suggestion that special caution should be
used when implementing humanoid social robots that
exhibit gender characteristics. Nudging users to interact
with an artificial system that has gender characteristics
could lead to reinforcing discriminatory stereotypes.
This, at least, towards the system itself, but possibly
also towards people of the represented gender.

Discrimination in relation to artificial systems has
been analysed from different point of view, also from
a feminist perspective, as a phenomenon that may
depend on several causal factors and having various
consequences (Bardzell 2010; Esposito et al. 2020). It
has been pointed out, for example, that it is important
to ensure that artificial agents implemented with learn-
ing algorithms do not have biases within these same
algorithms regarding some characteristics of the target
populations (Hurtado and Mejia 2022). Otherwise,
they could lead to the exclusion of some contexts, or
parts of the population, from their learning algorithms,
and thus perpetuate or emphasise some features and
domains at the expense of others. Even in a perspective
more referring to legal aspects, it emerges how the con-
text of reference can be the key aspect in order not to
replicate, in reference to robots as well, inequalities
that affect humans (Karnouskos 2022). Inequalities
that, for example, are evident in the production of exos-
keletons, for which it is blatant that the production pro-
cess is based on masculine perspectives and does not
consider the intersection of the different identity dimen-
sions of patients (not only gender dimensions) that will
have to enter into symbiosis with those technologies
(Seraa and Fosch-Villaronga 2020).

In addition, even when strictly ethical issues are con-
sidered (e.g. when artificial systems may be involved in
moral judgements), it emerges that robots can have an
impact on the application of moral norms (Jackson
and Williams 2019; Guidi et al. 2021). A recent study,
for example, found that the way in which robots inter-
act, whether in a more or less neutral, argumentative
or aggressive style, can change girls’ levels of acceptance
of robots. Most importantly, however, it was highlighted
that in the condition in which the robot responded in an
argumentative way, boys showed less gender-bias in
assessing girls’ ability to understand computer science
(Winkle et al. 2021).

Perhaps the phenomenon that emerges with increas-
ing evidence concerns the fact that the attribution of
gender to robots can impact on the levels of acceptance
of these systems (Ghazali et al. 2019). In a task in which
robots must be chosen to perform a collaborative task,
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participants seem to prefer as teammates those who
are more competent. At the end of the task, however,
those who are given more trust were those for whom
an affinity bias based on consideration of outward
aspects could be evidenced (Trainer, Taylor, and Stan-
ton 2020).

Thus, given the results reported here, and in the light
of the other studies cited above, it can be said that there
is probably a need for a proactive approach, i.e. one that
involves ethically acceptable design of artificial systems
(Fossa and Sucameli 2022). It would then be possible
to implement technologies that counteract discrimi-
nation towards people suffering from negative
stereotypes.

6. Limitations

The study presented in this paper has some limitation
that should be acknowledged. First, we only used images
of robots present in two datasets (ABOT and ROBO-
GAP). Participants’ interactions with these robots
were thus obviously constrained to visual explorations
of static stimuli. Real interactions - in specific contexts
and with the goal of completing specific tasks - could
reveal the emergence of stereotypes, more or less pro-
nounced, in the same direction or not, than those high-
lighted here.

In addition, the sample of robots used in the exper-
iment was not so large, including only 8 robots out of
the 251 included in the last update of the ABOT data-
base. Moreover, given that for each robot participants
assessed the fitness to eight different roles, to contain
the duration of the experiment each participant was pre-
sented with only two robots, one feminine and one mas-
culine. Although the robot stimuli in the analysis were
used as random factors, in order to make results gener-
alisable across other robots, a larger sample would have
allowed greater power to estimate the variability due to
robots in the effects, and increase confidence in the
replicability of the findings. Another limitation related
to the robot sample is that robot human likeness was
not equally distributed across robot genders (masculine
vs feminine), and it was more uniformly distributed
among masculine robots, while for feminine robots we
had only one very HL robot and three low-intermediate
HL robots, all quite similar in HL. A further limitation
of the study concerns the relatively low internal consist-
ency of the scale used to measure participants’ gender
role stereotypes. However, the main analysis that we
have conducted to test our hypothesis about the transfer
of stereotypes to gendered robots did not use the GRSS
scales scores, but the scores on the single items. There-
fore, even if the composite scores were not extremely
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internally consistent, this should not undermine our
main findings. Lastly, we need to notice that the per-
ceived gender ratings from the ROBO-GAP database,
on which gender categories for the robots are derived,
are estimates computed aggregating the ratings of a
panel of observers, and it is not sure that individuals
in our sample were actually perceiving the robots as
gendered (in terms of femininity or masculinity or neu-
trality). Further studies should be therefore conducted
to address these limitations.

Notes

1. https://robo-gap.unisi.it/.

2. https://www.prolific.co/.

3. https://ostf.io/jd7as?view_only=
150alad7f1fc4f778322cbbba5299725.
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